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1. We define two functions F(p), G(p) in terms of a third function i/^) by the equations

= r<KO-/v(£p)^. (0
o Jo

A standard problem in the theory of dual integral equations is to determine the function
such that

0>>l), (2)

when the functions f(p), g (p) are prescribed.
The case in which g(p) = 0 has been considered by several authors (see references [1],

[2], [3]). Recently Copson [4] has given a simple and elegant solution of this pair by a
method which is a generalization of an elementary method suggested by Sneddon [5].

The solutions of the pair of equations (2) with n = +1 was given by Tranter [6] but his
method is rather cumbersome. The pair with general values of n in the range — 2 < n < 2
was considered by Noble [7], who reduced the problem to that of solving an integral equation.
Noble's analysis involves considerable manipulation and cannot be regarded as elementary.
More recently, Williams [8] has derived the solution of the pair (2) by a formal application of
Mellin transforms. The manipulation here is formally more simple because much of it can
be absorbed in the calculation of the Mellin transforms.

In the present paper we shall consider the equations

F(p) = 0 ( O ^ p ^ l ) , G{p) = g{p) (p>\), (3)

since once the solution of this pair of equations is known the solution of the pair (2) can be
obtained merely by adding Copson's solution of the pair (2) with g{p) = 0. The method we
shall employ is a direct extension of Copson's method [4]. As in Copson's paper we shall
treat the two cases 0 < n < 2 and — 2 < n < 0 separately.

It should also be noted that an elementary solution of the pair of equations (3) in the
physically interesting case n = — 1 was given recently by the authors [9].

In the course of the analysis we shall need

LEMMA A. If X > y. > — 1,

(0 < a < b),

(0<b< a),
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which is a well known result in the theory of Bessel functions [10, p. 401], and

LEMMA B. Iff(x) is continuously differentiable in the interval \\, oo) andO< K< 1, then
the integral equation

\ : m *>•>
has solution

d f00 uf(u) du

which can be established by simple methods (cf. [11, p. 229]).

2. We shall begin by considering the case 0 < n < 2. For convenience we shall write
n = 2a, so that 0 < a. < 1. If we take \p(O to be of the form

then, writing the integral in the form

and integrating by parts, we find that, if we assume that

lim 4>{t) = 0,

then

| " t, (5)

where

0 ( 0 = f-v-«+i_[fv+«- »0(r)]. (6)

Now, i f O < a < l , v > — 1 , it follows from Lemma A that

: 0 (0 < p < t),f
Jo

so that, if we substitute from equation (5) into the expression (1) for F(p) and interchange the
order of the integrations, we find that the form (4) automatically satisfies the first equation of
the pair (3).

If we now substitute from equation (4) into the expression (1) for G(p), interchange the
order of the integrations and use Lemma A, we find that, when p > 1,
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so that, using the second of the equations (3), we see that (j)(t) is the solution of the integral
equation

2«-1r(a)p-

The solution of this equation follows from Lemma B. Provided that p~vg(p) and its first
derivative are continuous in [1, oo),

Substituting this value into equation (4), we obtain the solution

(8)
(p2 — t2)x J

which is in agreement with the solutions of Noble and Williams (cf. equation (11) of [8]).

3. We shall now consider the case — 2 < n < 0. For convenience, we shall write n = — 2)3,
so that 0 < P < 1. In this case we take the form

(9)

again with the condition that <j)(t)-+O as t -*oo. Writing this integral in the form

HO = f j " r»+'-WO jt {r-'+i/,_mtfo} dt,

and integrating by parts, we find that

HZ)- - 0 ( i ) ^ , - / f + i ( O - f ' | " 1 F ( O ^ + i « O < * , (10)

where

¥(0 '+i ! { } 00

If we substitute the form (9) into the expression for F(p), interchange the order of the
integrations and make use of Lemma A, we find that F(p) = 0 for 0 < p < 1. On the other
hand if we substitute the expression (10) into the expression for G{p), we find that, if p > 1,

/>-v-i«p(0

so that ip(t) satisfies the integral equation

j-eo j/J-v-lV|
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It follows from Lemma B that, if p~vg(p) is continuously differentiable in [1, oo), then

2*-'

Tffld
Using equation (11), integrating with respect to t and determining the constant of integration
from the condition that <f>{t) -* 0 as t -»oo, we obtain the solution

Substituting this value into equation (9), we obtain the solution

Again this is in agreement with the solutions of Noble and Williams. (Cf. equation (10) of
[8])-

4. In many problems we are more interested in the form of F{p) when p > 1 and of
G(p) when 0 < p < 1 than we are in the actual form of the function ip(£). We can derive these
easily from the above results.

(a) 0 < n < 2: If we substitute the form (5) for I/J (£) into equation (1) and use Lemma A,
we find that, if p > 1,

Now we can write (7) in the form

so that

Hence, when p > 1,

2»p-y f"

where O(i) is defined by equations (6) and (7) and gx{p) by the second of equations (14).
Similarly, if we substitute from (4) into the expression for G(p) and use Lemma A, we find

that, w h e n O ^ p ^ 1,
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(b) — 2 < n < 0: If we substitute from (9) into the expression for F(p) and use Lemma A,
we find that

Similarly, if we use the form (10) in the definition of G(p), we find that, when 0 < p < 1,

Substituting the value of <f>(l) from (12), we have

_, . 2 sin fin P00 pl~vg(p)dp 2fyv

G(p) = Pv(l— P )
n

where *P(/) is defined by equations (11) and (12).
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