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Perspective 1: The tragedy of the anticommons

The tragedy of the commons is a powerful justification for the establishment of private property rights (or at least a case for managing a resource so that much of its value is not destroyed with overuse). But the argument for the establishment of property rights must be understood in its proper context. For the tragedy of the commons to be a potential threat, the resource itself must have a characteristic that land has, being subject to use by different people for the same or different purposes. This means that the resource is subject to rivalry and must be exhaustible, much like the pasture in Garrett Hardin’s discussion of the commons’ problem noted earlier in the chapter. There is no reason for establishing property rights, giving owners rights of exclusion, when the resource is inexhaustible, because there can be no rivalry and the resource cannot be subject to overuse.

Numbers (1, 2, 3, etc.), letters (A, B, C, etc.), and musical notes (or marks on sheet music or sounds from instruments) need not be subject to property right assignment because they are inexhaustible in supply – anyone can use them without reducing the ability of others to use them – they are nonrivalrous in use. When the words you are reading were typed into a computer, the supply of letters available to everyone else in the world was not diminished. Granted, there is a case to be made for assigning property rights to a book, given that the published copies will be limited by the cost of their production, but the letters themselves from which the words, paragraphs, and arguments were constructed remain as available as they ever were. Hence, there can be no potential for a “tragedy” of overuse of letters. Privatization in this case would lead to a greater tragedy, a monopoly of letters and words, which in turn could lead to the underuse of letters and words, which is another form of waste (or, in economists’ jargon, “resource misallocation”) dubbed the tragedy of the anticommons (Heller 1998).

This tragedy of the anticommons would be especially tragic if one person or firm privately owned all letters and words. The tragedy might even be more severe if different people or firms owned individual letters or words because there could be enormous costs to people engaging in all the transactions required to make letters into words and words into published documents (which economists call “transaction costs,” a topic to be taken up in detail in chapter 7). The assignment of private rights could, in other words, substitute one tragedy – overuse – for another – underuse – with no convincing argument that the rights assignment has on balance improved welfare.

The tragedy of the anticommons can also be encouraged by the requirement that users seek agreement on usage rights from several (or many) agents who control access to the resource. For example, Michael Heller noticed the anticommons tragedy as it played out in the streets of Moscow after the fall of the Soviet Union. The streets were lined with carts of goods outside perfectly good multistory buildings that stood empty. The buildings remained unused because vendors had to get permission to use the buildings from several agencies, each of which had exclusion rights but not usage rights. The vendors obviously found it less costly to set up their carts and kiosks than to incur the costs involved in obtaining the required use rights (Heller 1998).

The tragedy of the anticommons also became apparent in the meltdown of mortgage-backed securities, which are bundles of mortgages purchased by any number of indvidual and firm investors scattered throughout the world.  Perhaps the mortgage and foreclosure crisis of 2008 and later could have been abated at least partially by lenders adjusting the terms of the mortgages, enabling homeowners to stay in their houses.  But a requirement that the many investors had to agree on any adjustments made it impossible for any adjustments to occur, as homeowners facing foreclosure could not track down all the investors. 
Lawrence Lessig (2001), a law professor, stresses that the logic underlying the tragedy of the commons has been so widely accepted that analysts no longer harbor the requisite appreciation for having at least some resources – especially those that are nonrivalrous in nature – remain under common ownership, to be exploited with a high degree of freedom by all without the need to get the permission of the property owners (especially multiple owners). As a consequence, we may be suffering a growing tragedy of the anticommons, Lessig argues, without noticing the damage from underusage that is developing, especially in the growth of ideas and technology.

Lessig points out how in movie scenes almost everything that is used – pictures on the wall, distinctive chairs and couches, computers, place settings, and images of identifiable bystanders, not to mention the images and voices of the actors and actresses in lead and supporting roles – is owned by someone, which means that usage rights from all the various owners must be secured before the movie can be shot. If permission is not secured before the scene is shot, each owner can be expected to bargain strategically (while threatening a lawsuit), trying to secure a price for his or her agreement that extracts the full value of the scene. This means, of course, that the scene may not be used, even though it is “in the can.” To prevent such strategic bargaining, and wastage, the producers can bargain for the rights prior to filming. However, the potential for an anticommons tragedy in the form of fewer films produced still exists, given the multiple resource owners who must give their consent. Again, the transaction costs involved can result in “too few” films being produced.

Similarly, patents (and copyrights) can give rise to a tragedy of the anticommons, especially when products incorporate any number of patented parts held by different owners. The various owners of patented parts to, say, an engine can hike development costs as they each bargain strategically and seek monopoly profits, which in turn increases transaction costs and the prices of engines, and reduces the number of engines produced and sold.

Lessig, of course, recognizes that patents (and copyrights) are devices that have been developed to provide economic incentives for creativity. However, the incentive for creativity does not need to be unlimited, a fact that has historically been recognized in patent and copyright law by the limited life of patents. Lessig points out that we have extended the life of patents (and copyrights) greatly since the 1950s. These extensions might indeed be required, given the growth in development costs for many products. At the same time, the extensions may have been grounded in special interest politics, not economics, which can imply that the extensions have unnecessarily increased the monopoly rents that patent holders have realized. In such case, the economic reward for many patents exceeds the reward required for creating the products. The extensions, Lessig argues, have given rise to an extended tragedy of the anticommons in the form of too few technological developments that are available for other creative people to exploit at no cost.
Since patents (and copyrights) embody ideas that are by their nature nonrivalrous, Lessig is concerned about how the continued privatization of ideas will stifle future intellectual developments. We do need some system of control to assure the resource is created (2001, 97, italics in the original), Lessig writes, which explains the patent and copyright system that enables developers to recover their development costs. But such a system is also imperfect, assuring that not all of the value of any development is appropriated by the developer: “Intellectual property does this by giving the producers a limited exclusive right over their intellectual property … A ‘sufficient return,’ however, is not perfect control … Instead some of the benefits ought to be reserved for the public, in common.” Lessig concludes:

In essence, the changes in the environment of the Internet that we are observing now alter the balance between control and freedom on the Net. The tilt of these changes is pronounced: Control is increasing. And while one cannot say in the abstract that increased control is a mistake, it is clear that we are expanding this control with no sense of what is lost. The shift is not occurring with the idea of a balance in mind. Instead, the shift proceeds as if control were the only value. (2001, 97)

Lessig charts the multiple ways that patent and copyright laws have been changed, with the effect being that transaction costs for the development of new ideas and products have been increased.

The bottom line
Property rights are crucial to the efficient allocation of resources that are depleted or devalued in some way when used and when transaction costs are low.  They can be a problem when transaction costs are high and the use of the resource does not deplete the resource or devalue it.
Review question
What are the economic consequences of extending the copyright term for a book from 14 to 150 years?
	Principles of rational behavior in society and business
	Chapter
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Perspective 2: Evolutionary foundations of cooperation

Much of our analysis in this book is grounded in the principal-agent problem, or the tendency of underlings to pursue their own private goals at the expense of the goals of the firm and its owners. We take that approach for a simple reason: By understanding how employees might behave, managers can create policies and incentives that protect the firm and its owners from agency costs.

We are not suggesting that people cannot be motivated by an innate sense of duty or obligation to do what they are supposed to do as an employee or that they lack any predisposition to cooperate with others in acknowledged common interests. On the contrary, people seem to have a built-in tendency to cooperate – at least to a degree. A substantial literature has grown up around the proposition that evolution has left modern humans “hard wired,” to one degree or another, to work together for their own survival, if not greater prosperity. In the eons before humans developed agriculture – that is, during the Pleistocene epoch, which lasted from about 1.6 million years ago until about 10,000 years ago – humans spent 40,000 years as hunter-gatherers (Klein 2000) in groups of 25 to 150, with kinship likely playing an important role in groups’ coherence (Hamilton, Jay, and Madison 1964; Dawkins 1976). Group size was small enough for group members to monitor each other but large enough for free-riding to emerge (Dunbar 1998; Bowles and Gintis 2001). Hunter-gatherers needed to cooperate to bring down game that was generally too large or dangerous for individuals to kill alone, to defend themselves against the predation of other groups of hunter-gatherers, and successively to prey upon other bands of humans. Evolutionary theorists have maintained that those human groups who had a predisposition to cooperate efficiently by developing the requisite rules and incentives, including penalties, that engendered cooperation survived with greater frequency than those groups that were not so inclined to cooperate efficiently (Hirshleifer 1999). Consequently, cooperative humans saw their genes (and predisposition for cooperation) passed down through the succeeding generations. 

As Paul Rubin observes, summarizing a mountain of research in evolutionary psychology, behavioral biology, and the newly emerging subdiscipline in economics dubbed “bioeconomics”:

The groups formed by more cooperative players will do better than groups with less cooperative members, and members of the cooperative group will have more offspring. As a result, the degree of cooperativeness can grow in the population over time. This assortment by cooperativeness has another interesting feature. Everyone (cooperator or cheater) would prefer to deal with a cooperator. Therefore, individuals will have an incentive to appear to be cooperators even if they are not. (2002, 60–1)

The prospect of some pretending to be cooperators means that people should be expected to evolve skills to detect deception and cheating (Trivers 1971; Frank 1988; Cosmides and Tooby 1992).

Survival economist and criminologist James Q. Wilson (1993) has argued, with reference both to casual observation and to a host of psychological experiments, that most people have evolved a “moral sense,” which can show up in their willingness to forgo individual advantage (or opportunities to shirk) for the good of the group (or firm). Moreover, a variety of factors – including considerations of equity and fairness – influence people’s willingness to cooperate (Ostrom 2000; Fehr and Schmidt 2002). As organizational behaviorists have shown, “culture” has an impact on the extent of cooperation. People from “collectivistic” societies, such as China, may be more inclined to cooperate than people from “individualistic” societies, such as the United States (Earley 1989). Training in “group values” can affect the extent of cooperation, although evolutionary forces have left all cultures with admixtures of people who exhibit varying degrees of selfishness and non-selfishness (Sethi and Somanathan 1996; Bowles and Gintis 2001; Henrich et al. 2001).

Experiments have shown that people will be more likely to cooperate when the shares of whatever is being divided are more or less equal, with women more inclined to favor “equal shares” than men (Knauft 1991; Boehm 1993). People are willing to extend favors in cooperative ventures in the knowledge that the favor will be returned (Trivers 1971; Steiner et al. 1998; Gintis 2000a, 2000b). They will work harder when they believe that they are not underpaid (Fehr and Schmidt 2002). People are more likely to cooperate with close family members and friends than with strangers, and they will be less likely to cooperate with others, whether friends or strangers, when the cost of cooperating is high. Experiments have shown not only that people are willing to cooperate to a degree, but that some are willing to go a step further and devote some of their own resources to punish shirkers and cheaters (McCabe and Smith 1999). Cooperation is more likely when people are allowed to communicate with one another and made to feel as though they are members of the relevant group (Thaler 1992; Ledyard 1995; Hoffman, McCabe, and Smith 1998).

Why is it that people are inclined to cooperate more or less naturally? Wilson repeats a favorite example of game theorists to explain why “cooperativeness” might be partially explained as an outcome of natural selection. Consider two people in early times, Trog and Helga, who are subject to attack by saber-toothed tigers. The “game” they must play in the woods is a variant of the Prisoner’s Dilemma game. If they both run when they spot the tiger, then the tiger will kill and eat the slower runner. If they both stand their ground – and cooperate in their struggle – then perhaps they can defeat the tiger or scare him off. However, each has an incentive to run when the other stands his or her ground, leaving the brave soul to be eaten.

What do people do? What should they do? Better yet, what do we expect them to do? We suspect that different twosomes caught in the woods by saber-toothed tigers over the millennia have tried a number of strategies. Over the long run, running is a strategy for possible extinction, given that the tiger can pick off the runners one by one. Societies that have found ways of cooperating have prospered and survived. Those that haven’t have languished or retrogressed into economic oblivion, leaving the current generation with a disproportionate number of ancestors who behaved cooperatively. Those who didn’t cooperate long ago when confronted with attacks by saber-toothed tigers were eaten; those who did cooperate with greater frequency lived to propagate future generations.

Our point is that human society is complex, driven by a variety of forces – based in both psychology and economics – that vary in intensity with respect to one another and that are at times conflicting. However, there are evolutionary reasons, if nothing else, to expect that people who cooperate will be disproportionately represented in societies that survive. Organizations can exploit – and, given the forces of competition, must exploit – people’s limited but inherent desire or tendency to work together, to be a part of something that is bigger and better than they are. Organizations should be expected to try to reap the synergetic consequences of their individual and collective efforts.

But, if that were the whole story – if all that mattered were people’s tendencies to cooperate – then management would hardly be a discipline worthy of much professional reflection. Little or no need or role for managers, other than that of cheerleader, would exist. The problem is that our cooperative tendencies are not sufficient to overcome the temptation of uncooperative behavior.

Two people may well be able to work together “naturally,” fully capturing their synergetic potential. The same may be said of groups of three and four people, maybe ten or even thirty. The point that emerges from the economic logic of group behavior is that as the group size – team or firm – gets progressively larger, the consequences of impaired incentives mount, giving rise to the growing prospects that people will shirk or in other ways take advantage of the fact that others cannot properly assess what they contribute to the group.

The bottom line

A tendency to cooperate or a proclivity to cooperate can be built into the DNA of human beings; however, the size and structure of groups can be a countervailing force toward cooperation.  The larger the group size, the less inclined people are to cooperate.

Review questions

“Tit-for-tat” is a strategy people adopt in cooperative relationships.  It means that people will work with others so long as others work for them.  Why is tit-for-tat so widely adopted?  What does it imply for management strategy with colleagues in a firm and with buyers and suppliers?
	Competitive product markets and firm decisions
	CHAPTER

3


Perspective 3: Why queues?

In the supply and demand models discussed in this chapter, one observation stands out:  Markets clear. That is, price adjusts up or down until the quantity demanded exactly equals the quantity supplied.

Why, then, are queues so often seen at concerts, in grocery stores, and at theme parks – indeed, everywhere, suggesting that market shortages abound? Does the existence of queues mean that supply and demand models of markets are defective or irrelevant?

Not really. If nothing else, such models facilitate discussions of how prices can be expected to adjust toward (but not necessarily to) the equilibrium price. Such models allow us to predict the directional changes in prices, given changes in a variety of market forces, including technological and governmental policy changes. There are also several explanations for queues.

First, given how many products are sold in markets, businesses are bound to make mistakes. From time to time, a business will simply set a price that it believes to be the market-clearing price but which turns out to be below equilibrium. The result will be that the quantity demanded exceeds the quantity supplied. Many such “mistakes,” which means the firm does not charge as much as it could have, are the calculated costs of doing business. Managers can reason that as they raise their prices they run a growing risk of charging too high a price, the result of which is that they are left with unsold goods (or unfilled seats in theaters and airplanes, the revenue on which is lost forever).

Second, there are solid business reasons for businesses maintaining inventories of the products they sell. They can never predict sales during any time period or a sequence of time periods with complete accuracy. Inventories allow firms to limit the costs of constantly missing sales. Similarly, businesses can understandably seek a “stock” or “inventory” of customers because such stocks, in the form of queues, enable businesses to have some customers in reserve to bring on line, so to speak, if demand varies. In short, businesses might be said to seek optimal stocks of both goods to sell and customers to sell to. Of course, a firm has to consider the strong possibility that if their customers don’t receive as much of the firm’s product as they want, they will simply go elsewhere.

Third, in some cases queues can be devices for screening out less desirable customers. Consider the challenge faced by concert promoters. The promoters for Metallica, a rock band, know that some potential (mainly young) attenders are more rabid about seeing the band than others. Promoters also can surmise that once the more rabid fans are in the concert hall (or stadium) they will be more inclined to buy Metallica albums and concert memorabilia (T-shirts and hats) than other fans with a less intense interest in seeing the band. Queues can be a way of discouraging the less enthusiastic (perhaps older and more highly paid) potential attendees from going to the concert because of their relatively higher opportunity costs of standing in the ticket line.

Fourth (which is an explanation related to the first three), queues can be mutually beneficial to both buyers and sellers because they may keep down costs and prices. Consider grocery stores where lines at checkout counters are common at almost all times of the day (but especially in late afternoon when many people get off work). All store managers would have to do to eliminate the lines is add checkout counters and hire more clerks. But reducing queues would add costs. A grocery store might figure that it could reduce its checkout/clerking costs (and hence its prices) by reducing its checkout counters and clerks and allowing lines to form at each of the remaining counters.  In short, lines can be profitable. The store’s customers might not like incurring the added cost of the time spent standing in line; however, if the efficiency gains to the store are greater than the customers’ wait costs, then the store can lower its grocery prices by more than the customer’s wait costs, making the customers better off and causing customers to flock to the store with the checkout queues.

Other stores would have to follow suit, and would want to do so, just to protect their market position, if not to add to their profits (which they could if their costs savings are greater than any price reduction they would have to take to compensate consumers for their added wait costs). The result would be an increase in market supply and a decrease in market demand. If stores don’t take opportunities to increase the lines when their cost savings are greater than the wait costs customers have to incur, their stock prices on financial markets will suffer. Some savvy investors could be expected to buy up the stores’ stocks at low prices, only then to adjust their lines, realizing cost savings and hiking profits, and selling out at higher stock prices that reflect the stores’ higher expected future profits.

If queues were not mutually beneficial to firms and their customers, we would have to wonder how they could be so prevalent in competitive markets – for example, in the grocery store industry. If queues created losses for firms, then firms should be expected to eliminate them. If customers did not gain on balance from standing in line, then we would expect firms to enter their market and serve such customers without lines forming.

The analysis of queues to this point has side-stepped an important question: How long should stores allow queues to become? Obviously, there is some limit to most queues, given that grocery stores rarely have lines stretching to the backs of their stores and beyond. We can’t give an answer of how long lines should be in so many feet, but we can give an answer in conceptual terms: To consider allowing even a short queue to form, the cost savings to the store must be greater than the cost customers spend waiting in the queues. Given that starting condition, rational (profit-maximizing) store managers should be expected to allow their lines to grow (foot by foot) so long as their additional cost savings for each (foot of) extension of the queues is greater than the added wait costs their customers have to incur. Under this operating rule, with each extension of the lines both customers and stores can be better off. The total value (in profit terms for the stores and lower prices for customers) increases with the length of the line.

However, as the lines are extended, the wait costs that customers incur are likely to grow as these people have to forgo more and more valuable opportunities to do other things with their time.
 At the same time, with each extension, the cost savings for the stores should begin to contract. As the checkout lines grow with each checkout counter taken out, fewer and fewer  profitable other goods will be put in the space once occupied by the checkout counters. In addition, as the queues grow, the people standing in line can obstruct more and more of their fellow shoppers.

If the cost savings for queues for the stores are initially greater than the costs incurred by customers, the two costs will move toward equality as the queues lengthen. When the added cost savings of the stores equal the added cost incurred by customers, there are no further mutual gains from extending the line. Hence, the “optimum” length of queue is where the store’s added cost savings from the last extension equal the added costs incurred by the customers. If the queues are extended beyond the optimum, then both store owners/managers and customers are worse off than they could be. This means that both “too short” and “too long” lines can give rise to underperformance of firms and a potential change in management.
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The optimum-length queue is likely to differ for different products and services and different markets. As might be imagined, the optimum will depend critically on the opportunity cost of the particular customer’s time. Customers with higher wage rates (or more valuable opportunities for use of their time) will incur higher opportunity costs than customers with lower wage rates. As a general rule, we should expect that lines in grocery stores in low-wage-rate neighborhoods (for example, in the South Central area of Los Angeles) will tend to be longer than the lines in high-wage-rate neighborhoods (for example, Newport Beach, California). If wage rates in a given neighborhood rise, we should expect the length of the lines to contract. It follows that high-end grocery stores (for example, Gelson’s or Whole Foods Markets) in any given area catering to high-wage-rate customers should be expected to have shorter lines than low-end grocery stores (for example, Albertsons) catering to lower-wage-rate customers. We should not be surprised that the grocery industry is made up of holding companies that hold various “levels” of grocery stores (from low- to high-end) in part to offer a different array of products for their different customer bases, but also in part to optimize the lengths of their lines for different customer bases with different wait costs.

The bottom line

Queues can have an economic foundation. That is, queues can be mutually advantageous to both buyers and sellers, which explains why they are so prevalent and persistent.  The economic issue that firms face is developing optimum length of queues.

Review questions

1 You overhear someone say, “We know that markets don’t always clear in the sense that the quantity supplied and the quality demanded do not always match. Queues can be observed everywhere. Store shelves are often emptied or overstocked. Hence, why pay so much attention to the intersection of supply and demand?” Your task is to answer that question.

2 Queues have been considered in chapter 3 as devices for making money. Why don’t grocery stores have one or two checkout counters that have signs at their entrance that read, “Anyone who goes through this line will have 10 percent added to their total bill”?
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Perspective 4: Maslow’s Hierarchy of Needs and  economists’ supply and demand curves

MBA students will rarely make it through their programs without encountering “Maslow’s Hierarchy of Needs” in several of their courses, most notably their marketing courses. A. H. Maslow, a psychologist, argued that basic human needs can be specified with reasonable clarity and can be ranked according to their importance in providing motivation and influencing behavior (Maslow 1954, primarily chapter 5). Embedded in Maslow’s hierarchy is a theory of human behavior that is to a notable degree foreign to the economist’s way of thinking. Often, Maslow’s hierarchy is treated in business courses with some reverence, as though it were a form of revealed truth about human behavior.  We will see in this Perspective how we can apply supply-and-demand-curve analysis to development of any “hierarchy of needs.”  This analysis will help us understand the differences between the economic and the psychological approaches to welfare enhancement.

The Hierarchy of Needs

Maslow’s hierarchy is shown in figure P4.1.1. The importance of needs – in terms of how powerful or demanding they are in affecting human behavior – ascends as one moves downward through the pyramid. That is, the most fundamental or prepotent needs, which are physiological in nature, are at the bottom. This category of needs includes on one level all attempts of the body to maintain certain chemical balances (such as water, oxygen, and hydrogen ion levels). On a higher level, the physiological needs include the individual’s desires for food, sex, sleep, sensory pleasures, and sheer activity (meaning the need to be busy).

The need for safety, which is next in prepotence, may include the desires of the individual for security, order, protection, and family stability. The next category, belongingness and love, may include, among other things, the desire for companionship, acceptance, and affection. Maslow lists under the heading of esteem needs the individual’s desire for achievement, adequacy reputation, dominance, recognition, attention, appreciation, and importance. He argues that the need for self-actualization “refers to man’s desire for self-fulfillment, namely, to the tendency that might be phrased as the desire to become more and more what one is, to become everything that one is capable of becoming” (Maslow 1954, 90–2).

Maslow stresses that such an individual may indicate she (or he) is striving after one need when in fact she is pursuing something else. For example, the individual may say that she is hungry because by doing so, and going out to dinner, she can acquire companionship, affection, and attention. This may be the case because the individual may find it useful to deceive another person or because she does not consciously know what her true motivation is. In addition, Maslow argues that certain preconditions, such as the freedom to express oneself, are necessary before basic needs can be satisfied. Consequently, individuals can be motivated to establish the necessary preconditions; they may not appear to be attempting to satisfy basic needs.

Maslow does not hold rigidly to the ordering of needs as indicated in figure P4.1.1. He specifies this particular ranking because it appeared to him (from surveying a few dozen people in the 1950s) to be descriptive of the people with whom he was associated and because it appears to be a reasonably good generality concerning human motivation. Because of cultural or environmental factors or because, for example, love has been denied in the past, some people may place more emphasis on esteem needs than on the need for love. Maslow also reasons that “There are other apparently innately creative people in whom the drive to creativeness seems to be more important than any other counter-determinant. Their creativeness might appear not as self-actualization released by basic satisfaction, but in spite of the lack of basic satisfaction” (Maslow 1954, 98).

Although he qualifies his argument, the core proposition in Maslow’s theory of human behavior is the argument that a person will first satisfy her most basic needs (physiological needs) before she attempts to satisfy needs of higher order:

If all the needs are unsatisfied, the organism is then dominated by the physiological needs, all other needs may become simply nonexistent or be pushed into the background. It is then fair to characterize the whole organism by saying simply it is hungry, for consciousness is almost completely preempted by hunger. All capacities are put into the service of hunger-satisfaction, and the organization of these capacities is almost entirely determined by the one purpose of satisfying hunger … Capacities that are not useful for this purpose lie dormant, or are pushed into the background. (Maslow 1954, 92)

If the most basic needs are satisfied, “At once other (and higher) needs emerge and these, rather than physiological hungers, dominate the organism. And when these in turn are satisfied, again new (and still higher) needs emerge, and so on” (Maslow 1954, 92). One gets the impression from reading Maslow that the individual will not attempt to satisfy her second most prepotent needs until the most prepotent needs are almost fully satisfied; she will not move to the third tier in the hierarchy until the needs at the second tier are “fairly well gratified” (Maslow 1954, 89).
 Apparently, the individual will not attempt to effect any self-actualization until she has moved through all the earlier tiers. If any tier in the hierarchy is skipped entirely, it is because of insurmountable environmental or physiological barriers.

Economics and Maslow’s hierarchy

Maslow’s approach to human motivation and behavior resembles the approach of economists in several respects. First, they are similar in that at the foundation of both theories is an assumption that the individual is able to rank all of her wants (or needs) according to their importance to her. In the Maslow system, anything that is not directly a basic need is ranked according to how close it is to a basic need. Other needs beyond the five categories mentioned, such as the need to know or understand and the need for aesthetic quality, can be handled by adding additional tiers.
 As pointed out earlier in this chapter, the economist simply starts with an assumption that the individual knows what she wants and is able to rank all possible goods and services that are able to satisfy her wants.

The two approaches are dissimilar when it comes to specifying the ranking. Maslow is willing to argue that in general the basic needs and their ranking can be identified; that is, he can say what the individual’s needs are and is willing to venture a statement about their relative importance (again, given his survey of a small number of people). On the other hand, economists would generally take the position that the relative importance of needs varies so much from person to person that a hierarchy of needs, although perhaps insightful for some limited purposes, does not move us very far in our understanding of human behavior.

Economists may specify whether a good or service may add to or subtract from the individual’s utility and will argue that more of something that gives positive utility is preferred to less; but they would be unwilling to say exactly where the good (or need) may lie on some relative scale. We must presume that the specificity Maslow seeks is to him a useful, if not necessary, basis for predicting human behavior. Economists believe that they can say a great deal about human behavior without actually specifying the relative importance of the things people want. We certainly admit that the economist’s inability to specify the relative importance of needs is a limitation to economic theory.

The two systems are similar to the extent that they view the individual as consuming those things that give the greatest satisfaction. Even in the Maslow system, which lacks a direct statement to that effect, there is the implicit assumption that the individual is a utility maximizer. Maslow also assumes diminishing marginal utility as more of the need is consumed; if this is not the case, it is difficult to understand how the individual can become fully or almost fully satisfied (or “fairly well gratified”) at any need level.

The two systems are different because of their views of the constraints that operate on the ability of the individual to maximize her utility. The constraints in the Maslow hierarchy include environmental and cultural factors and the individual’s character, or her beliefs about what is right and wrong. There is no mention in Maslow of the individual’s productive ability or income (unless these are implied in the environmental or cultural constraints) or of the costs attached to fulfilling her basic needs. These considerations are basic constraints in the economist’s view of human behavior.

By not considering cost, Maslow appears to assume either that there is no cost to need gratification or that (in spite of an implicit assumption concerning diminishing marginal utility) the demand curve for any need is vertical (or perfectly inelastic). This means that the quantity of the need fulfilled is unaffected by the cost. An implied assumption of the vertical demand curve is that the basic needs are independent of one another. They are not substitutes; for example, a unit of an esteem need fulfilled does not appear in the Maslow system to be able to take the place of even a small fraction of a unit of physiological need.

Maslow recognizes that most people have only partially fulfilled their needs at each level:

So far, our theoretical discussions may have given the impression that these five sets of needs are somehow in such terms as the following: if one need is satisfied, then another emerges. This statement might give the false impression that a need must be satisfied 100 percent before the next need emerges. In actual fact most members of our society who are normal are partially satisfied in all their basic needs and partially unsatisfied in all their basic needs at the same time. A more realistic description of the hierarchy would be in terms of decreasing percentages of satisfaction as we go up the hierarchy of prepotency. For instance … it is as if the average citizen is satisfied 85 percent in his physiological needs, 70 percent in his safety needs, 50 percent in his love needs, 40 percent in his self-esteem needs, and 10 percent in his self-actualization needs. (Maslow 1954, 100–1)

Maslow does not, however, explain why this will be the case, nor does he provide an explanation for why a person will not fully satisfy the higher needs before he moves to the next tier.

The relevance of demand

The economist might concede for purposes of argument, as we do, that the demand for a physiological need is greater (with the quantity bought being relatively unresponsive to price changes) than the demand for a safety need, which in turn is greater than the demand for a love need. However, it does not follow that, as Maslow suggests, the love need will be less fulfilled in percentage terms than the safety or physiological needs. To what extent the different needs are gratified depends on the cost or the price of the means for satisfying a need and exactly how people respond to the price.

To illustrate our point, consider figure P4.1.2. The demand for a means of gratifying a physiological need is depicted as being greater (meaning it is further out to the right) than the other demands. (For the sake of simplicity we consider only three needs.) We assume that any given need is fully satisfied if the quantity of the need purchased is equal to the quantity at the point where the respective demand curves intersect the horizontal axis.

If, as in this example, the cost of satisfying each need is the same, p1, the individual will consume Qp1 of the means of satisfying his physiological need. As far as units are concerned, this is greater than the quantity of units consumed for satisfying the other needs; however, the percentage of the need gratified does not have to be greater. If demand for the physiological need were sufficiently inelastic, the percentage of the need gratified could be greater.

It is doubtful, however, that the costs of satisfying the different needs are the same. The availability of the resources needed for satisfying the different needs can easily be different; consequently, the costs of need gratification can be different. If the cost of fulfilling the physiological need were substantially greater, even though the demand for the need were greater, the percentage of the physiological need fulfilled could be less than the percentage of the other needs fulfilled.

In figure P4.1.3, the prices (or cost per unit) of the means by which a physiological need can be satisfied (Pp) are greater than the prices of the means for satisfying the other needs. The price of satisfying the safety need (Ps) is assumed to be greater than the price of satisfying the love need (PL). The result in this case is what we suggested it could be; the individual will fulfill a lower percentage of her physiological needs than she will fulfill of her other needs. In fact the order of need fulfillment is reversed from the order suggested by Maslow: The individual fulfills a higher percentage of her love need than of the other needs.

Maslow has apparently observed that people fulfill a higher percentage of their physiological needs than of other needs. Our line of argument suggests that this may have been the case because the price of physiological need fulfillment is lower than the prices of fulfilling the other needs. The important point we wish to make is that a change in the price (or cost) structure can bring about a change in the extent of need gratification at each level. In such an event, our (and psychologists’) definition of what may be considered “normal” as far as need gratification is concerned should be reconsidered. People’s behavior need not have changed in any fundamental sense; they may merely be responding to different prices, while their basic preferences and attitudes remain the same.

The bottom line

From the economist’s way of thinking, people don’t move up some consumption pyramid in the manner described by Maslow’s Hierarchy of Needs. Rather, they weigh the relative marginal values of different goods and services. How satiated people are in the consumption of any set of goods depends on the goods’ relative prices.

Review question

How might the construction of Maslow’s hierarchy be different if it were constructed today?  Would there be additional levels to the hierarchy?  Would the levels be moved?  How might the modern problems of weight gain and obesity and weight control be illuminated by the Maslow hierarchy?  Could changes in prices be used to explore those modern problems?

Figure P4.1.1 Maslow’s Hierarchy of Needs

The pyramid orders human needs by broad categories from the most prepotent needs on the bottom to lesser and lesser prepotent needs as an individual moves up the pyramid. According to Maslow, an individual can be expected to satisfy her needs in the order of their prepotence, or will move from the bottom of the pyramid through the various levels to the top, so long as the individual’s resources to satisfy her needs last.
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Figure P4.1.2 Demand, price, and need satisfaction

The extent to which needs are satisfied depends, in the economist’s view of the world, on the nature of the need’s demand and its price. Physiological needs may indeed be more completely satisfied than other needs, but that may only be because physiological needs have relatively low prices (panel [a]). But then, as shown here (panel [b]), the price of the means of satisfying physiological needs might be higher than the prices of the means of satisfying safety and love needs. 

.
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Figure P4.1.3  Demand, price, and need satisfaction with higher prices

When prices are changed, consumers change the quantity consumed at the various need levels, hich changes the extent to which they are satiated. 
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Perspective 5:  The travel of a T-shirt in a global economy

Georgetown University business professor Pietra Rivoli (2006) relates the history of the textile and apparel industries as she follows the production of cotton and apparel products, such as the lowly T-shirt, through time and around the globe.  In the mid-sixteenth century, wool manufacturers in England saw imported cotton textiles and apparel products pouring into England from India as a threat to their woolen garments’ dominance of the domestic apparel industry.  Understandably, many British consumers preferred cotton underwear to the scratchy woolen variety.  
Accordingly, with political encouragement from the British woolen industry, in the very late 1600s the wearing of imported printed and dyed cotton apparel products, including cotton underwear, was made illegal for all seasons other than summer.  In 1700, the wool industry even persuaded Parliament to require people to be buried only in woolen clothing.  

England’s restrictions on cotton textile and apparel imports elevated the prices of both cotton textile and woolen products.  The restrictions also had the unintended consequence of inducing the emergence of domestic cotton dying and printing industries centered in Manchester, England, where domestic dyed and printed cotton products began competing with woolen products for consumers’ pounds.  By 1722, however, the woolen weavers backed the passage of a law that made wearing clothing made from imported cotton textiles illegal, which stayed on the books for decades.  But British entrepreneurs found they could manufacture their own cotton textiles with the invention of power looms and spinning jennies.  Rivoli observes, “By blocking access to cheap cotton clothing from Asia, protectionist dinosaurs [in England] had launched the modern world” (2005, 156).

In the 1800s, however, the English cotton textile and apparel industries began a migration to the New World, centered in Manchester, New Hampshire, as American entrepreneurs pirated the essential British textile and apparel technology.  New England mills had a production cost advantage over the English because of their closer proximity to the southern states where labor-intensive cotton farming dominated the agriculture economy and where slave labor provided cotton growers with a decided labor-cost advantage.  By the early twentieth century, England’s dominance of the cotton textile and apparel trade had begun to fade.

Cotton textile and apparel production continued on the move, pressed by competition to seek out cost savings.  During the first third of the twentieth century, the American cotton textile and apparel manufacturing industry moved south, where wage rates were at least 20 percent lower than those in New England.  In their “race for the bottom” (in terms of lower labor costs), West Texas cotton growers, with encouragement from federal agriculture policy, extensively mechanized the planting, cultivation, and harvesting of cotton, but then cotton textile and apparel production began shifting across the Pacific between the two World Wars.  The industry was first centered in Japan before and immediately after the Second World War because of that country’s comparative labor-cost advantage, only to move aggressively on to China with the opening of its economy in the 1980s and the growing freedom of rural Chinese laborers to move off the farm and into factories in urban centers.  

Now, West Texas cotton moves by train and truck to ports in Long Beach, California, on its way to being spun into millions of T-shirts in thousands of low-wage mills in China, a country renowned for lax environmental standards and undervalued yuan.  The T-shirts are then shipped back to the United States to be sold at prices that can’t be matched by many remaining close-at-hand American textile manufacturers.


At every step of the way, cotton growers and textile and apparel manufacturers in the United States have been disproportionately protected from foreign competition with a complex system of tariffs and quotas, which have had the intended effects of curbing imports and hiking prices of imports and domestically produced substitutes, as well as forestalling the loss of US textile and apparel manufacturing jobs.  Not incidentally, the tariff and quota protection increased manufacturers’ profits, albeit only for a time, and gave rise to a jump in government bureaus set up to manage the growing complexity of US protectionism. 

Quotas have one clear advantage over tariffs as protection: The volume of imports of protected products is more certain.  Under tariff protection, imports can rise and fall with domestic demand.  Rivoli documents several unintended consequences of the United States’ textile quotas:

· When only cotton textile and apparel imports were subject to quotas in the 1960s, the demand for and price of products made from synthetic fibers rose, which encouraged foreign producers to circumvent the quotas (and tariffs) on cotton products by producing more textiles and apparel made with synthetic fibers.  Of course, the domestic textile and apparel industries sought and obtained a multi-fiber quota system in the 1960s, which shifted US demand back to all-cotton T-shirts.

· US textile and apparel import quotas have been distributed to countries and firms around the globe, which have been given valuable options to sell goods in the US markets at inflated prices.  The quota system also has had derivative effects, not the least of which include the following:

· Foreign governments have raised revenues by auctioning off their assigned quotas to the highest bidders, which means that the elevated prices of protected goods in US markets have indirectly financed social and military expenditures of foreign governments.  Similarly, foreign firms allocated quotas have grown rich not by producing T-shirts or other apparel products, but by selling their quotas.

· With the quantitative (not market-value) limits on their exports, foreign textile and apparel producers have shifted toward high-end and more profitable textile and apparel products, which means that the quota system has had the effect of suppressing relatively and marginally the US supplies of less expensive products typically bought by low-income Americans.  The quota system has made economic life more difficult for remaining American producers of high-end textile and apparel products.

· Countries with limited textile and apparel production capabilities but with allocated quotas (say, Sri Lanka) have sold their quotas to firms in other countries.  Hence, Chinese firms can be found producing T-shirts (and other apparel products) that are first shipped to the country holding the quota before being re-shipped to the United States.  This is to say that a T-shirt that has a “made in Sri Lanka” label could have been produced entirely or partly in China.

· When countries have had excess quotas, the quotas have been a form of foreign aid from the United States, which has led to the development of textile and apparel industries in underdeveloped countries (for example, baby clothes are produced in the Philippines and underwear in Sri Lanka) where they might not otherwise have existed.

The growing leniency of the US textile and apparel quota system in the late twentieth and the early twenty-first centuries  has had the expected effects of shutting down US mills but also has had an unexpected consequence abroad: With lower quantitative constraints on its exports to the United States, Rivoli reports that China has been able to dramatically expand its production of textile and apparel products to the United States, a turn of events that has had the effect of downsizing of the textile and apparel industries in a number of undeveloped countries, mainly in Asia.  The lost jobs in undeveloped Islamic countries (where alternative employment opportunities are limited) has caused the US government to worry that its more lenient quota system may have inadvertently undermined homeland security. 


The cheap textile and apparel imports have caused Americans to extend their purchases of clothing to the point that they now face a nontrivial problem: how to get rid of used and unwanted clothing even at zero prices, an economic “problem” that has given the United States a comparative advantage in . . . (what else?) used clothing.  American charitable organizations (e.g., Goodwill and Salvation Army) now annually collect tons of clothing castoffs.  These castoffs are bought by middlemen who (like R. A. Radford in the Second World War prison-of-war camp whom we highlighted in chapter 1) have been able to arbitrage their way into a profitable business, making everyone better off in the process. After culling out “vintage” clothing pieces for resale in the United States, Japan, and Western Europe, US buyers ship used clothing by the tens of thousands of tons (in bails that weigh from 500 pounds to a ton) a year to mainly low-income countries in Africa, Southeast Asia, and Eastern Europe.  Of course, the “dumping” of cheap used clothing from the United States in Africa has led to demands for import protection from the fledgling textile and apparel industries on that continent.

Rivoli also reports that the United States’ comparative advantage in used clothing might erode.  The United States’s comparative disadvantage in new clothing (and many other manufactured goods) has created a substantial trade deficit with China, which means a greater demand for cargo ships loaded to the hilt with railway-car-size containers of merchandise moving to the United States than the demand for ships and containers on the return trips to China.  Accordingly, the rental costs of ships and containers moving from China to the United States have been greater than those for ships and containers going back to China.  Chinese entrepreneurs might see an economic opportunity to outbid US used clothing buyers, only to ship the used clothing at minimum cost in containers to China where they can be sorted by low-wage labor.  The used clothing can then be shipped on to Southeast Asia and Africa at prices lower than US exporters can charge.  

Finally, Rivoli reports that with rising concern in the early 2000s in the United States about “sweatshop” conditions for Asian workers (especially children) , the Cambodian government has set course to elevate working conditions in its mills in the expectation that its firms will be able to charge concerned US buyers a premium.  

The bottom line

The cotton and textile industries have been on the move for two or more centuries to take advantage of cost savings.  Those industries will continue to move (and maybe in the future even out of China) in response to profitable opportunities, encouraged by growing capital mobility on a global scale.

Review question

1 If countries in Africa restrict the importation of used T-shirts and other items of clothing from the United States, what will happen to total real incomes in the countries that restrict such imports?  

2 Will total employment go up or down and jobs be created because of the import restrictions?  

3 What will happen to the distribution of jobs in the countries that restrict imports?  

4 As a consequence of the imports restrictions, what will happen to the total real incomes in countries that do not restrict the importation of used clothing?

5 What effects will the African import restrictions have on the used clothing market in the United States and elsewhere?
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Perspective 6: Common concerns relating to the law of demand

Many MBA students harbor understandable concerns over the claim that all demand curves slope downward, or that price and quantity are always and everywhere inversely related. We readily concede that such a claim seems too absolute. With the billions of goods and services in the world, there may well be some goods that violate the law of demand. Nevertheless, given the frequency with which the law of demand appears to apply, it still can be a sound rule for firms to adopt, until they are given strong reasons to assume otherwise.

From our classroom experience, we have found that MBAs point out that consumers will buy more of some good when the price rises because the price rose. A good’s price may indicate something about a good’s relative value. Hence, an increase in the price leads to greater consumption. Alternatively, many consumers are thought to be “irrational” (or “nonrational”), which means they cannot be expected to respond to price changes in the same way as rational consumers. Indeed, irrational consumers might not even consider price in their purchases and, hence, might not be expected to respond at all to a price change. We consider each of these concerns in turn.

Conspicuous consumption and the law of demand

Sociologist Thorstein Veblen (1902, 68–101) argued in his well-known book The Theory of the Leisure Class that many high-income and “high-bred” people engage in “conspicuous consumption.” That is, they often buy high-price goods in order to put their income and wealth on display. This means that high-price goods have value, apart from their intrinsic worth, because of the not-so-hidden messages such purchases convey to others. An all-too-easy deduction is that the demand curves for  “conspicuous consumption goods” are upward sloping, supposedly clear violations of the law of demand.

For purposes of argument, we might agree that prices can convey messages and that they can indicate goods’ relative worth to a degree and at certain times.
 Higher-price goods can indicate greater value, which can mean that some increase in price from an initial low price can lead to greater purchases. In figure P6.1.1(a), an increase in price from P1 to P2 can lead to an increase in quantity from Q1 to Q2. A higher price can lead to an even higher quantity consumed. Why? People deduce that with the higher price, the value of the good is greater (and may be greater because its purchase conveys to relevant others that the buyers have done well in life). By raising its price on its S500 model cars from an initial low price to a higher price, Mercedes Benz might be able to sell more cars.

But, after making such a concession on how consumers react to price increases at low prices, we have to insist that there will be some high price after which sales of the good (Mercedes Benz S500s or any other supposedly conspicuous-consumption good) will contract. This is because, beyond some very high price, many buyers will not be able to afford the good, resulting in a backward bending demand curve, as illustrated in figure P6.1.1(b). In that figure, beyond a price of P3, sales contract, and continue to contract with higher prices. Very likely, the seller will raise the price above P3, given that the demand curve above P3 will for some distance likely be inelastic (which means that revenues can rise with a higher price) and production costs can be expected to fall with the cutback in sales, leading to greater profits. Also, if the seller is selling initially in the upward sloping portion of the demand curve, quantity combination b, there is some higher combination, d, that would be preferred to b. This is because the same quantity Q2 can be sold at a higher price, P4, which necessarily means that combination d is more profitable than combination b. Hence, the relevant portion of the demand curve is the downward portion, because that is where sellers can maximize profits.

Our point here is that even if there were an upward sloping range for a demand curve for some “conspicuous consumption good” (and we have serious doubts), the upward sloping portion of the entire demand curve would not be the relevant range, or the portion of the complete demand curve in figure P6.1.1(b). The relevant portion or range would be the downward sloping portion, because that is where profit-maximizing sellers would operate, if given a choice in the matter.

Irrationality and the law of demand

So far, we have been discussing demand in terms of rational behavior. Suppose there were some people who did not act rationally and, therefore, were not inclined to respond to price. Even if some consumers behave irrationally, the law of demand will apply. As long as some people in the market respond rationally, the amount demanded will decrease (increase) with an increase (decrease) in price.

For instance, many people buy cigarettes because they are addicted to them. At times, habitual smokers may not consider price in making their purchases; therefore, the quantity they buy may not always vary with price (except to the extent that it affects their total purchasing power). But if occasional smokers take price into consideration when they buy, their demand for cigarettes will produce the normal downward sloping curve. If we add the quantity of cigarettes that addicted smokers buy to the quantity that occasional smokers buy, the total market demand curve will slope downward (see figure P6.1.2). At a price of P1, Q1 cigarettes will be bought by addicted consumers, and Q3 - Q1 cigarettes will be bought by occasional consumers. If the price then rises to P2, the total quantity bought will fall to Q2, reflecting a predictable drop in the quantity purchased by occasional consumers.

This kind of reasoning can be extended to impulse buying. Some people respond more to the packaging and display of products than to their price. Their demand may not slope downward. As long as some people check prices and resist advertising, however, the total demand for any good will slope downward. Store managers must therefore assume that changes in price will affect the quantity demanded. The fact that some people may behave irrationally reduces the elasticity of demand but does not invalidate the concept of demand.

Random behavior and demand

Critics of demand curve theory might still complain: “The demand curve (drawn as a thin line on the graphs throughout this chapter) presumes that buyers know exactly how much they want to buy at any given price. Buyers are not always that well informed of their own preferences for particular goods. There is certainly a degree of randomness in how much people are willing and able to buy at various prices.”

This concern can be dealt with in two ways. First, Gary Becker (1971, 29–31) has pointed out that even if buyers behaved totally randomly in their purchases, scarcity would ensure downward sloping demand curves when relative prices change. Consider figure P6.1.3 in which there are many buyers with identical budget lines, A1B1, for two goods A and B. (See Reading 6.1 to this chapter for a discussion of the construction of budget lines.) If buyers are faced with such a budget constraint and if they randomly buy combinations of A and B along A1B1, then buyers will be spread out along A1B1 in a normal, bell-shaped distribution. The mean quantities of A and B purchased along A1B1 will be in the middle of that line, combination a, or A2B2. If the price of A is raised and the price of B is lowered such that consumers can still buy combination a, then the buyers’ budget line will pivot on a to A3B3. Buying randomly along the new budget line means that buyers on average will then buy combination b, or A4B4. That means that the drop in the price of B leads to more B being bought on average – and more being bought in total. Similarly, the increase in the price of A leads to less of A being bought on average – and in total. Hence, the overall market demand curves for A and B are downward sloping even though individuals are acting randomly.

Second, suppose that buyers’ market demand curve is not a thin downward sloping line, but a downward sloping “band,” like the one drawn in figure P6.1.4. The “band” indicates some randomness in the quantity buyers will purchase at any given price. At P1, buyers can be expected to buy anywhere from Q1 to Q2 of good A. At P2, they will buy anywhere from Q2 to Q3. Exactly how much individual buyers consume is uncertain, but if the “band” indicates true randomness among buyer purchases, then we know that, when faced with a price of P1, buyers can be expected to buy on average Q4 (the middle quantity between Q1 and Q2). When the price falls to P2, they can be expected to buy on average Q5 (or the middle of Q2 and Q3. This means that even in markets where individuals’ preferences exhibit a degree of randomness (or uncertainty) the demand is a band – price and total quantity purchased in the market will tend to be inversely related, or follow the law of demand.

“Free” and irrationality

Behavioral psychologist Daniel Ariely argues that the law of demand is really unsettled when the price of a good becomes “free.”  A price of free presses an “emotional hot button” and elicits a form of “irrational excitement” among consumers, which, in turn, dramatically unsettles consumption choices at prices above zero.  He made this point by first offering MIT students who pass his research station on campus a 30 cent Lindt truffle for 15 cents and a 2 cent Hershey Kiss for 1 cent.  Seventy-three percent of the students bought the truffle.  When the price of each chocolate was lowered a penny, to 14 cents for the truffle and zero cents for the Kiss, the consumption distribution almost reversed.  Sixty-nine percent of the students chose Kisses, up from 27 percent when its price was a penny (Ariely 2008, 51-3).  

According to Ariely, the students were freely grabbing the Kisses “not because they had made reasoned cost benefit analysis before elbowing their way in, but simply because the Kisses were FREE!” (Ariely 2008, 53).  The word and concept of free has an “emotional charge” to people “because we humans are afraid of loss.”  One doesn’t have to fear a loss when something is free (Ariely 2008, 54), a line of argument that could suggest that people can engage in a constrained form of rationality in the sense that they must be, in making decisions, at least weighing the subjective damage from a loss. 

Ariely’s experiment must be considered with some skepticism.  In his report on his surveys, Ariely doesn’t report whether the two sets of prices were offered to the same group or totally different groups of students and whether the number of customers was greater when the two prices were lowered, with the possibility that the greater percentage emerged largely from additional students taking the Kisses, not from buyers switching from the truffle to the Kiss.  Also, MBAs should be mindful of the importance of transaction costs involved in any full discussion of products’ prices.  To take something that is free, subjects in an experiment need not go to the trouble of getting out the necessary change to make a purchase or of waiting to receive change from the transaction.  They can simply grab the Kisses as they pass the experimenter’s table.  “Loss aversion” may indeed motivate behavior, as Ariely and others suggest, but the effective price decrease for the Kiss could simply have been much greater than the suggested one cent, which suggests that the elasticity of demand for Kisses between 1 cent and zero may not be as great as the experiment suggests.

The bottom line

Exceptions to the law of demand are likely rare.  The rule that price and quantity vary inversely (everything else held constant) is one that businesspeople should take seriously.

Review questions

1 If your company faced a demand curve that looks like the one in figure P6.1.1(b), why would your company not price the product for maximum sales?  Why choose a higher price?

2 If some consumers, Group A, were price sensitive (their demand curve slopes downward) and some consumers, Group B, were totally price insensitive (their demand curve is vertical), would you charge the two groups of consumers different prices?  If the good could be freely resold across Groups A and B, would you charge the two groups different prices?

3 Suppose consumers learn, and firmly believe, that higher prices translate into higher quality.  What would consumers’ demand curves look like then?  Would producers be able to exploit consumers who equate higher quality with higher prices in competitive product markets?

Figure P6.1.1 Upward sloping demand?

A good might have an upward sloping range, as described in panel (a), given that a price increase might convey greater value to consumers. However, there must be some higher price that will cause sales to contract, since many consumers will no longer be able to buy the good. This means that the demand curve must go beyond some price P3 in panel (b) must bend backwards, and thus must have a downward sloping range. The downward sloping range of the curve in panel (b) is the relevant range. If the seller is at combination b, then there is some combination such as d in the downward sloping range of the entire demand curve that is more profitable than combination b.
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Figure P6.1.2 Demand including irrational behavior

If irrational consumers demand Q1 cigarettes no matter what the price, but rational consumers take price into consideration, then market demand will be D1. The quantity purchased will still vary inversely with the price.
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Figure P6.1.3 Random behavior, budget lines, and downward sloping demand curves

If a number of buyers are faced initially with budget line A1B1 and behave randomly, they will buy an average quantity of A2B2. If the price of A increases while the price of B decreases, the budget line pivots on a, causing buyers to purchase on average more of B (B4) and less of A (A4). Thus, quantity changes in the direction predicted by the law of demand (in spite of the absence of rational behavior).
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Figure P6.1.4 Random behavior and the demand curve as a “band”

If buyers randomly purchase anywhere from Q1 to Q2 when the price is P1 and anywhere from Q2 to Q3 when the price is P2, then they will tend to increase their average quantity purchased from Q4 to Q5 when the price falls from P1 to P2.
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Perspective 7:  A reason for corporations: cost savings

Competition determines which business arrangements will survive and which will not. Single proprietorships have prevailed because this business form has the advantage of producing those products the consumers want as inexpensively as possible. But changing circumstances can reduce the competitive advantage of a business arrangement as new ways are found to do a better job of organizing productive activity. Technological advances during the latter part of the nineteenth century made it possible to realize huge economies from large-scale manufacturing industries. These technological advances shifted the advantage to business organizations that were far too large to be owned and managed by one proprietor or even by a few. But large business firms have the disadvantage of making it impossible to concentrate the motivation of ownership entirely in the hands of those making management decisions. 

Those manufacturing firms that took best advantage of economies from large-scale production developed organizational arrangements that reduced the disconnection between the owners’ incentives and the managers’ control. A result of that competition was the modern corporation, the business form that today accounts for most of the value produced in the US economy, even though small owner-managed firms are still by the far the most numerous in the economy.

Contrary to what is often taught in business books, the corporation was not a creation of the state (Hesson 1979). The corporation, which is a legal entity that affords owners limited liability protection, emerged before states got into the incorporating business. Groups of private investors formed corporations through contracts among themselves because they believed that there were economies (cost savings) to be had if they all agreed to create a business in which outside parties could not hold the individual investors liable for more than their investment in the corporation (that is, the investors’ personal fortunes would not be at risk from the operation of the firm, as was and remains true of proprietorships and most partnerships).

Clearly, such a public announcement of limited liability – evident with “Inc.” in corporate names – might make lenders wary and cause them to demand higher interest rates on loans. However, the firm would have the offsetting advantage of being able to attract more funds from more investors, increasing firm equity, a force that not only could increase the firm’s ability to achieve scale economies in production grounded in technology but also could lower the risk to lenders, since the survivability and profitability of the firm could be increased. This is especially true since investors would, with limited liability protection, be willing to accept a lower rate of return on their investment.

Of course, the outside investors could be hard taskmasters, given that they could shift their investment away from firms not maximizing profitably. But this doesn’t necessarily mean that the workers would find the corporate form unattractive. Given the potential scale economies and risk reductions to owners, corporations can provide more secure, and higher-paying, employment than do small proprietorships, which are subject to higher-risk costs for owners and more constricted sources of financial capital.

The bottom line

Corporations are legal entities that provide owners with limited liability, which introduces a risk cost to others who deal with corporations.  The limited liability increases the ability of companies to raise capital, which can provide scale economies, or cost savings that more than offset the risk cost of limited liability.

Review questions

1 How can people who work with corporations deal with the risk cost of limited liability for the corporation’s owners?

2 If there were no scale economies in business, could the corporation survive as a framework for doing business?
	Production costs in the short run and long run
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Perspective 8: The myth of the first-mover advantage

One of the most widely believed tenets in management theory and practice is the so-called “first-mover advantage.” That is, the first firm to market with a product will not only have the market to itself, but will be able to fend off all latecomers and dominate the market for some time to come.

Why? Theory holds that the first mover will achieve name recognition, realize some cost advantage from economies of scale (thus lowering its long-term cost curves), develop brand loyalty (hence, increasing its demand and/or lowering its elasticity of demand) and garner the benefits of “network effects” (meaning that its demand will build with expanded consumption). Beyond some ill-defined point, the first mover can expect its market expansion to reach the “tipping point,” beyond which consumers will move to the dominant first mover simply because everyone else is moving in that direction (Gladwell 2000).

The first mover, according to recent theory, can expect to have its market locked up because consumers will be locked in, since consumers will face a high switching cost to move to second and later comers (all concepts discussed in earlier chapters). Hence, investors should flock to first movers because they will achieve a long-term stream of monopoly prices and profits (see chapters 10 and 11).

Telling examples

The first-mover advantange is a nice theory, but it appears to be dead wrong as a generality – according to management professors Gerald Tellis and Peter Golder whose extensive research is reported in their important book: Will and Vision: How Late Comers Grow to Dominate Markets (2002). They offer many telling examples, but consider this short list of firms that now dominate their markets but who were hardly first movers:

●
Gillette is widely believed to have pioneered safety razors because it has dominated the safety razor market for so long. But the concept of safety razors was proposed a century before Gillette introduced its first razor. Moreover, several firms introduced safety razors two decades before Gillette.

●
Hewlett-Packard (HP) is assumed to have created the first laser printer, since it has a commanding share of laser printer sales. However, both Xerox and IBM commercialized laser printers years before HP’s laser printers were built, using engines developed by Canon, not HP.

●
Many people think that Netscape produced the first Internet browser and a few remember that Mosaic hit the browser market years before Netscape. However, computer geeks remember that Web browsers such as Viola, Erwise, and Midas inspired the development of Mosaic at the University of Illinois.

●
Pampers now dominates the disposable diaper market, which is the reason many people think Procter & Gamble was the first mover in that market in the mid-1960s. They have forgotten that Chux diapers, produced by Johnson & Johnson, were on the market as early as 1932.

●
Apple Computer hardly dominates the PC market today, but there remains the assumption that Apple initially dominated the early market because it created the product category. However, Micro Instrumentation & Telemetry Systems pioneered personal computing with its Altair machine in 1975.

●
The first-mover advantage was hardly an advantage for the CPM personal computer operating system or for the Mac operating system, both of which dominated the market in their time before Microsoft took over with MS-DOS and later Windows (ten years after the advent of CPM).

The case against the first-mover advantage that Tellis and Golder make goes beyond a mountain of case histories that led them to their central conclusion: The first-mover advantage never has been all that it is cracked up to be in any but six of the sixty-six industry groups they studied during the 1990s.

Moreover, the failure rates of pioneers as of the start of the twenty-first century is quite high – 64 percent for all industries studied. For the forty-two traditional industries studied, the failure rate was 71 percent; for high-tech industries, 50 percent. And almost all pioneers dominated their markets when sales were well below mass-market proportions. In 2000, the first movers in the sixty-six industries had an average market share of only 6 percent.

Secret of market leadership

How did the first-mover advantage become the myth that it is? The answer is relatively simple. Many researchers didn’t do their historical homework. They often assumed that market leaders today developed their product’s category because the dominant firms themselves now claim to be the pioneers and because the first-mover failures have been lost to a history that is all too rarely studied with the care that Tellis and Golder have taken.

What is the secret of market leadership if first-mover advantage is not it? Tellis and Golder (2002) draw an unsurprising old lesson that managers would be well advised to remember:

●
Market pioneers rarely endure as leaders. Most of them have low market shares or fail completely. Actually, market pioneering is neither necessary nor sufficient for enduring success.

●
The real causes of enduring market leadership are vision and will. Enduring market leaders have a revolutionary and inspiring vision of the mass market, and they exhibit an indomitable will to realize that vision. They persist under adversity, innovate relentlessly, commit financial resources, and leverage assets to realize their vision (2002, 41).

The bottom line

The so-called “first-mover advantage” has not been substantiated by research.  There can, in fact, be advantages to being a second and later mover.

Review questions

1 Why do business people believe that there is an advantage to being first to market?

2 Do people in your firm actually believe there is a first-mover advantage?
	Firm production under idealized competitive conditions
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Perspective 9: The Innovator’s Dilemma

In our discussion of perfect competition, the product is given, or assumed into existence along with the firm’s cost structure. In such a model, much of what firms do is assumed away for the purposes of highlighting how price and profits influence a firm’s production decisions and scale of operation. 

When markets are far removed from being perfectly competitive – when products are not given and the potential for innovation in product development abounds (as is true of most real-world markets) – a firm’s strategies in reacting to competitors and in product development are central management problems. Managers must think through the kind of act-and-react play in the kind of “games” that have been central to our discussions in several chapters. In such “games,” expectations of what others might do and what will pay off count a great deal. In effect, this Perspective introduces another reality check, stressing that entrepreneurs often face perplexing dilemmas when considering their options on how to innovate – and, for that matter, whether to innovate. Contrary to many business commentaries, being an innovative company is not always synonymous with profit maximization.

As noted in chapter 8, many business scholars and businesspeople in the 1990s accepted the often-repeated but untested article of business faith that so-called “first movers” (or the first persons or companies to develop product lines) in any market had strong, strategic market advantages over later rivals. Also as noted earlier, business professors Gerald Tellis and Peter Golder (2002) found that in sixty of the sixty-six manufacturing industries they studied, the first movers had long been eclipsed by second, third, and later movers at the time of their study. Moreover, the first movers generally did not then hold minor shares of their markets.

How could it be that first movers so often lose their market leadership? A complete listing of the answers to that question is probably quite long. Economists might point to the fact that markets are constantly being revolutionized and that dominant market positions cannot be held for long, given the rapidity of the ongoing technological advances in products and production processes – and especially if the first movers behave like monopolies, hiking their prices and profits and encouraging new entrants, or if they fail to concern themselves with their costs because of their economic profit cushions. It could well be that although first movers have certain advantages, second movers (or followers) have perhaps greater ones, not the least of which is not having to identify and prove the economic viability of the market for a product category.

We have no quibble with all these explanations, but we hasten to add another, often-overlooked, line of argument – namely, that the retrenchment or demise of firms, especially ones making monopoly profits, is often (but is not always) built into their success (Christensen 1997; McKenzie and Galar 2004). This explanation has to do with what business professor Clayton Christensen (1997) calls the “innovator’s dilemma.”

To see the market predicament of innovators, suppose that decades ago you were the first firm to market with a revolutionary new product – say, a mainframe computer – that was instantly very profitable because the product had considerable cost-saving value to buyers and because you could charge monopoly prices (within the constraints of limit pricing). To maximize profits from the new technology, you would have then needed to develop a corporate culture and incentive system to direct the energies of line workers and managers toward gradually refining, upgrading, and exploiting the known technology.
 In defining your firm’s internal control and development system, you determine not only what will be done in the firm, but also what will not be done. In the case of your research and development work, you will likely limit the range of researchers’ investigations, which can preclude research on revolutionary new product categories, ones that do not rely directly on your firm’s known technologies.

Of course, you could leave your business and research and development systems unconstrained, which means that employee energies can and will be directed in any number of ways. Your problem is that you have a known product and production technology that are generating profits. If you leave your firm’s research and development unfocused on your known product line, your employees can discover or invent the next big product breakthrough – what will be seen in retrospect as a “disruptive technology.” But, you may have no more idea where the disruptive technology is coming from than anyone else does, and you can waste a lot of firm resources trying to find it. Furthermore, you can, in the process, divert resources from the exploitation of your known technology. The point of this discussion is that, for many firms, the best option will be to keep the firm’s focus on the known technology and direct its workers to refine and upgrade the known product with the intent of “mining” a fairly predictable research and development strategy. In the process of making that strategic decision (focusing the firm’s resources on its “core competencies” – a widely repeated pat phrase), the firm can intentionally leave the discovery and development of new, disruptive technologies to other firms. 

Now, it might be thought that the firm in an initial dominant market position can sit back and wait for the new technology to come onto the market and then either buy the firm that develops the product or simply copy it. But when disruptive technologies first appear, it is not always clear that they are indeed disruptive, or that they will cause the market retreat or demise of the established firm and its products. After all, new products and technologies are what they are, new. This necessarily means they are untested in terms of initial profitability and long-run survivability. No one can initially be sure that the new products and technologies will ever be able to achieve long-run monopoly profits.

An established firm’s own internal culture and incentive systems also may constrain its movement into new markets and its adoption of new production technologies. Although the corporate culture and incentive systems might efficiently exploit the known product and technology, those same systems might not work so effectively in the development and exploitation of the new products and technology. Of course, the established firm might frequently test its corporate flexibility, but such tests can be costly and  disruptive in themselves, as profits from known products and technologies could be lost in the process.

A good example of the type of innovator’s dilemma we have in mind is the predicament of IBM in the 1970s with its known mainframe computer technology. IBM was by far the most established mainframe computer producer in the world. When the PC emerged in the 1970s, no one – not Steve Jobs, founder of Apple, nor the people at Big Blue – knew for sure whether the PC would significantly challenge the market hegemony of the mainframe computer and IBM’s dominance of the market. IBM also had a tightly directed corporate culture and incentive system, all directed toward further enhancing and selling mainframe computers and related services. IBM could have chosen early in the 1970s to explore the PC market, but it also could have figured that the diversion of corporate talent would be a waste, given that the PC might remain (as it was initially) a sophisticated toy, and might never be a significant challenge to mainframes. IBM also could have reasoned, rightfully (given the best but limited available information at the time) that it could sit back and wait for others to prove (or disprove) the viability of the PC market. Then, using its established market position and brand name, it could quickly take over the then budding market. Needless to say, because of its wait-and-see strategy and because it made several crucial, mistaken market assessments, IBM was a fairly late mover in PCs and never achieved the prominence and profitability in that computer market that it had in the mainframe market. In 2005, IBM finally gave up pursuit of making its PC division pay off and sold it to Lenovo, a Chinese computer manufacturer.

This is not to say that IBM made the wrong decision in the 1970s to hold its corporate focus on mainframe computers. Clearly, in hindsight, one can say that if IBM had become a player in the PC market early on and if it had not, concomitantly, taken up any number of other lines of new product development that could have proven to be financial “dry holes” (which a less focused corporate culture could have allowed), then it could have been a much stronger company in PCs in the 1980s and 1990s than it was. But those are two big “ifs.” Who is to say that IBM didn’t, from the perspective of the 1970s, make decisions that maximized the then current present value of the company’s wealth, even if, by not initially responding to the PC technology, its decisions wound up causing it to exit the market in 2005? Established companies that try new technologies are often unsuccessful.

Retail giant Walmart entered the online video rental business in mid-2003, challenging Netflix, which had pioneered online video rentals in 1999. Market analysts were understandably concerned for Netflix’s future, given Walmart’s market savvy in “big box” stores; however, in mid-2005, after investing tens of millions of dollars in promoting its online video rental business and after waging a rental price war with Netflix (as well as Blockbuster), Walmart pulled out of the online video rental business having been able to build a customer base of only 10 percent of Netflix’s. Walmart set a new, presumably more profitable online course, referring its online customers to Netflix (Hansell 2005).

The innovator’s dilemma can manifest itself in brand maintenance, as well as in the adoption of new technologies. The Ford Motor Company’s Taurus was the top-selling automobile model in the United States for several years in the late 1980s and early 1990s. Ford allowed the Taurus brand name to grow stale by not materially changing the car’s appearance and features, perhaps thinking, “Why run the risk associated with redesigning a winning (and top selling) design?” By 2005, Ford had a line-up of largely uninspired model designs that, according to one industry observer, was responsible for the company’s loss of market share and for its corporate debt being downgraded to “junk” status by Standard & Poor’s (Ingrassia 2005).

Of course, companies have been known to reinvent themselves, as have IBM (from a mainframe and PC manufacturer into a business services firm), Nokia (from a conglomerate into a telecommunication firm), and Nissan (from a failing car company with uninspired car designs in the late 1990s into a profitable company with inspired car designs by 2005). But our point remains that many attempted conversions are failures, as are product development diversions that sometimes are the pet projects of top executives (Roberts 2004, 274–80; Ghosn 2005; Ingrassia 2005). To fortify our point, we note that Intel, with its corporate culture largely focused on exploiting and enhancing microprocessor technology, decided that it should develop cameras that could spur the development of teleconferencing that, by the way, would need to be driven by computers with Intel microprocessors inside. The camera digression proved to be a “dry hole,” much to former Intel CEO Andy Grove’s chagrin (Burgelman 2002). Similarly, former Apple CEO John Sculley was certain that its Newton personal electronic assistant would be worth the millions Apple devoted to its development, but while the concept was a good one (as the Palm Pilot later proved), the project was a disaster for Sculley and Apple (Roberts 2004, 273).  Now, Apple has returned to the Newton market with the iPod and iPhone that have forced a retreat of the Palm Pilot.

In other words, contrary to advice often given that the “reinvention” of a failing company is the way to go in business, a company’s ultimate market retreat, if not demise, can be – and should be – at times part and parcel of a company’s strategy for maximizing the wealth of the company’s shareholders.
 That is, instead of always seeking to maximize the life of a company with innovations in technology or market positioning, executives should at times use their failing companies as “cash cows” and drain the company of its technology and brand capital through lack of investments in reinvention strategies.

The bottom line

Firms often face an “innovator’s dilemma,” which is one of continuing to seek additional profits from a known technology or seeking additional profits through development of new technologies and products that are necessarily untried when investments must be made.

Review question

1 Shoney’s, Coco’s, and Hof’s Hut are restaurant brands that began to lose market share in southern California and elsewhere in the 1990s to Outback Steakhouse, Panera Bread café, and Claim Jumper. What are the benefits and problems of having a well-established restaurant brand? Should restaurants try to rebrand themselves when they start losing market share?

2 In the 1990s, “re-engineering” of firms became a management catch phrase, suggesting that from time to time firms need to reinvent themselves from their core business competencies outward.   What does the “innovator’s dilemma” have to say about re-engineering?

3 Should CEOs ever decide to pursue a strategy of never seeking to develop and innovative product lines?
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Perspective 10: The QWERTY keyboard: a case of lock in?

The lock-in theory (which suggests that markets are “path dependent,” or evolve based on how the initial product was developed) has gained wide support among many academics and policy makers, partially because economic theoreticians and historians have been able to point to two concrete examples of the supposed wrongs of path dependency and lock-ins. The classic, widely cited example is the QWERTY keyboard (the one almost everyone gets with their PCs), which takes its name from the way the keys on the first row of the alphabet keys line up.

According to economic historian Paul David (1985), the QWERTY arrangement was first developed in the 1860s for the invented typewriters only because it minimized the prospect for the keys on the machines jamming as their arms moved toward the paper. The original keyboard was, supposedly, adopted by one typewriter manufacturer after the other, not because it was potentially the most productive arrangement of keys, but because it was established as the “standard.” Manufacturers became further “locked-in” to the QWERTY keyboard when touch-typing was developed in the 1880s and then widely taught thereafter. David writes, “The occurrence of this ‘lock-in’ as early as the mid-1890s does appear to have owed something also to the high costs of software ‘conversion’ and the resulting quasi-irreversibility of investments in specific touch-typing skills” (1985, 335–6, emphasis in the original).

Indeed, according to this view of keyboard history, “competition in the absence of perfect future markets drove the industry permanently into standardization on the wrong system – where decentralized decision making subsequently has sufficed to hold it” (1985, 336, emphasis in the original).

According to what has now become (and is proven to be) legend, August Dvorak and W. L. Dealey developed a keyboard (referred to as the Dvorak or DSK keyboard) in 1932 that has, according to David, “long held most of the world’s records for speed typing” (1985, 332). Moreover, experiments by the US Navy supposedly showed that the greater productivity from the Dvorak keyboard could more than cover the cost of the required retraining (1985, 332).

However, the Dvorak keyboard has never gained a toehold (or should it be “fingerhold”?) in the keyboard market. Why? The advocates of lock-ins argue that there are high switching costs for typists who are used to the QWERTY keyboard and would have to learn another key arrangement. Typewriter manufacturers have never switched to Dvorak because it did not make good business sense, given that they must appeal to the existing typists. Computer keyboard manufacturers adopted the QWERTY key arrangement because their potential customers (typewriter typists) were not likely to buy keyboards with the new key arrangement in spite of its supposed superiority. The authors of the QWERTY story have imagined that “there are many more QWERTY worlds [in which an inferior standard is adopted by historical accident] lying out there in the past, on the very edges of the modern economic analyst’s tidy universe; worlds we do not yet fully perceive or understand, but whose influence, like that of dark stars, extends nonetheless to shape the visible orbits of our contemporary economic affairs” (David 1985, 336).

The implication for the Justice Department’s antitrust case against Microsoft is obvious. If the QWERTY story is true, then it is plausible that the Windows operating systems market might be one of those “dark stars” influencing the visible world of tens of millions of computer users, even though there might be a superior operating system (such as Linux or some combination of Netscape’s Navigator and Sun’s Java programming language) waiting in the wings to be adopted. But any superior system doesn’t have a chance of making it in the market because each Windows user does not, by herself, have the requisite incentive to make the switch. Unless large numbers of people make the switch more or less together, then any new user may have a technically superior system but with few applications written for it.

Fortunately for consumers and unfortunately for the Justice Department’s case, built partially on the theory of path dependency, the QWERTY story is what we have called it, a legend – a good story that has taken on a life of its own but is not grounded in the facts of keyboard history. Economists Stan Liebowitz and Stephen Margolis did what a lot of QWERTY storytellers should have done long ago: They went back and researched the history of keyboards and found that much of the evidence on the supposed superiority of the Dvorak keyboard was from Dvorak’s own poorly designed evaluations. Even then, Dvorak’s own “evidence was mixed as to whether students, as they progress, retain an advantage when using the Dvorak keyboard because the differences seem to diminish as typing speed increases” (Liebowitz and Margolis 1999, II-30). The claimed benefits from the Navy study are similarly disputable, and other studies found substantial retraining costs, leading Liebowitz and Margolis to conclude that “the claims for the superiority of the Dvorak keyboard are suspect” (1999, II-45).

Even if it were proven that the Dvorak keyboard is superior to the QWERTY keyboard, the future gains from making the switch (in present discounted value terms) must be greater than the current costs incurred before it can be said that the “wrong” keyboard continued in use. If the cost of switching were greater than the gains to be obtained from the switch, switching would constitute a net societal loss (as well as a loss for employers and/or typists). Liebowitz and Margolis argue that although David made provocative claims, he never proved his point.

The Liebowitz/Margolis finding is a plausible one. If a keyboard were substantially more efficient than the established keyboard, it would be hard to see why the new keyboard wouldn’t be adopted. Granted, some individual typists might be resistant to making the switch without some outside help. But if the keyboard were substantially superior, then it follows that the manufacturer should have an ample incentive to cover some of the typists’ switching costs – through, perhaps, the provision of retraining courses. Companies that hire large numbers of typists or computer users also would have an ample incentive to buy the new keyboard. Companies could prorate the retraining costs over a large number of employees from whom they could garner substantial productivity improvements. Their investment in retraining could be expected to have an immediate upward impact on their company’s stock price, given that observant investors would expect the productivity increase to improve the company’s long-term profit stream.


Markets for a variety of goods and services have switching costs that new entrants must overcome. New hamburger restaurants have to overcome customer inertia that might be related to the new restaurant’s lack of reputation for good food (and clean restrooms) and the small number of convenient locations when getting started. Banks that wish to operate online have the problem of overcoming people’s resistance to doing their banking on a computer. But businesses have been creative in finding new ways to cover switching costs. New restaurants will often cut their prices below cost, or give out coupons that have the same effect. A variety of businesses have offered cash payments or discounts for each online transaction made. In the late 1990s, Chase Bank advertised that it would pay online customers $25 for each of the first five online transactions they made. If there are efficiency improvements to a switch to another product that mean greater profits for new firms, “network externalities” (which network effects are sometimes called) may be “external” to buyers, but entrepreneurial firms can “internalize” those network externalities. Such firms can have ample motivation to make it easy for consumers to switch when a better product is available.

The bottom line

When consumers are said to be “locked-in” to a particular product, it is usually the case that their “switching costs” are unusually high.  Rarely are switching costs so  prohibitively high that no amount of gains from switching products can cause consumers to switch.  The QWERTY keyboard is supposed be an unchallengeable example in which consumers and manufacturers have been locked-in since typewriters were invented, but this turns out to be a far more questionable claim than originally thought. 

Review questions

1 What do ‘switching costs” have to do with monopoly power?

2 Suppose there are high switching costs in the market for computer operating system.  Under what conditions can a new operating-system developer ever hope to make inroads on the market held by established operating systems?
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Perspective 11: The value of “mistreating” customers

Under perfect competition, how sellers deal with buyers is not an issue, as price is the only means of competition (given that all producers produce the same product). In imperfect markets, however, sellers have some latitude to define how they will compete, including the way they deal with their buyers. Have you ever heard of a business consultant recommending to her clients that they mistreat their customers? Probably not. The standard recommendations consist of such advice as to give customers what they want, pamper them, treat them as individuals and never attempt to force them to do things they don’t want to do. Most of the time this surely is sound advice – but not always. Businesses often can provide more value to their customers by mistreating them, that is, giving them what they individually don’t want, ignoring their individual desires, requiring that they do things they would not voluntarily do, and charging them high prices for frills that cost more than they are worth.

If people always consumed services individually, with others’ behavior having no effect on the value they received from their consumption, then mistreating customers would seldom be a good business strategy. But many services are consumed either together or in the presence of others. When this is the case, suppliers should always be alert to the possible collective benefits they can provide their customers by mistreating them on an individual basis. And because such mistreatment increases the collective benefits a firm can provide to its customers, the practice also increases the firm’s profits.

Private schools face serious competition attracting customers. They have to cover their costs with tuition payments from parents who have the option of sending their children to public schools to which they have already contributed through their taxes. Obviously, private schools have to treat their customers well if they are to survive. But some of the most successful private schools recognize that treating their customers well as a group can require mistreating them individually. In many respects the education of children is a collective enterprise in which the best results require that all customers be required to do things that many would not voluntarily choose to do.

Consider the example of a private school in Nanuet, New York, that has done very well in part because it has come up with a creative way of mistreating its customers. Love Christian Academy required that all the parents have monthly meetings with their children’s teachers and volunteer to work at the school at least one day a year. If parents missed a meeting, or even came late for a meeting, they were fined $100. Parents who were fined often felt mistreated. One parent was quoted as being “not pleased” with receiving a fine for violating one of the rules, and some parents have removed their children from the school because of the strict rules. But the school has thrived because most parents felt more than compensated by knowing that their children were attending a school with other children whose parents were actively involved in their education (Stecklow 1994, A1).

Manufacturers who sell their products through independent dealers often impose restrictions on the price the dealers can charge for the products or the number of dealers who can sell them in a given area. These restrictions are referred to respectively as “resale price maintenance (RPM) agreements” and “exclusive-dealing arrangements.” These restrictions increase the price that consumers pay, and for a long time the conventional view among policy critics was that the price maintenance agreements and exclusive dealerships allowed sellers to profit at the consumers’ expense. But, as in the previous examples, a policy that at first glance appears to be mistreating customers may actually be in the customers’ best interest because it allows them to overcome a Prisoner’s Dilemma.

In certain cases, requiring retailers to charge higher prices (price maintenance) or allowing them to charge higher prices (exclusive territory) benefits customers because without these restrictions each customer would find it individually rational to behave in ways that are collectively harmful. Consider a product on which customers are able to make a more informed choice when the product is properly displayed. One example is furniture, which is best examined in a well-appointed setting containing other pieces of complementary furniture. Another example is sound equipment that consumers would like to evaluate in sound rooms before purchasing. But without the manufacturer being able to impose some restrictions on the retailer, it is unlikely that the consumer will benefit from such helpful displays. The retailer who went to the expense of properly displaying a product or having experts on hand to answer potential customers’ questions would be vulnerable to the price competition of retailers who did not provide and incur the cost of these services. A retailer with a warehouse and a toll-free number, or a website, could (and many have) run advertisements suggesting that customers visit retailers with showrooms and experts to decide what they want to buy, and then order from their warehouse at a discount price.

The problem is that although it makes sense for each customer to take advantage of such cost-cutting offers, if many customers do so they will end up collectively worse off as the retailers with showrooms go out of business. So retail price maintenance agreements and exclusive-dealing arrangements can be thought of as ways of protecting consumers against their own Prisoner’s Dilemma temptations.

Our discussion of firms with monopoly power might suggest that “high prices” are always and everywhere “bad” for consumers. But is that true when the benefits a person receives from consuming a good or service can be significantly influenced by who the other consumers are? Consider a rather extreme example. There are two hotels in the town you are visiting that are identical except for their customers. One is patronized by poorly behaved rowdies who create loud disturbances all night, whereas the other is patronized by well-behaved folks who are careful not to disturb their neighbors. Which hotel would you prefer? Preferences differ, and no doubt some would prefer the “action” that is more likely available at the first hotel. But it is a safe bet that most well-behaved people would prefer, and be willing to pay more for, the second.

How can a hotel do a reasonable job filtering out less desirable customers that does not violate antidiscrimination laws, and increase its profit as a result? Just charge higher prices than the other hotel, even though both facilities are physically identical. The less desirable customers will tend to take their business to the other, lower-priced hotel, which makes your hotel more valuable to those who can afford to pay extra to avoid the unruly guests. This strategy won’t work perfectly. It does not, for example, screen out rock bands that may be able to afford any hotel but also be very unruly. But though imperfect, high prices do have the virtue of generally doing a good job of screening out less desirable guests, and this is clearly a case in which virtue is its own reward (McKenzie 2008a, chapter 4).

The business of MBA education is another example of the importance of the client. MBA students who attend a university with other students who are capable and enthusiastic and have lots of business experience will typically get a far better education than do those who attend a university with students who are poorly prepared, uninterested, and inexperienced, even though the universities are of similar quality in terms of faculty and facilities. Students learn not only from their classroom experiences, but also from their after-class interaction with other students. This suggests that the high tuition charges in many executive MBA programs can create value, at least in part, as screening devices.

Indeed, if customers are given too much consideration, some will abuse it at the expense not just of the business, but of customers in general. Consider refund policies. Most retail stores allow customers to return merchandise that they believe doesn’t suit their needs as well as they anticipated. Within reasonable limits, such policies benefit all customers and build goodwill and profitability for the business. Some retailers have pushed those limits, however, with almost no restrictions on refunds. Apparently, some retailers are now having second thoughts as more and more customers are taking advantage of generous refund policies.

For example, in early 2005, Blockbuster thought that it would be nice to its customers by abolishing its usual late fees on movie rentals – so long as the movie was returned within a week of the established due date (which could vary with the movie rented).
 As a consequence of the longer grace period, customers starting hoarding the movies they rented, the net result of which was that the shelves began emptying out with greater frequency and many customers had to incur the added cost of returning repeatedly to their local Blockbuster for movies they wanted to see. At times, customers had to delay getting the movies they wanted for two or three weeks. In short order, Blockbuster reinstated a more restrictive late fee – as a way of more effectively using its stock of movies and as a way of lowering the total cost of movie rentals (including the cost of customers’ having to return to their local stores to find the movies they want) (Luna 2005).
  Of course, Blockbuster retail store business is now a shadow of its former self in the late 1990s (and may not even exist when these words are read), given the growth in competition from online movie rental sites (its own and others’– Netflix, for example, which had 10 million subscribers in early 2009), the rapidly spreading movie-rental vending machines (for example, Redbox, with over 12,000 locations throughout the United States, rental prices set at $1 a day, and no late fees), the plunge in prices of purchased DVDs (with discount stores at the time of writing offering racks of DVDs for under $10, with many DVDs for $5), cable companies’ pay-for-view offerings, and digital TiVo-type recording of television programs (including televised movies).

In the mid-1990s, Best Buy (and many other stores) stopped giving refunds unless the customer had a sales receipt, and even then the customer had to pay a “restocking fee” of 15 percent of the purchase price if the package in which the product came had been opened (Lee 1996). Before the change in policy, one Best Buy customer received a refund on a video recorder that he claimed was defective. Indeed, it was defective for a reason the Best Buy repair technicians discovered when they played back the tape inside and saw the splash of water as the camera fell into a swimming pool and sank to the bottom. The camera was at the bottom of the pool when the recording stopped. At about the same time, Walmart, the world’s biggest retailer, similarly moved away from its open-ended return policy and began imposing a 90-day maximum beyond which no refund would be made on most items. Before this restriction went into effect, a customer got a refund for a beat-up thermos that Walmart later learned from the manufacturer had been purchased in the 1950s, long before there was a Walmart. Another retailer that has decided to halt its no-questions-asked policy on returns is the catalog store L.L. Bean, Inc. According to a spokeswoman for the firm, some customers were returning clothes that had been purchased at garage sales or found in the closets and attics of deceased relatives (Lee 1996). As this book is being written, it is hard to find a retailer that hasn’t tightened its return policy, and most retailers of electronic products now have restocking fees.

Most customers may be honest, and a largely unrestricted return policy would be appropriate for them. But honest people can be the most supportive and appreciative of restrictions when a liberal return policy begins to be abused. And the tendency is for the number who take advantage of a generous return opportunity to grow over time as more people see others abusing the policy. The cost of paying people for fraudulent, or at least highly questionable, returns is soon reflected in prices that everyone has to pay. Imposing strict limits on all customer returns will seem like mistreatment to some, but it is really little different from imposing restrictions on the hours of stores in a mall or fines on parents who are late for meetings with their children’s teachers. Without such restrictions, each consumer will have an opportunity to gain by engaging in behavior that is collectively harmful.

When bosses repeat the refrain “The customer is always right,” workers may be led to believe that the unspoken rule is that they should take whatever abuse the customers throw at them. As we have seen, the bosses’ advice might be a reasonable working rule, but it is also likely to be advice that the boss doesn’t want employees to take with complete seriousness. The rule overlooks the fact that abusive customers can make work a form of “hell” for the workers. If forced to take excessive abuse, the workers would, no doubt, demand higher wages to compensate them for this abuse. At some point, as more and more abuse is encountered, it is altogether reasonable to expect that the higher wages the workers require will exceed the value received from accommodating abusive customers. Any tolerably reasonable boss will, at some point, ask workers to stand their ground and return the “fire.” Otherwise, firm profits can be impaired.

The founding president of Southwest Airlines, Herb Kelleher, understood the (economic) principles at stake. He has written letters to customers who had been abusive to his workers, telling those customers that they should take their business elsewhere. Southwest may have lost some business, but the company also could have expected higher profits because its cost in wages would be lower than otherwise, which could more than compensate the company for the lost business. Also, the policy may have screened out unruly passengers, thus making Southwest more attractive to well-behaved passengers.

The bottom line

Always treating customers with “kid gloves” (or never objecting to what they do) or having an easy returns policy can be costly and unprofitable.  Mistreating customers can be profitable to firms and attractive to customers because such a policy can control costs and prices.

Review questions

1 Why might retailers have restrictions on returns?  

2 Would customers want an unlimited returns policy?

3 What are the characteristics of sellers who are likely to have an easy returns policy?  Which sellers are likely to have a stringent returns policy?
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Perspective 12:  Why professors have tenure and businesspeople don’t

Tenure is nothing short of a Holy Grail for newly employed assistant professors in the country’s colleges and universities. Without tenure, faculty members must, as a general rule, be dismissed after seven years of service, which means they must seek other academic employment or retreat from academic life. With tenure, professors have the equivalent of lifetime employment. Rarely are they fired by their academies, even if they cease to perform adequately as teachers and/or researchers.

Businesspeople seldom, if ever, have the type of tenure protection that professors do. Why the different treatment? Is it that universities are stupid, bureaucratic organizations in which professors are able to obtain special treatment? Maybe so, but we would like to think not. (Indeed, we think our universities have shown great wisdom in granting us both tenure in our current positions, from which we could not be dislodged with anything short of a direct nuclear hit!) We suggest that our explanation for why professors have tenure will help us understand why some form of tenure will gradually find its way into businesses that have begun to rely progressively more on “participatory management” (with low-ranking managers and line workers having a greater say in how the business is conducted).

The nature of tenure

Professors do not, of course, have complete protection from dismissal, and the potential for being fired is surely greater than that reflected in the number of actual firings. When professors are fired it is generally for causes unrelated to their professional competence. The most likely reasons for dismissal are “moral turpitude” (which is academic code for sexual indiscretions with students) and financial exigencies (in which case, typically, whole departments are eliminated).

Most opponents and supporters of academic tenure express their views in emotional terms: “Tenure is sloth” or “Tenure protects academic freedom.” We suggest that tenure be thought of as a part of the employment relationship. It amounts to an employment contract provision that specifies, in effect, that the holder cannot easily be fired. To that extent, tenure provides some but by no means perfect employment security. A university may not be able to fire a faculty member quickly, but it can repeatedly deny salary increases and gradually increase teaching loads until the faculty member “chooses” to leave.

The costs and benefits of tenure to universities, professors and students

Clearly, tenure has costs that the university’s various constituencies must bear. Professors sometimes do exploit tenure by shirking their duties in the classroom, in their research, and in their service to their universities. However, tenure is not the only contract provision that has costs. Health insurance (as well as a host of other fringe benefits) for professors imposes costs directly on colleges or universities and indirectly on students. Nonetheless, universities continue to cover health insurance costs because the benefits matter, too – not just the costs. Health insurance survives as a fringe benefit because it represents, on balance, a mutually beneficial trade for the universities’ various constituencies. Universities (which can buy group insurance policies more cheaply than can individual faculty members) are able to lower their wage bills by more than enough to cover the insurance costs because they provide health insurance. By the same token, professors pay for tenure just as they do other fringe benefits; presumably, tenure is worth more to them than the value of the forgone wages.

Why tenure? Any reasonable answer must start with the recognition that academic labor markets are tolerably, if not highly, competitive, with thousands of employers and hundreds of thousands of professors, and wages and fringe benefits respond fairly well to market conditions. If, in fact, tenure were not a mutually beneficial trade between employers and employees, universities – which are constantly in search of more highly qualified students, faculty at lower costs, and higher recognition for their programs – would be expected to alter the employment contract, modify the tenure provision, increase other forms of payment, and lower overall university costs.

The analysis continues with the recognition that jobs vary in difficulty, in required time and skills, and in satisfaction. “Bosses” can define many jobs, and they are generally quite capable of evaluating the performance of those they hire for those jobs. In response to sales, for example, supervisors in fast-food restaurants can determine not only how many hamburgers to cook but also how many employees are needed to flip and assemble those hamburgers. Where work is relatively simple and routine, we would expect it to be defined and evaluated within an authoritarian/hierarchical governance structure of firms, as is generally true in the fast-food industry.

Academic work is substantially different; many forms of the work are highly sophisticated and cannot be observed directly and easily (given the reliance on thinking skills). Academic work also involves a search for new knowledge that, when found, is transmitted to professional and student audiences. (Academic work is not the only form of work that is heavily weighted with these attributes, a point that is further considered later.) Academic supervisors may know in broad terms what a “degree” should consist of and roughly what courses should be required for a major in particular subjects. But academic supervisors must rely extensively on their workers/professors to define their own specific research and classroom curricula and to change the content of degrees and majors as knowledge in each field evolves. Academic administrators employ people to conduct research and explore uncharted avenues of knowledge that the administrators themselves cannot conduct or explore because they lack knowledge of a field, have no time, or are not so inclined.

Fast-food restaurants can be governed extensively (but not exclusively) by commands from supervisors, and there is an obvious reason why this is possible. Again, the goods and services produced are easily valued and sold, with little delay between the time they are produced and the time the value is realized and evaluated. Workers in such market environments would be inclined to see supervisors as people who increase the income of stockholders and workers mainly by reducing the extent to which workers shirk their agreed-upon duties.

Worker-managed universities and academic politics

Academe, however, is a type of business that tends to be worker-managed and controlled, at least in many significant ways. This aspect of the academic marketplace solves many decision-making problems but introduces other serious problems that providing contractual job security (tenure) can moderate. Professors are extensively called upon to determine what their firms (universities) produce (what research will be done, what courses will be required, what the contents of the various courses will be, and even who will be taught). In addition, they help to determine who is hired to teach identified courses and undertake related research, how workers are evaluated, and whether a worker/professor is competent enough to have her employment continued.

Our argument begins with the plausible view that the more sophisticated, esoteric, and varied the job to be done is, the more likely decision making will be democratic and managerial control will be shifted to the workers themselves who are the experts in “good performance.”
 This supports the view that universities have reason to “supply” tenure because existing professors are called upon to select who is hired to be a professor, which stands in sharp contrast to the way hiring decisions are made in business as well as in sports (Carmichael 1988). 

In baseball, for example, the owners through their agents determine who plays in what position on the team. Baseball is, in this sense, “owner-managed.” In academe, the incumbent professors select the team members and determine which positions they play. Academe is, in this sense, “labor-managed.”  In baseball, the owners’ positions are improved when they select “better players.” On the other hand, in academe, without tenure, the position of the incumbent decision makers could be undermined by their selection of “better professors,” those who could teach better and undertake more and higher-quality research for publication in higher-ranking journals.
 Weaker department members would fear that their future livelihoods (as well as prestige) would be undermined if they supported the prospective hires who they honestly thought would be the best teachers and researchers. Thus, tenure can be construed as a means employed by university administrators and board members – who want the most promising professors to be hired but must delegate decision-making authority to the faculty – to induce faculty members to honestly judge the potential of the new recruits. In effect, university officials and board members strike a credible bargain with their professor decision makers: If you select new recruits who are better than you are, you will not be fired.

Universities have reason to supply tenure, but what reason do professors have to demand it? We don’t buy the argument that most faculty members worry that their freedom to pursue research will be violated by public opinion. Too few faculty members ever go public with their work or say anything controversial in their classes for them to want to give up very much in the way of pay for protection from external forces. Rather, we believe that tenure is designed to protect professors from their colleagues in a labor-managed work environment operating under the rules of academic democracy. That is, the real worry a professor has is that her research and teaching will prompt a hostile reaction from her colleagues, not from politicians or the public.

Academic work is often full of strife, and the reasons are embedded in the nature of the work and the way work is evaluated and rewarded, a point one of the authors has discussed in detail elsewhere (McKenzie 1996). Suffice it to say here that tenure is a means of putting some minimum limits on political infighting. It increases the costs that predatory faculty members must incur to be successful in having more productive colleagues dismissed.

In addition, professors understand that the relative standing of their positions and ranking of their research can change over time with changes in the cast of decision makers, who are likely to adjust their assessments from time to time. The ranking of their research can also change with shifts in the relative merit that department members assign to different types and forms of academic work. For example, a macro person understands that even though his or her publications may now be highly valued (relatively) within the department, the ranking can easily change because changes occur in the way evaluations are made, existing department members periodically reassess the relative worth of different types of work, and the cast of decision makers changes. When the decision-making unit is multi-disciplinary, shifts in the relative assessments of the worth of individual professors’ work in the different disciplines can fluctuate even more dramatically, given that each professor is likely to have allegiance first to her own discipline and then to other, closely related disciplines.

Within schools of business, for example, accounting faculty members may have, on the margin, an incentive to depreciate the work of marketing professors, given that such depreciation may shift positions to accounting – and vice versa. Even more fundamentally, organizational theorists in the management department steeped in behavioral psychology may have an incentive to depreciate the work of professors in finance – which is grounded in economics – given that negative shifts in the relative evaluation of economics-based work can marginally improve the chances of positions being shifted to the management department. Like-minded faculty members can be expected to coalesce to increase their political effectiveness in shaping decisions that can, in turn, inspire the formation of other coalitions, thus motivating all coalitions to increase their efforts. The inherent instability of coalitions can, of course, jeopardize anyone’s job security and long-term gains.

Universities also realize, given the nature of academic democracy and the threat it poses, that faculty members have inherent reasons for demanding tenure, and these make it possible to recoup the cost of tenure by reducing professorial wages to less than what they would have to be if the professors did not share a need for job security.

Of course, this line of analysis leads to a number of deductions:

●
If the work of professors were less specialized, professors would be less inclined to demand tenure. For example, in colleges in which the emphasis is on teaching rather than research, tenure would be less prevalent, and/or less protective. So we would expect that any pressure to eliminate tenure would be stronger in teaching colleges than in research universities.

●
As a group of decision makers or a discipline becomes more stable, we would expect faculty to consider tenure less important and to be less willing to forgo wages and other fringe benefits to obtain tenure.

●
If there is a close to even split on democratic decisions related to employment, merit raises, and even tenure, faculty members will assign more value to tenure, given that a more or less evenly split vote may change with slight shifts in the composition of the decision-making group.

●
The further below market are the wages of faculty during the probation period and the further above market are the wages after tenure, the more valuable tenure is to faculty members.

●
As the diversity within a decision-making unit increases (more disciplines included with more divergent views on how analyses should be organized and pursued), the demand for tenure will increase.

Why business people don’t have tenure

If professors have tenure, why don’t business people have provision for the same kind of job security? The quick answer to that question is that businesses, in contrast to universities, are not typically labor-managed. As already noted, goals in business are usually well defined. Perhaps more important, success can usually be identified with relative ease by using an agreed-upon measure, that is, profit (or the expected profit stream captured in the market prices of traded securities). The owners, who are residual claimants, have an interest in maintaining the firm’s focus on profits. Moreover, people who work for businesses tend to have a stake in honest evaluations of potential employees, given that their decisions on “better” recruits can increase the firm’s profits and the incomes and job security of all parties.

Admittedly, real-world businesses do not always adhere to the process as described. They use, to a greater or lesser degree, participatory forms of management, and for some businesses, profit is not always the sole or highest priority goal. “Office politics” is a nontrivial concern in many firms. The point is, however, that in business the need for tenure is not as great as it is within academe. Employees in business do not have the incentive that professors have to demand tenure, primarily because business employees do not experience the problems inherent in democratic management that derive from imprecise and shifting goals and from esoteric and often ill-defined research projects. Tenure is seldom found in firms, for the simple reason that granting tenure to employees in business is less likely to be done in a way that is mutually beneficial to both employees and employers than in college and university settings.

But in some cases, for-profit businesses are similar enough to make tenure-type arrangements beneficial to employees and the firm. Consider law firms, accounting firms, and consultant firms. These businesses are often organized as partnerships, which are in effect worker-managed firms, with the existing partners choosing new hires just as in universities the existing professors choose new hires. And in these partnerships, much like in universities, new employees who after a number of years are judged not to have the dedication and ability to contribute significantly to the firm are dismissed (or relegated to low-status and low-paid employment). Those who are judged worthy are made a partner in the firm, which comes with higher income and greatly increased job security – much like university tenure.

Tenure as a tournament

The granting of tenure can be seen as another form of a tournament used to determine who can best other competitors for some prize, in this case a lifetime employment contract (Lazear and Rosen, 1981). Tenure decisions are a way of allowing faculty members to reveal their skills. An employer cannot depend on a potential employee to be fully objective or honest in presenting her qualifications. The graduate school records of new doctorates provide useful information on which to base judgments of potential recruits for success as university teachers and researchers; however, such records are of limited worth in instances when a professor’s research is at the frontier of knowledge in her discipline. The correlation between a person’s performance as a student, as a prospective professor, as a teacher, and as a researcher is, at best, imperfect.

To induce promising faculty members to accurately assess their abilities and confess their limits, the competitors (new assistant professors) are effectively told that only some among them will be promoted and retained. Because standards for tenure differ from one university to another, universities offer prospective faculty members an opportunity to, in effect, self-select and go to a university where they think they are likely to make the tenure grade. The prospects of being denied tenure will encourage weak candidates to avoid universities with tough tenure standards, given the probability that they would have to accept wages below the market during the probation period. The lost wages amount to an investment that probably will not be repaid with interest (in terms of wages above the market after the probation period when tenure is acquired). Thus, the tenure tournaments can reduce to some extent the costs that universities incur in gathering information and making decisions, because they force recruits to be somewhat more honest in their claims.

Competition for the limited number of “prized positions” often will drive new faculty members to exert a level of effort and produce a level of output that exceeds the value of their current compensation. To induce prospective faculty to exert the amount of effort necessary to be ability-revealing, universities must offer a “prize” that potential recruits consider worth the effort. That is, the recruits must expect the future (discounted) reward to compensate them for the extra effort they expend in the tournament and for the risk associated with not “winning.” One approach for universities to use to encourage recruits to exert a reasonable level of effort in the competition is to offer those who win the prospect of substantially greater compensation in the future (at least enough to repay the costs of assumed risk and of interest lost on delayed compensation). Another approach that offers future compensation as an incentive is to increase the security of continued employment and compensation after the tournament has ended and the winners have been determined. That is, tenure can be offered as the “prize.”

After all is said and done, tenure is nothing more than another contract provision that faculty members prize, universities provide, and just about everyone else criticizes. Businesspeople could also have tenure. All they would have to do is “pay” for it in terms of lost wages. However, businesspeople typically don’t have the same strong reasons for wanting tenure as do professors, although, as we have seen, some do. Tenure survives in the academies of the country mainly because faculty members aggressively demand it (even those who believe strongly in the value of markets) and because universities voluntarily negotiate it. Tenure’s long-term survival and the competitiveness of university labor markets suggest that the trade is mutually beneficial.

The bottom line

Tenure for professors can be viewed as a fringe benefit (job security) that has the effect of lowering professors’ money wages. Tenure can be seen as a form of job protection from internal political forces inside the labor-managed firm. Businesspeople do not commonly have tenure because they are unwilling to pay for tenure, and they are unwilling to pay for it because of the constraining influence of profits on what firms can do.

Review questions

1 Would you exect tenure to be of greater concern at major research universities or teaching colleges? How might students be affected if tenure for professors were eliminated?

2 Can you think of employment situations, other than those discussed in this chapter, in which there exists some form of tenure (granted to employees who perform well over some initial probation period)? Does the tenure granted in these situations provide as much job security as does university tenure for professors?

Opportunity cost is the value of the opportunity that someone does not take when anything is done.








� Wilson (1993) also stresses that experimental evidence shows that people in small towns are, indeed, more helpful than people in larger cities, and the more densely packed the city population, the less helpful people will be. Gary Miller (1992) reports that when people think that their contribution to group goals – for example, pulling on a rope – cannot be measured, then individuals will reduce their effort. When members of a team pulling on a rope were blindfolded and then told that others were pulling with them, the individual members exerted 90 percent of their best individual effort when one other person was supposed to be pulling.


� To spend the first minute standing in line, the customer will forgo the least-valuable other opportunity he or she has. The next minute in line means that the next-least-valuable opportunity has to be given up. The growing value of the opportunities given up as the time spent standing in line grows translates into an increase in the cost of standing in line.


� Maslow adds, “If both the physiological and safety needs are fairly well gratified, there will emerge the love and affection and belongingness needs” (1954, 89). Maslow never explains what will keep the individual from fully satisfying any given need level before moving on to a higher tier.


� Admittedly, this is an interpretation of Maslow and may be an unfair statement of what his true position is; however, he does tend to write in black and white terms – either the barriers are there or they are not.


� Maslow is less certain about the relative positions of the need to know and the need for aesthetic quality because of the limited research that had been done on the subject at the time he wrote the book.


� After all, if a high-priced good were consistently found by buyers not to be worth the price sellers command, then buyers would move to lower-priced goods. Hence, to the extent that markets work efficiently, prices can, to a degree, carry valuable information to consumers – so long as some consumers judge the good on grounds other than price. If all consumers judged the worth of goods based solely on price, then prices would carry no information on the goods’ relative intrinsic worth.





� Organizational economist John Roberts carefully defines a firm’s culture:


It involves the fundamental shared values of the people in the firm, as well as their shared beliefs about why the firm exists, about what they are collectively and individually doing, and to what end … More significantly, it involves the norms of behavior that prevail in dealing with other members of the firm and with outsiders. (Roberts 2004, 18)


� John Roberts (2004, 72) explains the cultural dilemma firms face, and draws out a nontrivial paradox relating to how a firm operating at less than known maximum efficiency at every point in time might do better than other “more efficient” firms over time:


A company that mandates operating strictly according to currently defined best practices and has operations manuals that are always followed will have a very hard time generating the potential improvements in best practices. One that allows more variation will rarely be using best practices at any given point in time in all its operations, but may do better on average.


� Roberts (2004, 67–73) suggests that nations also can face the innovator’s dilemma. Consider Japan. Before the 1990s, Japan had a business and government policy culture that was well set up to exploit known technologies that Japanese businesses could import and exploit to pursue a national goal of maximizing growth (with profits taking a secondary role). Business practices of providing permanent employment, which resulted in employee loyalty to their companies, as well as a financial system that limited stockholder control over firm growth goals, enabled the country to recover from the Second World War with remarkable rapidity. However, as Roberts (2004) suggests, the country’s business and government policy culture was ill-suited to cope with intensifying global competition. The country had to endure a prolonged lull in economic progress from the early 1990s because of the reluctance of business managers, workers, and policy makers to accept the required changes in business practices and policies: “Indeed, it has taken a long time for the leaders there to begin to realize that the problems are not simple macroeconomic ones, but fundamental structural ones. Japan is still struggling to find a new way” (Roberts 2004, 70).


� Another similar legend has grown up around how the VHS format for videocassette tapes and recorders came to dominate the Betamax format, which was supposedly the markedly superior format of the two. The Betamax format may actually be technically superior to the VHS format (we are unwilling to judge), but the VHS format has always had one big advantage over Betamax that counts for more than greater technical attributes: An entire movie could be recorded on a VHS tape, which was not possible on the Betamax. VHS became the adopted format because it better met the needs of the growing home movie rental and sales business (Liebowitz and Margolis 1995).


� Similarly, few parents want their children spanked at school. But if the choice is between sending their children to a school where none of the students is spanked or to one in which any student who misbehaves is spanked, including their own, many parents prefer the latter. This is recognized by many private schools that advertise the fact that they believe in maintaining discipline in the classroom by subjecting unruly students to an old-fashioned spanking. Dr. Connie Sims, the superintendent of Love Christian Academy, made clear that before students are accepted their parents must accept the school’s disciplinary policy (Stecklow 1994, A1). We want to emphasize that our concern here is not whether or not spanking is the best, or even a good, way of disciplining children. The point is that many schools can attract business with practices that each of their customers would find objectionable if applied only to their children, but which they appreciate when applied to all students.


� If price competition is not permitted, retailers must compete through the display, service, and sales expertise that make the product more valuable to consumers. Similarly, by providing one retailer the exclusive right to sell its product in a market area, a manufacturer prevents or at least reduces the ability of some retailers to free-ride on that retailer’s efforts. A retailer with the exclusive right to sell a product in an area has a strong motivation to provide the combination of display and service that consumers find most attractive. And with each consumer able to secure the advantages of good displays and service only by paying for them, they are no longer in a Prisoner’s Dilemma.


� If the movie is not returned within a week of the due date, Blockbuster charges customers the price of the movie minus the rental charge (usually about $8, Flint 2005). If the movie is returned within thirty days, the second charge is removed, but the customer would be charged a $1.25 restocking fee. Franchises were not required to adopt the no-late-fee policy (Luna 2005).


� Blockbuster was in part pressed to reinstate its previous late-fee policy because of lawsuits. New Jersey’s attorney general filed suit against Blockbuster for deceptive advertising since the company had “not told customers about the big fees they are charged if they keep videos and games for more than a week after they are due.” Blockbuster responded by arguing that their policy was to call customers with overdue rentals to warn them of the additional charge (Flint 2005). Subsequently, Blockbuster settled its deceptive advertising suits by paying a total of $630,000 to forty-seven states and the District of Columbia. It also agreed to give refunds to customers charged for movies not returned and for restocking fees and to provide a better explanation of its “no-late-fees” policy (Muñoz 2005). 


� Accordingly, the degree of protection that tenure affords is a function of such variables as the inflation rate. That is, the higher the inflation rate, the more quickly the real value of the professor’s salary will erode each time an increase is denied.


� Granted, tenure may be required by accrediting associations; however, there is no reason that groups of universities could not operate outside accrediting associations or organize their own accrediting associations without the tenure provision – if tenure were, on balance, a significant impairment to academic goals. In many respects, the accrediting association rules can be defended on the same competitive grounds that recruiting rules of the National Collegiate Athletic Association are defended. See McKenzie and Sullivan (1987).


� Of course, not all academic environments share the same goals or face the same constraints. Some universities view pushing back the frontiers of knowledge as central to their mission, whereas others are intent on transmitting the received and accepted wisdom of the times, if not the ages. Some universities are concerned mainly with promoting the pursuit of usable (private goods) knowledge, that which has a reasonable probability of being turned into salable products, whereas other universities are interested in promoting research, the benefits of which are truly public, if any value at all can be ascertained.


� “[T]enure is necessary,” Carmichael concludes, “because without it incumbents would never be willing to hire people who turn out to be better than themselves” (1988, 454).


� After tenure is awarded, faculty efforts should be expected to decline while their pay simultaneously rises. In the midst of the tournament, the new faculty members will exert unduly high amounts of effort, simply because of the prospect of being rewarded in the future by higher pay and greater job security. Also, the rise in compensation and fall in effort that accompany tenure may correlate with the fact that the added money makes it possible for faculty members to buy more of most things, including greater leisure (or leisure-time activities). If we did not expect new faculty members to anticipate relaxing somewhat after attaining tenure and enjoying, to a degree, being “overpaid,” we could not expect the tenure tournament to be effective as a means to an end, which is disclosure of the limits of the new faculty members’ true abilities.
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