RESEARCH ARTICLE

On exceptional Lie geometries

Anneleen De Schepper¹, Jeroen Schillewaert², Hendrik Van Maldeghem³ and Magali Victoor⁴

¹Department of Mathematics, Ghent University, 9000 Ghent Belgium; E-mail: anneleen.deschepper@ugent.be.
²Department of Mathematics, University of Auckland, 1010 Auckland New Zealand; E-mail: j.schillewaert@auckland.ac.nz.
³Department of Mathematics, Ghent University, 9000 Ghent Belgium; E-mail: hendrik.vanmaldeghem@ugent.be.
⁴Department of Mathematics, Ghent University, 9000 Ghent Belgium; E-mail: magali.victoor@ugent.be.

Received: 18 May 2020; Accepted: 16 October 2020

2020 Mathematics Subject Classification: Primary – 51E24; Secondary – 51B25, 20E42.

Abstract
Parapolar spaces are point-line geometries introduced as a geometric approach to (exceptional) algebraic groups. We characterize a wide class of Lie geometries as parapolar spaces satisfying a simple intersection property. In particular, many of the exceptional Lie incidence geometries occur. In an appendix, we extend our result to the locally disconnected case and discuss the locally disconnected case of some other well-known characterizations.
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1. Introduction

1.1. General context
Buildings, more specifically called Tits-buildings, were introduced by Jacques Tits [23] to have a geometric interpretation of semi-simple groups of algebraic origin (semi-simple algebraic groups, classical groups, groups of mixed type, [twisted] Chevalley groups). The definition of a building is, however, somewhat involved, and it does not immediately provide a good intuition. On the other hand, projective spaces and polar spaces—which are natural point-line geometries—can be given the structure of Tits-buildings and provide excellent permutation representations for the classical groups. In fact, projective and polar spaces are Grassmannians of certain Tits-buildings. More exactly, since a Tits-building is a numbered simplicial complex, one can take all simplices of a certain type as point set, and then there is a well-defined mechanism that deduces a set of lines. The resulting point-line geometry is the so-called T-Grassmannian of the Tits-building. For a certain choice of T, projective spaces and polar spaces emerge from spherical Tits-buildings of types \( A_n \) and \( B_n \), respectively. Other choices of T for these and for other types of spherical Tits-buildings in general lead to parapolar spaces, which were introduced and first studied by Cooperstein [7]. For a precise definition of these, see Section 3.

Parapolar spaces are point-line geometries introduced to further simplify the geometric approach to Chevalley groups of exceptional types. The pure definition of a parapolar space is yet general enough to also capture many other geometries, in particular many Grassmannian geometries related to classical groups and (spherical) Tits-buildings. In general, the Grassmannian geometries related to a spherical Tits-building (or, as soon as the rank is at least 3, related to a semi-simple algebraic, classical or mixed group), and by extension also to a non-spherical one, are called Lie (incidence) geometries. A lot of work in the past went into characterizing, using additional properties, certain classes of parapolar spaces, preferably containing as many of exceptional type as possible. Among the main assumptions of these characterizations, one often finds the existence of a gap in the spectrum of dimensions of singular subspaces of symplecta arising from intersecting the latter with the perp of a point.

1.2. Informal description of our main results
In the present paper, we start with the observation that in the most popular exceptional Lie geometries, gaps also appear in another type of spectrum: namely, in the spectrum of the dimensions of the singular subspaces that occur as intersections of two symplecta. A parapolar space with at least one gap in that spectrum will be called here lacunary, or, more exactly, \( k \)-lacunary, if \( k \)-dimensional singular subspaces never appear as the intersection of two symplecta, and all symplecta really possess \( k \)-dimensional singular subspaces. The exceptionality of this behavior is then proved by our Main Result 2.1, which completely classifies all lacunary parapolar spaces of symplectic rank at least 3. Moreover, we also include rank 2 symplecta – see Main Result 2.2 – using a harmless additional condition, which we explain in more detail below (Subsection 1.4).

Our method of proof requires some local recognition results in the style of ‘if every point-residual of a parapolar space \( \Omega \) is isomorphic to a certain fixed parapolar space, then the isomorphism type of \( \Omega \) is unique and known’. We devote a section to such results. These extend work of Cohen and Cooperstein [5], who proved some local recognition theorems for some parapolar spaces related to the exceptional types, using known characterizations of the latter. To capture more geometries, we also use
Tits’ local approach to buildings [24]. These results are, in our opinion, interesting in their own right and ready-made to apply in other situations.

1.3. Connection with the Freudenthal-Tits magic square

In the 1960s, Hans Freudenthal [9] and Jacques Tits [20, 22] provided a remarkable uniform construction of some semi-simple Lie algebras, including many of exceptional type. The types of these Lie algebras can be arranged in a symmetric $4 \times 4$ square. In his habilitation thesis [21], Tits describes a class of geometries related to Lie groups whose types are arranged in the same $4 \times 4$ square. In fact, the geometries described by Tits are Grassmannians of certain buildings, most of which are parapolar spaces avant la lettre. With the modern notation, the table of types looks as follows.

| $A_{1,1}$ | $A_{2,1}$ | $C_{3,2}$ | $F_{4,4}$ |
| $A_{2,1}$ | $A_{2,1} \times A_{2,1}$ | $C_{3,2}$ | $E_{6,1}$ |
| $C_{3,3}$ | $A_{5,3}$ | $D_{6,6}$ | $E_{7,7}$ |
| $F_{4,1}$ | $E_{6,2}$ | $E_{7,1}$ | $E_{8,8}$ |

Our approach allows us to elegantly characterize many geometries (and their subgeometries) related to this so-called Freudenthal-Tits magic square as the $k$-lacunary parapolar spaces with symplectic rank at least $k + 3$ (strong if $k = -1$); all geometries of the southeast $3 \times 3$ subsquare are thus captured.

This is in fact our main motivation: single out the properties of the parapolar spaces in the magic square. Moreover, these results will be of use in the investigation of the projective varieties associated with the square [12, 15, 13], in particular for the study of the Lagrangian Grassmannians (third row) and the adjoint varieties (fourth row).

Zooming in on the second row of the magic square, one obvious property of these parapolar spaces is that every pair of symplecta intersects nontrivially. This corresponds to our notion of $(-1)$-lacunarity. Such (strong) parapolar spaces are classified in [8].

That result, together with the classification of 0-lacunary strong parapolar spaces admitting symplecta of rank 2, is then taken as the first step of an inductive process to determine all lacunary parapolar spaces; see Subsection 1.5 below.

1.4. When some symplecta have rank 2

When there are symplecta of rank 2 around, then we assume that the parapolar space is strong: that is, every pair of intersecting lines is contained in either a singular subspace or a symplecton. The reason is that we consider the case that all symplecta have rank at least 3 as the main case, but the rank 2 case is needed in the induction process, where it only turns up under the strongness assumption. Hence, in this view, it is a harmless restriction. Note, however, that some important parapolar spaces escape in this way (for example, the point-plane geometry arising from a projective space of dimension 3), but also some dull examples are excluded this way (for example, the direct product of an arbitrary number of possibly wild – polar spaces of rank 2).

A comment on the case of 0-lacunarity is in order here. This notion expresses that in a parapolar space, symplecta that meet in a point automatically share a line. In a private conversation with Jeroen Schillewaert, Shult mentioned that he would have liked to classify these parapolar spaces. This is also indicated by Exercise 13.26 in his book [18], which deals exactly with the 0-lacunary hypothesis. However, what Shult was missing was the structure of the point-residuals; hence he was missing the classification of $(-1)$-lacunary parapolar spaces, in particular those with symplecta of rank 2. About the latter, though, he writes in [16], ‘It is not easy to live in a world with no symplecton of rank at least three in sight’. Nevertheless, in our context, we manage to deal with 0-lacunary strong parapolar spaces whose symplecta are all of rank 2.

We end this subsection with another comment on Shult’s work. It is tempting to use Shult’s so-called haircut theorem in [19], since (1) the hypotheses are residual, and (2) it is one of the rare results that does not assume constant rank. However, there seem to be problems with the final version of that paper as it appeared in Innovations in Incidence Geometry, so we chose not to use it, although a version of the
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haircut theorem using constant symplectic rank could be saved. Paraphrasing Shult’s remark above, the
moral is that ‘it is not easy to live in a world without the comfort of constant symplectic rank’. Yet, in
the present paper, we also manage to deal with such a world. Note added in proofs: A revision of Shult’s
haircut theorem has been made available in [6] after the refereeing process of the current paper.

1.5. Structure of the paper

The paper is structured as follows. In Section 2, we present our main results and some corollaries. In
Section 3, we provide all necessary definitions, and we review some known results in the theory of
parapolar spaces, which we will use in our proof. In Section 4, we describe the examples and tabulate
the geometries in the conclusions of our main results. Section 5 gathers the necessary local recognition
lemmas.

From then on, we proceed inductively. Section 6 deals with the 0-lacunary case and partially builds
on the main result of [8]: namely, when all symps have rank at least 3. If some symps have rank 2, then
we show that either we have a so-called imbrex geometry and we can use [14], or the diameter of
the parapolar space is 3. In the latter case, we prove the assumptions of a characterization result due to
Kasikova and Shult [11]. In Section 7, we treat the 1-lacunary case. The theoretic presence of symps
of rank 2 is the only obstacle for directly combining our local recognition lemmas with the fact that the
point residuals are 0-lacunary parapolar spaces and hence classified in the previous section. However,
we show that rank 2 symps cannot occur. From then on, the symplectic rank of the parapolar space is at
least 3, and we can use an inductive approach, neatly supported by our local recognition lemmas. This
is explained in detail in Section 8, concluding the proof of our main results.

Finally, we refer to A for an extension of the current characterisation to the locally disconnected case.
We present a formal and explicit method to do so that can also be applied for other results concerning
(locally connected) parapolar spaces, as we demonstrate by discussing some special cases (which also
show the need to formalise this procedure beyond the principles noted by Shult in [18]).

2. Main results

In this section, we collect our main results. For the precise definitions and the notations, we refer to
Section 3; for the definitions and descriptions of the geometries in the conclusions, we refer to Section 4.
We content ourselves to informally define a $k$-lacunary parapolar space as a parapolar with symplectic
rank at least $k + 1$ (that is, all symplecta have rank at least $k + 1$ as polar spaces) such that symplecta
never intersect at precisely a $k$-dimensional singular subspace. If $k$ is not specified, we just say that the
parapolar space is lacunary. We say that a parapolar space has minimum symplectic rank $d$ if it has
symplectic rank at least $d$ and there exists a symplecton of rank $d$. We also note that we do not consider
polar spaces of infinite rank; these could be included by the interested reader with any definition. There
does not seem to be a general agreement on what such polar spaces should be, precisely, so we leave
them out and consider inclusion of them as a minor additional effort that can be easily performed (they
will arise in (B) and (D) below, but the rest remains unchanged).

Our main results are as follows. We combine them with the results from [8] to also include the $(-1)$-
lacunary case. For a more detailed version, mentioning the index $k$ for which the parapolar space is
$k$-lacunary, we refer to Section 4.2.

Main Result 2.1. Let $\Omega = (X, \mathcal{Z})$ be a locally connected lacunary parapolar space with symplectic
rank at least 3. Then $\Omega$ is one of the following Lie incidence geometries ($\mathbb{K}$ is any commutative field,
and $\mathbb{L}$ is an arbitrary skew field):

(A) $A_{6,3}(\mathbb{L})$ or the line Grassmannian of a not necessarily finite-dimensional projective space of
dimension at least 4
(B) The line Grassmannian of an arbitrary thick polar space of rank at least 4; that is, $B_{n,2}(\star)$
(D) $D_{n,2}(\mathbb{K}), n \geq 4$, and a homomorphic image of $D_{n,n}(\mathbb{K}), n \geq 5$ (isomorphic image if $n \leq 9$)
(E) $E_{6,1}(\mathbb{K}), E_{6,2}(\mathbb{K}), E_{7,1}(\mathbb{K}), E_{7,7}(\mathbb{K}), E_{8,8}(\mathbb{K}), a$ homomorphic image of $E_{8,1}(\mathbb{K}), a$ homomorphic
image of $E_{n,1}(\star), with n \geq 9 and E_{n}(\star)$ any building of type $E_{n}$
(F) $F_{4,1}(\star)$
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If there are symps of rank 2, then local connectivity is not a suitable condition, and we replace it by strongness, leading to the following theorem.

**Main Result 2.2.** Let $\Omega = (X, \mathcal{L})$ be a lacunary strong parapolar space with minimum symplectic rank 2. Let $\Omega$ be the family of symps, and let $\Sigma$ be the family of maximal singular subspaces (not assumed to be projective or finite-dimensional).

Then $\Omega$ is one of the following geometries:

1. **(Segre)** A Segre geometry $A_{2,1}(\ast) \times A_{2,1}(\ast)$
2. **(Generalized quadrangle)** An imbrex geometry such that $(X, \Sigma)$ is a generalized quadrangle and each member of $\Xi$ is an ideal subquadrangle of $(X, \Sigma)$
3. **(Cartesian product)** the Cartesian product of a thick line with either an arbitrary linear space with thick lines or an arbitrary polar space
4. **(Dual polar space)** a dual polar space of rank 3: that is, $B_{3,3}(\ast)$

As a consequence, we have:

**Corollary 2.3.** Let $\Omega$ be a locally connected parapolar space of minimum symplectic rank $d$.

1. If $d \geq 3$, then $\Omega$ is not $(d - 1)$-lacunary.
2. If $d \geq 8$, then $\Omega$ is not lacunary.

### 3. Preliminaries

We refer to [3] and [18] for the general background on parapolar spaces. To keep the paper self-contained and to fix notation, we provide a gentle introduction nonetheless.

#### 3.1. Point-line geometries

**Definition 3.1.** A pair $\Omega = (X, \mathcal{L})$ is a point-line geometry if $X$ is a set and $\mathcal{L}$ is a set of subsets of $X$ of size at least 2 covering $X$; the elements of $X$ are called points and those of $\mathcal{L}$ lines.

Let $\Omega = (X, \mathcal{L})$ be a point-line geometry. Two distinct points $x, y$ of $X$ that are contained in a common line are called collinear, denoted $x \perp y$. The set of points equal or collinear to a given point $x$ is denoted $x^\perp$, and for a set $S \subseteq X$, we denote $S^\perp = \bigcap_{s \in S} s^\perp$.

A subset $Y \subseteq X$ is called a subspace of $\Omega$ if for every pair of collinear points $x, y \in Y$, all lines joining $x$ and $y$ are entirely contained in $Y$; it is called proper if $Y \neq X$. A geometric hyperplane is a proper subspace that intersects every line nontrivially. A subspace $Y \subseteq X$ is called singular if every pair of distinct points of $Y$ is collinear. For a subset $A$ of $X$, we denote by $\langle A \rangle$ the intersection of all subspaces of $\Omega$ containing $A$. Then $\langle A \rangle$ is a subspace itself, generated by $A$; if the points of $A$ are pairwise collinear, then $\langle A \rangle$ is a singular subspace.

The collinearity graph $\Gamma(X, \mathcal{L})$ of $\Omega$ is the graph on $X$ with collinearity as adjacency. A subspace $Y$ of $\Omega$ is called convex if for every pair of points $x, y \in Y$, all points on any shortest path from $x$ to $y$ (in the collinearity graph) belong to $Y$. The intersection of all convex subspaces of $\Omega$ containing a given subset $A \subseteq X$ is called the convex closure of $A$. A point-line geometry is called connected if its collinearity graph is connected. The diameter of a connected point-line geometry is the diameter of its collinearity graph.

#### 3.2. Parapolar spaces

Before introducing parapolar spaces, we recall the definition of polar spaces (for more information; see Section 7.4 of [3]).

**Definition 3.2.** A point-line geometry $\Delta = (X, \mathcal{L})$ is called a polar space if the following axioms hold.

1. **(PS1)** Every line is thick: that is, contains at least three points.
2. **(PS2)** No point is collinear to all other points.
(PS3) Every nested sequence of singular subspaces is finite.

(PS4) For any point \( x \) and any line \( L \), either one or all points on \( L \) are collinear to \( x \).

Let \( \Delta = (X, \mathcal{L}) \) be a polar space. Then each of its singular subspaces is a projective space—that is, either arising from a vector space of dimension at least 4, an axiomatic projective plane, a thick line, just one point, or the empty set—and hence its dimension is well-defined. Moreover, this also implies that each pair of collinear points define a unique line. One can show [3] that there is an integer \( r \geq 2 \) such that each singular subspace is contained in a singular subspace of dimension \( r - 1 \), which we hence also refer to as a maximal singular subspaces. We call \( r \) the rank of \( \Delta \), denoted \( \operatorname{rk}(\Delta) \). Note that (PS3) implies that the rank is finite, whereas some people also consider definitions of polar spaces allowing infinite rank. We will, however, only consider polar spaces of finite rank; see Remark 6.9.

Crucial for the definition of parapolar spaces is the fact that \( \Delta \) is the convex closure of any of its pairs of non-collinear points. Moreover, this convex closure can be obtained using a finite procedure, using the following sets: for non-collinear points \( p, q \) of \( \Delta \), we denote by \( S_{p,q} \) the set \( p^\perp \cap q^\perp \); for distinct collinear points \( p, q \) of \( \Delta \), we use the notation \( S_{p,q} \) for the points on the line \( pq \).

**Fact 3.3.** Let \( \Delta = (X, \mathcal{L}) \) be a polar space, and let \( p, q \in X \) be non-collinear. Then the convex closure of \( p \) and \( q \) consists of all points in \( \{ S_{p',q'} \mid p' \in (p,r),.q' \in (q,r), r \in S_{p,q} \} \) and coincides with \( \Delta \).

**Definition 3.4.** A point-line geometry \( \Omega = (X, \mathcal{L}) \) is called a parapolar space if the following hold:

(PPS1) \( \Omega \) is connected; and, for each line \( L \) and each point \( p \notin L \), \( p \) is collinear to either none, one or all of the points of \( L \); and there exists a pair \((p,L) \in X \times \mathcal{L}\) such that \( p \) is collinear to no point of \( L \).

(PPS2) For each pair of non-collinear points \( p \) and \( q \) in \( X \) with \( p^\perp \cap q^\perp \) non-empty, either

- (a) The convex closure of \((p,q)\) is a polar space, called a symplecton or, briefly, a symp; or
- (b) \( p^\perp \cap q^\perp \) is a single point, and then \( p \) and \( q \) are called special.

(PPS3) Every line is contained in at least one symplecton.

Let \( \Omega = (X, \mathcal{L}) \) be a parapolar space. We call \( \Omega \) strong if there are no special pairs; and we denote the set of symps by \( \Xi \). Let \( d(\Xi) := \{ \operatorname{rk}(\xi) \mid \xi \in \Xi \} \). We say that \( \Omega \) has symplectic rank at least \( d \) if \( \min d(\Xi) \geq d \), minimum symplectic rank \( d \) if \( \min d(\Xi) = d \) and (uniform) symplectic rank \( d \) if \( d(\Xi) = \{d\} \).

**Fact 3.5.** If all points of a line \( L \) contained in a symp \( \xi \) of rank at least 3 are collinear to a point \( p \), then \( p \) and \( L \) are contained in a symp and hence generate a projective plane. Consequently, if the symplectic rank is at least 3, each singular subspace is a projective space.

**Fact 3.6.** Let \( \Omega \) be a parapolar space of uniform symplectic rank \( d \). Then every singular subspace of dimension at most \( d - 1 \) is contained in some symp.

#### 3.3. The local structure of a parapolar space

**Definition 3.7.** Let \( \Omega = (X, \mathcal{L}) \) be a parapolar space and \( p \) one of its points. We call \( \Omega \) locally connected at \( p \) if each two lines through \( p \) are contained in a finite sequence of singular planes consecutively intersecting in lines through \( p \); \( \Omega \) is called locally connected if it is locally connected at \( p \) for all \( p \in X \).

**Definition 3.8.** Let \( \Omega = (X, \mathcal{L}) \) be a parapolar space, and let \( p \) be one of its points. We define the point-residual at \( p \), denoted \( \Omega_p = (X_p, \mathcal{L}_p) \), as follows:

- \( X_p \) is the set of lines through \( p \).
- \( \mathcal{L}_p \) is the set of planar line-pencils with vertex \( p \) contained in singular planes through \( p \) that are contained in a symp of \( \Omega \).

The reason we only consider singular planes that are contained in symps is that we want Axiom (PPS3) to hold in \( \Omega_p \); note that this is only a minor requirement since Fact 3.5 implies that each singular plane...
is contained in a symp if $\Omega$ has symplectic rank is at least 3. Suppose $\xi \in \Xi$ contains $p$. If $\rk(\xi) \geq 3$, then $\xi$ corresponds to a polar space $\xi_p$ in $\Omega_p$ of rank $\rk(\xi) - 1$ whose points are the lines of $\xi$ containing $p$ and whose lines are the planar line-pencils with vertex $p$ in $\xi$; If $\rk(\xi) = 2$; then $\xi$ ‘vanishes’ in $\Omega_p$.

The following fact is based on Theorem 13.4.1 of [18].

**Fact 3.9.** Let $\Omega = (X, \mathcal{L})$ be a parapolar space, assumed to be strong if its minimum symplectic rank is 2, and let $p$ be any of its points. Let $C$ be a connected component of $\Omega_p$. Then either:

1. $C$ is a single element of $\mathcal{L}$ (which then corresponds to a line of $\Omega$ through $p$ only contained in symps of rank 2).
2. $C$ corresponds to the lines through a point in a symp $\xi$ of $\Omega$ of rank at least 3 (which happens if no line of $\xi$ is contained in a second symp of $\Omega$ of rank at least 3).
3. $C$ is a strong parapolar space. There is a bijective correspondence between the singular subspaces of $\Omega$ through $p$ and the singular subspaces of $\Omega_p$ and between the symps of $\Omega$ through $p$ of rank at least 3 and the symps of $\Omega_p$.

The following fact is almost by definition:

**Fact 3.10.** Let $\Omega = (X, \mathcal{L})$ be a parapolar space with symplectic rank at least 3. For all $p \in X$, $\Omega$ is locally connected at $p \in X$ if and only if $\Omega_p$ is connected.

### 3.4. Useful theorems

We end this section by listing two theorems that we will use during our classification. Firstly, Kasikova and Shult obtained the following characterization result [11, Theorem 2]. Note that they labelled parapolar spaces differently; we have phrased their theorem here conforming to our convention of Bourbaki labelling and using the notation we introduced above (in particular, we only consider parapolar spaces with symps of finite rank).

**Theorem 3.11.** Suppose $\Gamma = (X, \mathcal{L})$ is a strong parapolar space with these three properties:

1. For every $x \in X$ and $\xi \in \Xi$, the set $x^\perp \cap \xi$ is non-empty.
2. The set of points at distance at most 2 from any point $x$ forms a geometric hyperplane of $\Gamma$.
3. If the symplectic rank is at least 3, every maximal singular subspace is finite-dimensional.

Then $\Gamma$ is one of the following:

- $\mathbb{D}_{6,6}(\mathbb{K})$, $\mathbb{A}_{5,3}(\mathbb{K})$ or $\mathbb{E}_{7,1}(\mathbb{K})$ (where $\mathbb{K}$ is any field)
- A dual polar space of rank 3
- A product geometry $L \times \Delta$, where $L$ is a thick line and $\Delta$ is a polar space of rank at least 2

We also use some results about imbrex geometries; see [14]. For simplicity, we restrict to symplectic rank 2, as this is the only case we will need. An *imbrex geometry* is a strong parapolar space of diameter 2 and symplectic rank 2 such that every pair of symps that share a point $p$ and both intersect a certain line at points not collinear to $p$, share a line.

**Proposition 3.12.** Let $\Omega = (X, \mathcal{L})$ be an imbrex geometry, and let $\Sigma$ be the set of maximal singular subspaces of $\Omega$. Then either $\Omega$ is isomorphic to a product space $Y \times Z$, where $Y$ and $Z$ are arbitrary linear spaces with thick lines, or $(X, \Xi)$ is a thick generalized quadrangle and each element of $\Xi$ is an ideal subquadrangle of $(X, \Sigma)$; moreover, no maximal singular subspace is a projective space.

### 4. Description of the (Lie incidence) geometries

Most of the geometries in the conclusion of Main Result 2.1 are Lie incidence geometries: that is, they arise from Tits-buildings or their quotients, by selecting a node $k$ of the corresponding Coxeter diagram and considering the so-called $k$-Grassmannian of the (quotient of the) building. Below we give an overview of these $k$-Grassmannians, after introducing some generalities and terminology in the theory of buildings.
4.1. Tits-buildings and their \( k \)-Grassmannians

Most spherical buildings arise, as the geometry of the Borel subgroup and the parabolic subgroups, from simple algebraic groups and close relatives like classical groups, (twisted) Chevalley groups and groups of mixed type. More exactly, we can think of a building of rank \( n \) as an \( n \)-partite graph \( G \) where each partition class consists of the cosets of a parabolic subgroup (with respect to a fixed chosen Borel subgroup) and where adjacency is given by ‘intersecting nontrivially’. The \( n \)-cliques are called \textit{chambers}, and each clique is contained in some chamber. When each clique of size \( n - 1 \) is contained in at least three chambers, then the building is called \textit{thick}.

The induced bipartite graph obtained from an \((n - 2)\)-clique \( C \) by considering all vertices \( v \) such that \( C \cup \{v\} \) is an \((n - 1)\)-clique is a building of rank 2. These graphs have diameter \( \ell \) and girth \( 2\ell \), for some natural number \( \ell \geq 2 \). If \( \ell = 2 \), this is a complete bipartite graph; if \( \ell = 3 \), then this is the incidence graph of a projective plane; if \( \ell = 4 \), then we have the incidence graph of a generalized quadrangle (in case there are at least three points per line, this is a polar space of rank 2). We will not need \( \ell \geq 5 \) here.

It so happens that \( \ell \) only depends on the \( n - 2 \) partition classes containing a vertex of the \((n - 2)\)-clique \( C \). So we can build a diagram with set of nodes the partition classes of \( G \) and have no edge, a single edge or a double edge between two nodes if \( \ell = 2, 3, 4 \), respectively, where \( C \) is any \((n - 2)\)-clique not containing any member of the partition classes corresponding to the two nodes under consideration. This is the \textit{Coxeter diagram} of the building. There is an enhanced notion of Dynkin diagram, but we will not need this. We number the nodes of the Coxeter diagram according to the Bourbaki labeling [2].

\textbf{Definition 4.1.} For a certain node \( k \), the \( k \)-Grassmannian geometry is then the point-line geometry with set of points the partition class of \( G \) corresponding to the node \( k \); and a line is the set of vertices of type \( k \) contained in a chamber with a given \((n - 1)\)-clique not containing a vertex of type \( k \).

In general, for a building of type \( X_n \), its \( k \)-Grassmannian is a Lie (incidence) geometry, and we refer to it by its Coxeter type \( X_{n,k} \). Below we give an overview of the Lie incidence geometries that we will encounter in this paper. For details about the corresponding parapolar spaces, such as symplectic rank, singular rank, strongness and diameter, we refer to Subsection 4.2.

(A) Grassmannians of vector spaces—Projective spaces

Let \( \Delta \) be a thick building of type \( A_n \) for \( n \in \mathbb{N} \): that is, \( \Delta \) corresponds to a projective space \( \mathbb{P} \) of dimension \( n \). For any \( k \in \mathbb{N} \) with \( 1 \leq k \leq n \), we consider the \( k \)-Grassmannian of \( \Delta \). By Definition 4.1, its points are the \((k - 1)\)-dimensional subspaces of \( \mathbb{P} \), and a line is the set of such \((k - 1)\)-spaces containing a fixed \((k - 2)\)-space and contained in a fixed \( k \)-space. If \( \mathbb{P} \) is coordinatised by a skew field \( \mathbb{L} \), then we denote this Grassmannian by \( A_{n,k}(\mathbb{L}) \); if this is not necessarily the case (that is, if \( n \leq 2 \)), then by \( A_{n,k}(\ast) \).

If \( k \in \{1,n\} \), we just obtain \( \mathbb{P} \) or its dual. If \( n \geq 4 \) and \( k \notin \{1,n\} \), \( A_{n,k}(\mathbb{L}) \) is a strong parapolar space. The fact that the dual of \( \mathbb{P} \) is a projective space of dimension \( n \) allows us to restrict our attention to values of \( k \) in \( \{2, \ldots, \frac{n}{2}\} \). We add that these Grassmannians can be defined completely similarly for \( n = \infty \), where \( \infty \) denotes any cardinal.

(B) Thick polar spaces and polar Grassmannians

Let \( \Delta \) be a thick building of type \( B_n \) for \( n \in \mathbb{N} \) with \( n \geq 2 \): that is, \( \Delta \) corresponds to a \textit{thick} polar space \( \Gamma \) of rank \( n \), with \textit{thick} meaning that for each singular subspace of dimension \( n - 2 \), there are at least three maximal singular subspaces containing it. For any \( k \in \mathbb{N} \) with \( 1 \leq k \leq n \), we consider the \( k \)-Grassmannian of \( \Delta \). By Definition 4.1, its points are the \((k - 1)\)-dimensional singular subspaces of \( \Delta \), and a line is a set of such \((k - 1)\)-spaces containing a fixed \((k - 2)\)-space and, if \( k < n \), contained in a fixed singular subspace of dimension \( k \). Since a polar space usually is not uniquely defined by the underlying skew field of the singular projective spaces, we denote its \( k \)-Grassmannian by \( B_{n,k}(\ast) \).

If \( k = 1 \), we obtain \( \Gamma \); moreover, \( B_{2,1}(\ast) \) and \( B_{2,2}(\ast) \) are generalised quadrangles (they are each other’s dual). If \( n > 2 \) and \( k > 1 \), then \( B_{n,k}(\ast) \) is a parapolar space; if \( k = n \), it is called a \textit{dual polar space}. 

Downloaded from https://www.cambridge.org/core; IP address: 54.70.40.11, on 29 Aug 2021 at 06:29:30, subject to the Cambridge Core terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fms.2020.57
(D) Non-thick polar spaces and their Grassmannians

Let $\Delta$ be a thick building of type $D_n$ for $n \in \mathbb{N}$ with $n \geq 3$: that is, $\Delta$ corresponds to a non-thick polar space of rank $n$, with non-thick meaning that for each singular subspace of dimension $n - 2$, there are exactly two maximal singular subspaces containing it. Then there are two natural families $\mathcal{M}_1$ and $\mathcal{M}_2$ of maximal singular subspaces in $\Gamma$. Moreover, $\Gamma$ is defined over a (commutative) field $K$. For any $k \in \mathbb{N}$ with $1 \leq k \leq n$, we consider the $k$-Grassmannian of $\Delta$, which we denote by $D_{n,k}(K)$.

When $k \leq n - 2$, this is completely similar to the above case where $\Gamma$ is a thick polar space, so suppose $k = n - 1$ or $k = n$. Again, according to Definition 4.1, the point set of the $k$-Grassmannian then coincides with $\mathcal{M}_1$ or $\mathcal{M}_2$; and a line is the set of such subspaces containing a fixed subspace of dimension $n - 3$. The symmetry of the diagram implies that $D_{n,n-1}(K)$ is isomorphic to $D_{n,n}(K)$, and we will always use the latter notation. If $n = 3$, we obtain a projective space of dimension 3; if $n = 4$, then we obtain a polar space isomorphic to $\Gamma$; and if $n \geq 5$, we obtain a strong parapolar space, also called a half spin geometry. Also here, the case $k = 2$ corresponds to the long root geometries.

(E) Exceptional parapolar spaces of type $E_i$, $i = 6, 7, 8$

Let $\Delta$ be a thick building of type $E_n$ for $n \in \{6, 7, 8\}$. Then $\Delta$ is defined over the field $K$. For any $k \in \mathbb{N}$ with $1 \leq k \leq n$, the $k$-Grassmannian (see also Definition 4.1) is denoted by $E_{n,k}(K)$. There are certain choices for $k$ such that $E_{n,k}(K)$ has small diameter and constant symplectic rank. We record that $E_{6,1}(K)$ has diameter 2, $E_{7,7}(K)$, $E_{7,1}(K)$, $E_{8,8}(K)$ have diameter 3 and $E_{8,1}(K)$ has diameter 5.

(F) Metasymplectic spaces

Let $\Delta$ be a building of type $F_4$: that is, $\Delta$ corresponds to a metasymplectic space, after Freudenthal [10]. This metasymplectic space is the 1-Grassmannian of $\Delta$ and is a non-strong parapolar space of diameter 3. Also, $\Delta$ is thick if and only if the corresponding metasymplectic space has no non-thick symps. A thick building of type $F_4$ is determined by a certain pair of division rings, but there is no need to explain this in more detail, so we just denote the corresponding metasymplectic spaces by $F_{4,1}(\pm)$. By the symmetry of the diagram, this class coincides with the 4-Grassmannians $F_{4,4}(\pm)$ of $\Delta$ (which does not mean the 1-Grassmannian of $\Delta$ is isomorphic to its 4-Grassmannian, though). We will not need other $k$-Grassmannians of $\Delta$.

Parapolar spaces from non-spherical buildings

Let $\Delta$ be a building corresponding to the diagram $E_n$ with $n \geq 9$, obtained from $E_8$ by extending it at the long arm with a simple path of length $n - 8$, extending the Bourbaki numbering in the obvious way. The case $n = 9$ is exactly $E_8$. These buildings need not be unique given a field, so we denote their 1-Grassmannians by $E_{n,1}(\pm)$. These are non-strong parapolar spaces with unbounded diameter.

Homomorphic images of the $k$-Grassmannians

If the diameter of the parapolar space in one of the examples above is at least 5, then there might exist homomorphic images that are again parapolar spaces. Indeed, consider for example the $n$-Grassmannian $A_{2n-1,n}(\mathbb{L})$, $n \geq 5$, arising from a vector space $V$, and suppose that $\sigma$ is a polarity of $V$ of Witt index at most $n - 5$. Identifying the $n$-spaces of $V$ that correspond to each other under $\sigma$ produces a homomorphic image that is again a (locally connected) parapolar space with the same local properties as $A_{2n-1,n}(\mathbb{L})$. We write a superscript $h$ to indicate a homomorphic (possibly isomorphic) image. In the above examples that are relevant to us, homomorphic images are possible in the geometries $A_{2n-1,n}(\mathbb{L})$, $n \geq 5$, $D_{n,n}(K)$, $n \geq 9$, and $E_{n,1}(\pm)$, $n \geq 8$.

Long root geometries among the $k$-Grassmannians

From the above Grassmannians, $B_{n,2}(\pm)$ (for $n \geq 3$), $D_{n,2}(\pm)$ (for $n \geq 4$), $E_{6,2}(K)$, $E_{7,1}(K)$, $E_{8,8}(K)$ and $F_{4,1}(\pm)$ are instances of so-called long root geometries. The exact meaning of that is not essential for this paper, but we do mention that it implies that these parapolar spaces have diameter 3 and are non-strong and hence cannot appear as point-residuals in another parapolar space (and that is most relevant for the present paper).
Cartesian product spaces

Let $\Omega_i = (X_i, \mathcal{L}_i)$, $i = 1, 2$ be two point-line geometries. Define the Cartesian product space $\Omega := \Omega_1 \times \Omega_2$ as the point-line geometry with point set the Cartesian product $X_1 \times X_2$ and whose lines are $\{p_1\} \times L_2$, for $p_1 \in X_1$ and $L_2 \in \mathcal{L}_2$ and $L_1 \times \{p_2\}$, for $L_1 \in \mathcal{L}_1$ and $p_2 \in X_2$.

Parapolar spaces that we encounter in our main result arising as a Cartesian product are those where $\Omega_1$ is a thick line (that is, a set of at least three points, also referred to as $A_{1,1}(\ast)$) and $\Omega_2$ is either a projective space (or more generally a linear space: that is, a point-line geometry in which each two points are on a unique line, with thick lines) or a polar space of rank at least 2, or where both $\Omega_1$ and $\Omega_2$ are projective spaces, say of respective dimensions $n, m$ (with $nm > 1$). In the latter case, $\Omega$ is the Segre geometry of type $(n, m)$.

In general, if $\Omega_1$ and $\Omega_2$ are parapolar spaces, with set of symps $\Xi_1$ and $\Xi_2$ respectively, then $\Omega$ is again a parapolar space, the symps of which are formed by $\{p_1\} \times \xi_2$ for $p_1 \in \Xi_1$, likewise $\xi_1 \times \{p_2\}$ for $p_2 \in \Xi_2$, likewise $\xi_1 \times \{p_2\}$ for $p_1 \in \Xi_1$ and $p_2 \in \Xi_2$, but also $L_1 \times L_2$ for $L_1 \in \mathcal{L}_1$ and $L_2 \in \mathcal{L}_2$. If both $\Omega_1$ and $\Omega_2$ are strong, then $\Omega$ is also strong. Its diameter equals $\text{Diam} \Omega_1 + \text{Diam} \Omega_2$, and it always has minimum symplectic rank 2.

4.2. The main result in tabular form

We now tabulate all $k$-lacunary parapolar spaces $\Omega$ that either are of minimum symplectic rank 2 (and hence strong by assumption) or are locally connected. We include the following parameters: the rank and thickness of the symplecta, structure and dimensions of the maximal singular subspaces, and diameter and strongness of $\Omega$. As the tables below will show, these parameters suffice to distinguish between all $k$-lacunary parapolar spaces with projective singular subspaces for a given $k$. This is crucial to our inductive approach, as we need to know that for any two points $x, x' \in \Omega$, the point-residuals $\Omega_x$ and $\Omega_{x'}$ are isomorphic. As already hinted at in Subsection 1.5, there are two natural classes to consider: those with symplectic rank $d \geq k + 3$ (because they stem from $(-1)$-lacunary parapolar spaces) and $d = k + 2$ (because they stem from 0-lacunary parapolar spaces of minimum symplectic rank 2).

The $k$-lacunary parapolar spaces with (minimum) symplectic rank $d \geq k + 3$.

<table>
<thead>
<tr>
<th>$d$</th>
<th>$S$</th>
<th>$k = 1$</th>
<th>$k = 0$</th>
<th>$k = 1$</th>
<th>$k = 2$</th>
<th>$k = 3$</th>
<th>$k = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k + 3$</td>
<td>${k + 2, k + 3}$</td>
<td>$A_{1,1}(\ast) \times A_{2,1}(\ast)$</td>
<td>$A_{2,2}(\mathbb{L})$</td>
<td>$\mathbb{D}_{5,5}(\mathbb{K})$</td>
<td>$E_{6,1}(\mathbb{K})$</td>
<td>$E_{7,3}(\mathbb{K})$</td>
<td>$E_{7,7}(\mathbb{K})$</td>
</tr>
<tr>
<td></td>
<td>${k + 3}$</td>
<td>$A_{2,2}(\mathbb{L})$</td>
<td>$A_{3,2}(\mathbb{L})$</td>
<td>$E_{6,1}(\mathbb{K})$</td>
<td>$E_{7,3}(\mathbb{K})$</td>
<td>$E_{7,7}(\mathbb{K})$</td>
<td>$E_{8,4}(\mathbb{K})$</td>
</tr>
<tr>
<td>$k + 4$</td>
<td>${k + 3, k + 4}$</td>
<td>$A_{2,2}(\mathbb{L})$</td>
<td>$\mathbb{D}_{5,5}(\mathbb{K})$</td>
<td>$E_{6,1}(\mathbb{K})$</td>
<td>$E_{7,7}(\mathbb{K})$</td>
<td>$E_{8,4}(\mathbb{K})$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>${k + 3, k + 5}$</td>
<td>$A_{3,2}(\mathbb{L})$</td>
<td>$D_{6,6}(\mathbb{K})$</td>
<td>$E_{7,7}(\mathbb{K})$</td>
<td>$E_{8,4}(\mathbb{K})$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k + 6$</td>
<td>${k + 5, k + 6}$</td>
<td>$E_{6,1}(\mathbb{K})$</td>
<td>$E_{7,7}(\mathbb{K})$</td>
<td>$E_{8,4}(\mathbb{K})$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The $k$-lacunary parapolar spaces $\Omega$ in Table 1 have minimum symplectic rank $d \geq k + 3$. The table is such that, for any cell in any row, going one cell to the left in that row yields its point-residual. The set $S$ displays the dimensions of the maximal singular subspaces. White cells contain strong parapolar spaces of diameter 2, and grey cells contain the ones of diameter 3. If the parapolar space appears in white, it is non-strong. Since taking a point-residual yields a strong parapolar space, only the rightmost parapolar spaces can be non-strong. For each of the parapolar spaces in Table 1, the symplecta are non-thick.

The $k$-lacunary parapolar spaces with minimum symplectic rank $k + 2$.

The $k$-lacunary parapolar spaces $\Omega$ in Table 2 have minimum symplectic rank $d = k + 2$. This time, the symps can be thick; but thick and non-thick symps occur in the same parapolar spaces only in the second-last row of Table 2. Also, only in this row and the row before, the rank is not uniform. For both reasons, we call the symps ‘mixed’ in the second-last row. We will use some abbreviations:
It is obvious that at least two symps have rank at least 2. This follows from the property that a parapolar space is strong and of symplectic rank at least 3 if and only if its point-residuals have diameter 2.

4.3. Non-examples—weakly lacunary parapolar spaces

We motivate our requirement that \( k \)-lacunary parapolar spaces contain symps of rank at least \( k + 1 \). It is obvious that at least two symps have rank at least \( k + 1 \), since otherwise the \( k \)-lacunarity is no restriction at all. So let us call a parapolar space weakly \( k \)-lacunary if no pair of symps intersects in a \( k \)-space and there are at least two symps with rank at least \( k + 1 \), but symps of rank at most \( k \) are allowed. Fix \( k \geq 2 \). Then the Cartesian product of an arbitrary number of \( k \)-lacunary parapolar spaces, polar spaces and linear spaces is a weakly \( k \)-lacunary parapolar space. If the direct factors are strong, then so is the product and, admittedly, it appears as the point-residual of a weakly \((k + 1)\)-lacunary parapolar space, which also could be strong, etc.

For example, \( S_6,1(\mathbb{K}) \) is 2-lacunary, and so the Cartesian product with a thick line is weakly 2-lacunary; hence \( S_8,7(\mathbb{K}) \), or any homomorphic image, is weakly 3-lacunary. The same argument with \( D_5,5(\mathbb{K}) \) leads to \( E_{7,6}(\mathbb{K}) \). In fact, by taking the direct product with a projective space over \( \mathbb{K} \), the geometries \( E_{n,6}(\mathbb{K}) \) and \( E_{n,7}(\mathbb{K}) \), \( n \geq 8 \), can be seen as weakly 3-lacunary parapolar spaces. Moreover, we can consider a multiple direct product of \( S_6,1(\mathbb{K}) \) and/or \( D_5,5(\mathbb{K}) \) with several thick lines and

### Table 2. The \( k \)-lacunary parapolar spaces with minimum symplectic rank \( k + 2 \).

<table>
<thead>
<tr>
<th>Symps</th>
<th>( S )</th>
<th>( k = 0 )</th>
<th>( k = 1 )</th>
<th>( k = 2 )</th>
<th>( k = 3 )</th>
<th>( k = 4 )</th>
<th>( k = 5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( \emptyset )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-thick</td>
<td>( {1, -1} ) (if ( k = 0 ))</td>
<td>( A_1 \times \text{LS} )</td>
<td>( A_{n,2}(\mathbb{L})_{n \geq 4} )</td>
<td>( D_{5,5}(\mathbb{K}) )</td>
<td>( E_{6,1}(\mathbb{K}) )</td>
<td>( E_{7,7}(\mathbb{K}) )</td>
<td>( E_{8,8}(\mathbb{K}) )</td>
</tr>
<tr>
<td>( {k + 1, n - 1} ) (if ( k \geq 1 ))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( {k + 1} )</td>
<td>( A_1 \times A_1 )</td>
<td>( A_{n,1}(\mathbb{L})_{n \geq 4} )</td>
<td>( D_{6,6}(\mathbb{K}) )</td>
<td>( E_{7,1}(\mathbb{K}) )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( {k + 1, n + k - 2} )</td>
<td>( A_1 \times D_{n-1,1}(\mathbb{K})_{n \geq 4} )</td>
<td>( D_{n,2}(\mathbb{K})_{n \geq 5} )</td>
<td>( D_{7,7}(\mathbb{K}) )</td>
<td>( E_{8,1}(\mathbb{K})_h )</td>
<td>( E_{n,1}(\mathbb{K})_h )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>( {k + 1, n + k - 2} )</td>
<td>( A_1 \times B_{n-1,1}(\mathbb{K})_{n \geq 4} )</td>
<td>( B_{n,2}(\mathbb{K})_{n \geq 4} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thick</td>
<td>( {k + 1} )</td>
<td>( B_{3,1}(\mathbb{K}) )</td>
<td>( B_{4,1}(\mathbb{K}) )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(GQ) Refers to the case where \( \Omega \) is an imbrex geometry and \( (X, \Sigma) \) is a generalized quadrangle (hence GQ), and each member of \( \Xi \) is an ideal subquadrangle of \( (X, \Sigma) \).

(LS) Stands for a linear space with only thick lines and that contains at least two lines.

\( ^h \) Recall that, if \( Z \) is some locally connected parapolar space, then \( Z^h \) denotes a locally connected homomorphic image of it, which is still a parapolar space (fibers only contain points at distance at least 5 from each other).

(\( A_1 \)) Shorthand for \( A_{1,1}(\mathbb{K}) \).

The various \( A_1 \) (thick lines) appearing in the same cell need not be isomorphic: that is, they can have different sizes.

Again, \( S \) is the set of dimensions of the maximal singular subspaces of \( \Omega \). If a class of parapolar spaces is such that its maximal singular subspaces can never be projective, then we say that this dimension is empty (‘\( \emptyset \)’). If a class of parapolar spaces is such that its maximal singular subspaces are in some, but not all, cases projective, we write ‘\( \ast \)’, because in case the maximal singular subspaces are not projective, their dimension is undefined (by definition, this notation implies that, if the maximal singular subspace happens to be projective, its dimension is at least 2). The number \( n \) denotes the rank of the corresponding building. The shades of grey reflect the diameter: the darker the cell, the higher the diameter; the white color indicates that \( \Omega \) is non-strong. Also, reading from right to left corresponds to taking point-residuals; so non-strong parapolar spaces can occur only at the rightmost position in a row.

It is not a coincidence that there are never three grey cells in one row and that a cell written with white letters is always preceded by a grey cell. This follows from the property that a parapolar space \( \Omega \) is strong and of symplectic rank at least 3 if and only if its point-residuals have diameter 2.

4.3. Non-examples—weakly lacunary parapolar spaces

We motivate our requirement that \( k \)-lacunary parapolar spaces only contain symps of rank at least \( k + 1 \).
projective spaces, and then the number of weakly 3-lacunary parapolar spaces arising from non-spherical, non-Euclidean and non-hyperbolic Tits-buildings with a connected Coxeter diagram becomes insurmountable. This motivates our present definition of $k$-lacunarity.

5. Local recognition lemmas

In this section, we collect and prove some local recognition lemmas. We can use two possible kinds of strategies. One is to use directly Tits’ local approach theorem [24]. We only prove the most involved case in detail. The other strategy is to use known characterization results and show that their assumptions are satisfied only knowing the local structure. The two methods together provide local recognition theorems for all parapolar spaces in the conclusion of our theorems, except for some with lacunary index 0 (and there we will use Theorem 3.11 and Proposition 3.12).

Lemma 5.1. Let $\Omega = (X, \mathcal{L})$ be a (locally connected) parapolar space with the property that each point-residual is a homomorphic image of $D_{n,n}(\mathbb{K})$ for $n \geq 5$. Then $\Omega$ is a homomorphic image of $E_{n+1,1}(\ast)$. The homomorphism is an isomorphism to $E_{n+1,1}(\mathbb{K})$, if $n \leq 6$.

Proof. Let $L \in \mathcal{L}$ be arbitrary. Then our assumption implies that $\Omega_L$ is isomorphic to $A_{n-1,2}(\mathbb{K})$. Since $A_{n-1,2}(\mathbb{K})$ has two types of maximal singular subspaces—of dimensions 2 and $n-2$—we see that $\Omega$ also has two types of maximal singular subspaces—of dimensions 4 and $n$, respectively. Also, since in $\Omega_L$ every line is contained in a unique maximal singular subspace of each type, in $\Omega$ each singular 3-space is the intersection of a unique maximal singular 4-space and a unique maximal singular $n$-space. In addition, since in $\Omega_L$ every non-maximal singular plane is contained in a unique symp, every non-maximal singular 4-space of $\Omega$ is also contained in a unique symp. Hence the points, lines, planes, 3-spaces and 4-spaces of a maximal singular subspace $U$ of $\Omega$ with $\dim U = n$ correspond to unique points, lines, planes, maximal singular 4-spaces and symps of $\Omega$.

A chamber of $\Omega$ is a set of $n+1$ objects consisting of a maximal singular subspace $U$ of dimension $n$ of $\Omega$ and a maximal flag in $U$ (that is, a nested sequence of $n$ nontrivial subspaces of $U$). We define an element of a chamber $C$ as type 2 if it is the maximal singular subspace $U$ of dimension $n$, type 1 if it is a point, and type $j$ if it is a subspace of dimension $j - 2$ of $U$. Then a chamber $C$ of $\Omega$ consists of $n+1$ elements of different type. By the discussion in the previous paragraph, the elements of types 1 up to 6 of a chamber are a point $p$, a maximal singular subspace $U$ of dimension $n$ containing $p$, a line $L$ with $p \in L \subseteq U$, a plane $\pi$ with $L \subseteq \pi \subseteq U$, a maximal singular subspace $W$ of dimension 4 with $\pi \subseteq W$ and $\dim(U \cap W) = 3$, and a symp $\xi$ with $W \subseteq \xi$ and $U \cap \xi$ a generator of $\xi$. We refer to this as the truncated representation of the chamber.

Let $U$ be a singular $n$-space of $C$, and let $L \in \mathcal{L}$ be contained in $U$. Let $\alpha$ be an $i$-space of $U$ containing $L$, $i \geq 4$. Then $\alpha$ corresponds to a unique subspace of $\Omega_L$ isomorphic to $A_{i-1,2}(\mathbb{K})$ and which intersects the maximal singular subspace $U_L$ of dimension $n-2$ of $\Omega_L$ corresponding to $U$ in a singular $(i-2)$-space. Conversely, a subspace of $\Omega_L$ isomorphic to $A_{i-1,2}(\mathbb{K})$ intersecting $U_L$ in a singular $(i-2)$-space corresponds to a unique $i$-space of $U$ containing $L$. This bijective correspondence can most easily be seen through the (partial) identification of the diagram of $U$ and the one of $\Omega_L$. The upshot is that a chamber of $\Omega$ can also be seen in a unique way as a set consisting of a point $p$, a line $L \ni p$ and a “chamber” of $\Omega_L$: that is, a set consisting of a singular $(n-2)$-space $U_L$ of $\Omega_L$, a point of $\Omega_L$ in $U_L$, a maximal singular plane of $\Omega$ containing $p$ and a nested sequence of subspaces $\Delta_j$ of $\Omega_L$ isomorphic to $A_{j,2}(\mathbb{K})$, $3 \leq j \leq n-2$ intersecting $U_L$ in a singular $(j-1)$-space. We refer to this as the line-residual representation of the chamber.

Let $C$ and $C'$ be two chambers. Then we say that $C$ and $C'$ are $i$-adjacent, $1 \leq i \leq n+1, i \neq 2$, if $C$ and $C'$ contain the same maximal singular $n$-space and if they also have all other elements in common, except possibly their type $i$ elements. If $i = 2$, then $C$ and $C'$ have distinct maximal singular $n$-spaces $U$ and $U'$ with $U \cap U'$ a singular plane $\pi$ but agree in all other elements: that is, they have the same point $p \in \pi$ and the same line $L \subseteq \pi$ and agree in all other elements of $\Omega_L$ in their line-residual representations, except possibly $U$ and $U'$. In symbols, we write $C \sim_i C'$.
We will now use the notion of a chamber system (of type $M$). Since this is needed only in the current proof, we refer the reader to [24] for all definitions and background. Let $\mathcal{C}$ be the set of chambers. Set $I = \{1, 2, \ldots, n + 1\}$. Then $\Gamma = (\mathcal{C}, (\sim_i)_i \in I)$ is a chamber system over $I$. We now show that $\Gamma$ is a chamber system of type $M$ (see [24]), more exactly belonging to the diagram $\mathcal{E}_{n+1}$ as shown in Figure 1. According to Section 3.2 of [24], it suffices to show that each residue of rank 2 is the chamber system of a (proper) projective plane or a generalized digon and that $\Gamma$ is connected: that is, the graph $G_\Gamma$ with vertex set $\mathcal{C}$ and adjacency relation the union over $I$ of the $i$-adjacency relations is connected.

For convenience, we recall that the $J$-residue of a chamber $C \in \mathcal{C}$, with $J \subseteq I$, is the connected component of $C$ in the graph with vertex set $\mathcal{C}$ and edges the pairs of distinct $j$-adjacent chambers, with $j \in J$. A rank $k$ residue is a $J$-residue with $|J| = k$. Each $J$-residue is a (connected) chamber system over the type set $J$, in the obvious way.

**Claim 1.** Let $i, j \in I$, $i \neq j$. Each $\{i, j\}$-residue of $\Gamma$ is the chamber system of a (proper) projective plane, if $i$ and $j$ are connected by an edge in Figure 1, or a generalized digon otherwise.

Suppose first that $2 \notin \{i, j\}$. Then each residue of type $\{i, j\}$, say determined by the chamber $C$ containing the singular $n$-space $U$, is a residue of the chamber system of the projective space $U$ of dimension $n$ with diagram the one induced on $\{1, 3, 4, \ldots, n + 1\}$ of $\mathcal{E}_{n+1}$ (see Figure 1). This shows the claim if $2 \notin \{i, j\}$. Now suppose $j = 2$. If $i \notin \{1, 3\}$, then similarly, the $\{2, i\}$-residue of the chamber $C$, say containing the line $L \in \mathcal{L}$, is a residue of the chamber system of the projective space underlying the line Grassmannian $\Omega_L$, with diagram the one induced on $\{2, 4, 5, \ldots, n + 1\}$ of $\mathcal{E}_{n+1}$ (see once again Figure 1). If $i \in \{1, 3\}$ and $C$ contains the maximal singular 4-space $W$ as element of type 5, then, using the truncated representation of $C$, its $\{2, i\}$-residue is a residue of the chamber system of the projective space $W$ with diagram the one induced on $\{1, 3, 4, 2\}$ of $\mathcal{E}_{n+1}$. This shows the claim completely.

**Claim 2.** The chamber system $\Gamma$ is connected.

Indeed, let $C$ and $C'$ be two chambers. By connectivity of $\Omega$, we may assume that the respective elements $p$ and $p'$ of type 1 of $C$ and $C'$ are collinear. Let $L'' \in \mathcal{L}$ containing both $p$ and $p'$. Let $C''$ be any chamber containing $L''$. It suffices to show that $C$ and $C''$ belong to the same connected component of $G_\Gamma$ (then similarly, $C'$ and $C''$ also belong to the same connected component). Clearly, we may assume that $p \in C''$. Set $\{L\} = C \cap \mathcal{L}$. Since $\Omega_p$ is connected, we may assume that $L$ and $L''$ belong to the same singular plane $\pi$. Since $\Omega_L$ is isomorphic to $\mathbb{A}_{n-1,2}(\mathbb{K})$, the line-residual representations of the chambers imply that in the $(\mathcal{I} \setminus \{1, 3\})$-residue of $C$, the latter is connected to a chamber containing $\pi$. Similar for $C''$, and so we may assume that both $C$ and $C''$ contain $\pi$. Then $C''$ is 3-adjacent to a chamber containing $\{p, L, \pi\}$, and hence we may assume that $L'' = L$. Now the claim follows from the observation that the chamber system over $\mathcal{I} \setminus \{1, 3\}$ induced on the set of all chambers containing $\{p, L\}$ is isomorphic to the chamber system naturally associated with $\mathbb{A}_{n-1,2}(\mathbb{K})$ and hence is connected.

**Claim 3.** Each rank 3 residue of $\Gamma$ is the chamber system of a spherical building (whose type can be read off the $\mathcal{E}_{n+1}$ diagram of Figure 1).

Similarly, as in the proof of Claim 1, this follows for $\{i, j, k\}$-residues if $2 \notin \{i, j, k\}$. Using the line-residual representation of chambers, Claim 3 follows for $\{2, i, j\}$-residues with $\{i, j\} \cap \{1, 3\} = \emptyset$. The truncated representation of chambers implies Claim 3 for $\{2, i, j\}$-residues with $\{i, j\} \subseteq \{1, 3, 4, 5\}$. Finally, suppose $i \in \{1, 3\}$ and $j \in \{6, 7, \ldots, n + 1\}$. Then Claim 1 implies that each $\{1, i, j\}$-residue is the chamber system of a building of type $\mathbb{A}_1 \times \mathbb{A}_1 \times \mathbb{A}_1$. Claim 3 is proved.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{The Coxeter diagram of type $\mathbb{E}_{n+1}$ with (extended) Bourbaki labeling.}
\end{figure}
Now Corollary 3 of [24] implies that $\Gamma$ is the quotient by a group $G$ of the chamber system of a building of type $E_{n+1}$. If $n = 5$, then by [1], $G$ is trivial. If $n \geq 6$, then the diagram $E_{n+1}$ does not admit nontrivial symmetries, and hence the group $G$ is type-preserving, so $G$ acts on the elements of respective types 1 and 3, implying that $\Omega$ is a homomorphic image of the 1-Grassmannian of a building of type $E_{n+1}$. Now let $n = 6$. Then $G$ must also be trivial as the parapolar space $E_{7,1}(\mathbb{K})$ has diameter 3 and hence does not admit quotients that are parapolar spaces.

\[ \square \]

**Remark 5.2.** Lemma 5.1 is proved in the course of the proof of Corollary 16.7.1 in [18], using the theory of truncated geometries and sheaves developed in Chapter 11 of [18]. However, since Shult himself describes his proof as ‘informal’ on page 582, and since the original paper [17] mentioning Corollary 16.7.1 of [18] does not provide any proof, except for referring, without any explicit reference, to ‘the theory of locally truncated geometries due to Ronan/Brouwer-Cohen’, we chose to provide a fully detailed proof, directly using ‘Tits’ results of [24] rather than the detour via the theory of truncated geometries and sheaves, which is also based on [24].

Similarly, we show the following recognition lemmas, the proofs of which are completely similar to, but simpler than, the proof of Lemma 5.1.

**Lemma 5.3.** Let $\Omega = (X, \mathcal{L})$ be a (locally connected) parapolar space with the property that each point-residual is isomorphic to $A_{n,2}(\mathbb{L})$, for $n \geq 4$ and some skew field $\mathbb{L}$. Then $\Omega$ is a homomorphic image of $D_{n+1,n+1}(\mathbb{K})$, where $\mathbb{K} = \mathbb{L}$ a field. The homomorphism is an isomorphism to $D_{n+1,n+1}(\mathbb{K})$ if $n \leq 8$.

Lemma 5.3 recognizes the point-residuals of the parapolar spaces we recognize in Lemma 5.1. Similarly, we can also recognize the point-residuals of $D_{n,n}(\mathbb{K})$ locally, and so starting with these point-residuals, we have three times in a row well-determined extensions.

**Lemma 5.4.** Let $\Omega = (X, \mathcal{L})$ be a (locally connected) parapolar space with the property that each point-residual is isomorphic to the Cartesian product of a thick line with $A_{n,1}(\mathbb{L})$, for $n \geq 2$ and some skew field $\mathbb{L}$. Then $\Omega$ is isomorphic to the building Grassmannian $A_{n+2,2}(\mathbb{L})$.

**Lemma 5.5.** Let $\Omega = (X, \mathcal{L})$ be a (locally connected) parapolar space with the property that each point-residual is isomorphic to $E_{n,n}(\mathbb{K})$, for $n \in \{6, 7\}$ and some field $\mathbb{K}$. Then $\Omega$ is isomorphic to $E_{n+1,n+1}(\mathbb{K})$.

We also want to recognize locally all long root geometries and close relatives that are parapolar spaces and have symplectic rank at least 3. To do this, it is convenient to use a result by Kasikova and Shult [11]. Note that we already recognized $E_{7,1}(\mathbb{K})$ in Lemma 5.1 and $E_{8,8}(\mathbb{K})$ in Lemma 5.5. First we treat the classical cases.

**Lemma 5.6.** Let $\Omega = (X, \mathcal{L})$ be a (locally connected) parapolar space with the property that each point-residual is isomorphic to the direct product of a thick line and a polar space (the isomorphism type of which may vary from point to point). Then $\Omega$ is isomorphic to $B_{n,2}(\ast)$ or $D_{n,2}(\mathbb{K})$, $n \geq 4$, for some field $\mathbb{K}$.

**Proof.** We use [11, Theorem 1]. It suffices to prove the following three properties.

**Property 1.** Given a point $q \in X$ not contained in a symp $\xi$, the singular subspace $q^\perp \cap \xi$ is never just a point.

Indeed, suppose for a contradiction that $q^\perp \cap \xi$ is a point $p$. Then in $\Omega_p$, we find a point $p'$ and a symp $\xi'$ such that $p'^{\perp} \cap \xi' = \emptyset$. However, $\Omega_p$ is isomorphic to $L \times \Delta$, where $L$ is a thick line and $\Delta = (X', \mathcal{L}')$ is a polar space. A point $p' = (x,x')$ of $\Omega_p$ is collinear to the point $(x',x)$ of the symp $\{x''\} \times X', x'' \in L$ and to a point $(x,x''')$, with $x'''' \in x'^{\perp} \cap \Delta$, of the symp $L \times L'$, with $L' \in \mathcal{L}'$. Hence Property 1 is checked.

**Property 2.** Given a singular plane $\pi$ and line $M$ meeting $\pi$ at a point $p$, either (i) every line of $\pi$ on $p$ lies in a common symp with $M$, or (ii) exactly one such line has this property.
This translates to $\Omega_p$ as follows: for each point $p'$ and each line $L'$ not containing $p'$, either every point on $L'$ is at distance 2 from $p'$, or exactly one is. Using the same notation as in the proof of Property 1, we set $p' = (x,x')$, with $x \in L$ and $x' \in X'$. Suppose first that $L' = \{y\} \times K'$, $K' \in \mathcal{L}'$, with either $x \neq y$ or $x' \notin K'$. If $x = y$ or $x' \in K'$, then $p'$ and $L'$ are contained in a common symp. If $x \neq y$ and $x' \notin K'$, then $x'$ is at distance 2 from the points $(y,x'')$, with $x'' \perp x'$ and $x'' \in K'$. Secondly, suppose $L' = L \times \{x''\}, x'' \in X'$; then $p'$ is at distance 2 from $(x,x'')$ only if $x' \notin x^+$ and at distance at most 2 from every point of $L'$ otherwise. This shows Property 2.

**Property 3.** Given any line $L$ on a point $p$, there exists at least one further line $N$ on $p$ such that $L^+ \cap N^+ = \{p\}$.

This translates to $\Omega_p$ as follows: no point is at distance at most 2 from every other point, which is clearly true.

The assertion now follows from Theorem 1 of [11]. □

The following lemmas have similar proofs, and we leave them for the reader.

**Lemma 5.7.** Let $\Omega = (X, \mathcal{L})$ be a (locally connected) parapolar space with the property that each point-residual is isomorphic to a dual polar space of rank 3. Then $\Omega \cong F_{4,1}(\ast)$.

**Lemma 5.8.** Let $\Omega = (X, \mathcal{L})$ be a (locally connected) parapolar space with the property that each point-residual is isomorphic to the plane Grassmannian $A_{5,3}(\mathbb{L})$, for some skew field $\mathbb{L}$. Then $\mathbb{L}$ is a field and $\Omega \cong E_{6,2}(\mathbb{L})$.

**Remark 5.9.** Lemma 5.1 for $n \in \{5, 6\}$, Lemma 5.5, Lemma 5.7 in the finite case and Lemma 5.8 have also been proved by Cohen and Cooperstein; see Theorem 2.1 in [5]. The proof in [5] of the latter also implies Lemma 5.3. Note, however, that the local recognition results of [5] are slightly more general since they hold as gamma spaces, possibly containing lines of size 2 (which only makes a real difference if the corresponding diagram is not simply laced: that is, in case of type $F_{4,1}$).

6. Parapolar spaces with lacunary index 0

In this section, $\Omega = (X, \mathcal{L})$ is a parapolar space of symplectic rank at least $d \geq 2$ and with lacunary index 0. Note that we do not assume local connectivity in this section, but we shall prove it.

**6.1. Basic properties**

**Lemma 6.1.** Let $\Omega = (X, \mathcal{L})$ be a parapolar space of symplectic rank at least $d \geq 3$ with lacunary index 0. Then for every point $p \in X$, the point-residual $\Omega_p$ is a strong parapolar space of lacunary index $-1$. In particular, $\Omega$ is locally connected.

**Proof.** By Axiom (PPS1), there exists a point $p \in X$ contained in at least two symps. By Fact 3.9 and the absence of symps of rank 2, every connected component of $\Omega_p$ is a strong parapolar space, obviously with lacunary index $-1$. Since any two symps through $p$ have rank at least 3 and share a line, there is only one such component. Then by column $k = -1$ of Table 1, proved in [8], every line through $p$ is contained in at least two symps. Hence every point of $\Omega$ collinear to $p$ is contained in at least two symps, and we can interchange its role with that of $p$. A connectivity argument now shows that $\Omega_x$ is a strong parapolar space with lacunary index $-1$ for every $x \in X$. Fact 3.10 completes the proof of the lemma. □

**Lemma 6.2.** Parapolar spaces with lacunary index 0 are strong.

**Proof.** Recall that in the case of symplectic rank 2, this is an assumption. When the symplectic rank is at least 3, this follows from Lemma 6.1 and the fact that strong parapolar spaces of lacunary index $-1$ all have diameter 2; see Table 1. □

We now bound the diameter. The following lemma is Exercise 13.26 in [18]. We provide a proof for completeness.

**Lemma 6.3.** Let $\Omega = (X, \mathcal{L})$ be a parapolar space with lacunary index 0. Then $\text{Diam}\, \Omega \leq 3$. 
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Proof. Suppose for a contradiction that \( p_0 \perp p_1 \perp p_2 \perp p_3 \) are points with \( \delta(p_0, p_4) = 4 \). The symps \( \xi(p_0, p_2) \) and \( \xi(p_2, p_4) \) (which really are symps by Lemma 6.2) have \( p_2 \) and hence a line \( L \) in common. In the symp \( \xi(p_2, p_i) \), there is a point \( q_i \) on \( L \) collinear to \( p_i \), \( i = 0, 4 \). Then we have \( p_0 \perp q_0 \perp q_4 \perp p_4 \) and \( \delta(p_0, p_4) \leq 3 \), a contradiction. This proves the lemma.

We now consider diameters 2 and 3 separately.

6.2. Diameter 2 and minimum symplectic rank 2

Let \( \Omega = (X, \mathcal{L}) \) be a (strong) parapolar space with lacunary index 0, minimum symplectic rank 2 and diameter 2. We first prove that the symplectic rank is uniformly 2.

**Lemma 6.4.** Let \( \Omega = (X, \mathcal{L}) \) be a (strong) parapolar space with lacunary index 0, diameter 2 and minimum symplectic rank 2. Then \( \Omega \) has uniform symplectic rank 2.

**Proof.** Suppose for a contradiction that there is a symp \( \xi \) of rank at least 3. By connectivity, we may assume that some point \( p \in \xi \) is also contained in a symp of rank 2. We first claim that every line \( L \) through \( p \) is contained in a symp of rank 3. Indeed, let \( x \in L \setminus \{p\} \), and pick a point \( q \) in \( \xi \) not collinear to \( p \). Then the symp \( \xi(x, q) \) shares a line \( K \) with \( \xi \) and hence \( K \) contains a point \( y \) collinear to \( x \). Since \( K \) does not contain \( p \), we obtain a line \( yp \), all of whose points are collinear to \( x \). The claim now follows from Fact 3.5.

We next claim that \( \Omega_p \) is a parapolar space. Indeed, our first claim implies that, if \( L, M \) are lines through \( p \), then they belong to respective symps of rank at least 3, and these share a line by 0-lacunarity. Consequently \( \Omega_p \) is a connected point-line geometry. Hence Fact 3.9 implies that \( \Omega_p \) is either a single line, or the set of lines of a single symp of rank at least 3, or a parapolar space. Clearly the first two possibilities are impossible since there are at least two symps trough \( p \) by assumption (one of rank 2 and one of rank at least 3). The claim is proved.

Clearly, \( \Omega_p \) is strong and has lacunary index \(-1\). As can be seen in Table 1, these all have diameter 2. Therefore, every pair of lines of \( \Omega \) through \( p \) is contained in a symp of rank at least 3, contradicting the existence of a symp of rank 2 through \( p \). This contradiction shows that all symps through \( p \) have rank 2. This proves the lemma.

Hence, if \( \Omega = (X, \mathcal{L}) \) is a parapolar space with lacunary index 0, minimum symplectic rank 2 and diameter 2, then the symplectic rank is 2, and we clearly have an imbrex geometry. So we can apply Proposition 3.12.

- If the symps are thick, then we obtain (GQ) of Main Result 2.2. An example that this really occurs is given by taking for \((X, \Sigma)\) (with \(\Sigma\) the family of maximal singular subspaces) the dual of any Hermitian quadrangle in a 4-dimensional projective space, and for \(\Sigma\) the family of subquadrangles induced by the hyperplanes.
- If the symps are non-thick, then \(\Omega\) is the direct product space of two linear spaces \(Y\) and \(Z\). Suppose both contain at least two lines: say \(L_Y, K_Y\) are lines of \(Y\) and \(L_Z, K_Z\) are lines of \(Z\). Obviously, we may choose \(L_Y\) and \(K_Y\) intersecting (say in the point \(p_Y\)), and likewise \(L_Z\) and \(K_Z\) may be assumed to have a point, say \(p_Z\), in common with each other. Then the symps \(L_Y \times L_Z\) and \(K_Y \times K_Z\) intersect only at the point \((p_Y, p_Z)\), which is impossible by 0-lacunarity. Hence one of \(Y, Z\) is trivial and isomorphic to a thick line.

This takes care of the white cells in the column \(k = 0\) of Table 2.

6.3. Diameter 2 and symplectic rank at least 3

In this subsection, we show that parapolar spaces of diameter 2, symplectic rank at least 3 and lacunary index 0 are isomorphic to either \(A_{2,4}(L)\) or \(D_{5,5}(K)\) for some skew field \(L\) and a field \(K\).

**Lemma 6.5.** Let \( \Omega = (X, \mathcal{L}) \) be a parapolar space of diameter 2, symplectic rank at least 3 and lacunary index 0. Then either all point-residuals are isomorphic to \(A_{1,1}(\ast) \times A_{2,1}(\ast)\) or all point-residuals are isomorphic to \(A_{4,4}(\ast)\).
Proof. By Lemma 6.1, the point-residual $\Omega_p$ for any $p \in X$ is a strong parapolar space with lacunary index $-1$. By the main result of [8] (see also Column $k = -1$ of Table 1) it is one of $A_{1,1}(\ast) \times A_{2,1}(\ast), A_{2,1}(\ast) \times A_{2,1}(\ast), A_{4,2}(\mathbb{L}), A_{5,2}(\mathbb{L}), E_{6,1}(\mathbb{K})$. Clearly, if $p \perp q$ in $\Omega$, then the parameters (singular rank, symplectic rank; see Table 1) of $\Omega_p$ and $\Omega_q$ coincide, which implies, given the above list, that $\Omega_p$ and $\Omega_q$ are isomorphic. By connectivity, we conclude that all point-residuals are isomorphic.

Suppose $\xi_p$ is one of $A_{2,1}(\ast) \times A_{2,1}(\ast), A_{4,2}(\mathbb{L}), A_{5,2}(\mathbb{L}), E_{6,1}(\mathbb{K})$, and note that these all have the property that some point is not collinear to any point of some sym. In other words, we can find a sym $\xi$ containing $p$ and a point $x$ with $x^\perp \cap \xi = \{p\}$. Pick $q \in \xi \setminus p^\perp$, and let $\zeta$ be the sym containing $x$ and $q$. By 0-lacunarity, $\zeta \cap \xi$ contains a line $L$, and hence $x$ is collinear to some point of $L$, which is different from $p$, a contradiction. The lemma is proved. \hfill $\square$

The next proposition takes care of the white cells in the column $k = 0$ of Table 1.

Proposition 6.6. A parapolar space of diameter 2, symplectic rank at least 3 and lacunary index 0 is isomorphic to either $A_{4,2}(\mathbb{L}), \text{or } D_{5,5}(\mathbb{K})$, for some skew field $L$ or a field $\mathbb{K}$.

Proof. This follows directly from Lemma 6.5 and the recognition Lemmas 5.3 and 5.4. \hfill $\square$

6.4. Diameter 3

In this case, we verify that the conditions of Theorem 3.11 are fulfilled.

Lemma 6.7. Let $\Omega = (X, \mathcal{L})$ be a (strong) parapolar space with lacunary index 0 and diameter 3. Then for every point-symplecon pair $(x, \xi)$, we have $x^\perp \cap \xi \neq \emptyset$. In particular, the distance between a point and a line in $\Omega$ is at most 2.

Proof. Consider a point $q$ not in $\xi$ for which there is a path of length two, say $q \perp r \perp s$, for $r, s \in X$, with $s \in \xi$. We may assume $q \notin s^\perp$. By assumption, the symps $\xi(q, s)$ and $\xi$ intersect in a line $L$. But then $q$ is collinear with a point on $L$, which also lies in $\xi$.

So we can keep shortening the path from $x$ to $\xi$, which exists by connectivity, and hence we have proved the first part of the lemma. For the second statement, let $x \in X$ and $L \in \mathcal{L}$; then we include $L$ in symp $\xi$ and obtain a point $q \in \xi$ with $q \perp x$, and so any point on $L$ collinear to $q$ is at distance at most 2 from $x$. \hfill $\square$

Lemma 6.8. Let $\Omega = (X, \mathcal{L})$ be a (strong) parapolar space with lacunary index 0 and diameter 3. Then the points at distance at most 2 from a given point $p$ form a subspace, which is a geometric hyperplane.

Proof. Let $L$ be a line containing at least two distinct points at distance at most 2 from $p$, say $x, y$. If $\delta(p, L) = 1$, there is nothing to prove, so we may assume $\delta(p, x) = \delta(p, y) = 2$. Since $\Omega$ is strong, there are symps $\xi(p, x)$ and $\xi(p, y)$, which by 0-lacunarity intersect in a line $L_p$. If the points $x_p, y_p \in L_p$ collinear to respectively $x, y$ coincide, then $x \perp y \perp x_p \perp y_p$, so $x_p$ is collinear to $L$: that is, $d(p, r) \leq 2$ for each point $r \in L$. If $x_p \neq y_p$, then $p$ and $L$ are contained in the symp $\xi(y, x_p) = \xi(x, y_p)$, and hence $\delta(p, L) = 1$, concluding the proof that the points at distance at most 2 from $p$ form a subspace. By Lemma 6.7 and Proposition 11.5.21 of [3], this subspace is a geometric hyperplane. \hfill $\square$

Lemma 6.9. Let $\Omega = (X, \mathcal{L})$ be a (strong) parapolar space with lacunary index 0 and symplectic rank at least 3. Then the maximal singular subspaces have finite dimension.

Proof. The point-residuals of $\Omega$ are (strong) parapolar spaces of lacunary index $-1$, by Lemma 6.1. These all have maximal singular subspaces of finite projective dimension by the classification; see Column $k = -1$ of Table 1. Whence the lemma. \hfill $\square$

Proposition 6.10. A parapolar space with lacunary index 0 and diameter 3 is one of the following:

- $D_{6,6}(\mathbb{K}), A_{6,3}(\mathbb{L})$ or $E_{7,7}(\mathbb{K})$
- A dual polar space of rank 3 (that is, $B_{3,3}(\ast)$)
- A product geometry $L \times \Delta$, where $L$ is a thick line, and $\Delta$ is a polar space of rank at least 2.
Proof. This follows from Theorem 3.11 and Lemmas 6.7, 6.8 and 6.9. □

This takes care of the grey cells in the columns \( k = 0 \) of Tables 1 and 2.

7. Parapolar spaces with lacunary index 1

Let \( \Omega = (X, \mathcal{L}) \) be a locally connected parapolar space with lacunary index 1, strong if there are symps of rank 2. We start by showing that the symplectic rank is at least 3 (however; see Theorem A.14 for the non-strong case when the symplectic rank is 2). Then, since the point-residuals are 0-lacunary parapolar spaces, we know them by Proposition 6.10. To be able to apply the local recognition lemmas of Section 5, we show that all such residuals are of the same type.

Lemma 7.1. Let \( \Omega = (X, \mathcal{L}) \) be a strong parapolar space of minimum symplectic rank 2. Then \( \Omega \) is not 1-lacunary.

Proof. Suppose for a contradiction that \( \Omega \) is 1-lacunary. Let \( \xi \) be any symp of \( \Omega \) of rank 2. By connectivity, there is a symp \( \xi' \) intersecting \( \xi \) nontrivially. Then \( \xi \cap \xi' \) is a point \( p \), as otherwise 1-lacunarity forces \( \xi \cap \xi' \) to contain a plane, which is impossible as \( \xi \) has rank 2. Let \( L \) and \( L' \) be lines through \( p \) in \( \xi \) and \( \xi' \), respectively. Since \( \Omega \) is strong, there is a symp through \( L \) and \( L' \), which intersects \( \xi \) in \( L \), contradicting what we have just deduced. □

Taken together with the previous section, and in view of the main results of [8], this completes the proof of Main Result 2.2. It also shows Corollary 2.3(i), by an obvious inductive argument.

Lemma 7.2. Let \( \Omega = (X, \mathcal{L}) \) be a locally connected parapolar space with lacunary index 1 and symplectic rank at least 3. Then, for each two points \( p, q \in X \), the point-residuals \( \Omega_p \) and \( \Omega_q \) are Lie incidence geometries of the same Coxeter type.

Proof. Take any point \( p \in X \), and consider the point-residual \( \Omega_p \). Since \( \Omega \) is locally connected, Fact 3.10 implies that \( \Omega_p \) is connected, and then we obtain from Fact 3.9 that \( \Omega_p \) is a (strong) parapolar space. Clearly, \( \Omega_p \) is 0-lacunary. Moreover, the singular subspaces of \( \Omega_p \) are projective, since this is the case for \( \Omega \) (cf. Fact 3.5). Hence \( \Omega_p \) is as in Tables 1 and 2 (columns corresponding to \( k = 0 \)), except that the GQ-case does not occur and the linear space ‘LS’ is a projective space. Consequently, \( \Omega_p \) is a Lie incidence geometry. One also observes that we can distinguish the entries of these columns by their symplectic and singular ranks.

Now let \( q \in X \) be collinear with \( p \). We claim that \( \Omega_q \) has the same symplectic and singular ranks as \( \Omega_p \). Indeed, each symp through the line \( pq \) corresponds with a unique symp of \( \Omega_p \) through \( q \) and with a unique symp \( \Omega_q \) through \( p \), and vice versa. Hence there is a bijective correspondence between the symps of \( \Omega_p \) through \( q \) and of \( \Omega_q \) through \( p \); likewise for the maximal singular subspaces. Each point in \( \Omega_p \) (respectively \( \Omega_q \)) plays the same role, so the local parameters determine the global ones, proving the claim. So \( \Omega_p \) and \( \Omega_q \) have the same Coxeter type indeed, and by connectivity, the lemma follows. □

Proposition 7.3. Let \( \Omega = (X, \mathcal{L}) \) be a locally connected parapolar space with lacunary index 1 and symplectic rank at least 3. Then either

(i) \( \Omega \) is one of the non-strong parapolar spaces \( B_{n,2}(\ast) \), \( D_{n,2}(\mathbb{K}) \), \( E_{6,2}(\mathbb{K}) \), \( E_{7,1}(\mathbb{K}) \), \( E_{8,8}(\mathbb{K}) \) or \( F_{4,1}(\ast) \), \( n \geq 4 \), \( \mathbb{K} \) any field, or
(ii) \( \Omega \) is one of the strong parapolar spaces \( A_{n,2}(\mathbb{L}) \), \( D_{5,5}(\mathbb{K}) \) or \( E_{6,1}(\mathbb{K}) \), \( n \geq 4 \), \( \mathbb{K} \) any field.

Proof. By Lemma 7.2, all point-residuals have the same type and are moreover 0-lacunary. We can now use the classification of 0-lacunary parapolar spaces again. Suppose first that the point-residuals have diameter 3. From Tables 1 and 2, we deduce the following possibilities (\( p \in X \) arbitrary).

• \( \Omega_p \) is the Cartesian product of a thick line and a polar space. Then, by Lemma 5.6, \( \Omega \) is one of \( B_{n,2}(\ast) \) or \( D_{n,2}(\mathbb{K}) \), \( n \geq 4 \), \( \mathbb{K} \) any field.
• \( \Omega_p \) is dual polar space of rank 3. Then, by Lemma 5.7, \( \Omega \cong F_{4,1}(\ast) \).
• $\Omega_p$ is one of $A_{n,3}(\mathbb{L})$, $D_{n,6}(\mathbb{K})$ or $E_{7,7}(\mathbb{K})$, $\mathbb{L}$ a skew field, $\mathbb{K}$ a field. Then, by Lemmas 5.8, 5.1 and 5.5, respectively, $\Omega$ is either $E_{6,2}(\mathbb{L})$, $E_{7,1}(\mathbb{K})$ or $E_{8,8}(\mathbb{K})$, where $\mathbb{L}$ is necessarily a field. This shows (i). Now suppose the point-residuals have diameter 2. Then Tables 1 and 2 give the following possibilities, noting that singular subspaces are projective (and again $p \in X$ is arbitrary):

• $\Omega_p$ is the Cartesian product of a thick line and a projective space of dimension at least 2. Then, by Lemma 5.4, $\Omega \cong A_{n,2}(\mathbb{L})$, $n \geq 4$ and $\mathbb{L}$ some skew field.

• $\Omega_p$ is one of $A_{n,2}(\mathbb{L})$ or $D_{n,5}(\mathbb{K})$, $\mathbb{L}$ a skew field, $\mathbb{K}$ a field. Then, by Lemmas 5.3 and 5.1, respectively, $\Omega$ is either $D_{n,5}(\mathbb{K})$ or $E_{6,1}(\mathbb{K})$, respectively (with $\mathbb{L}$ necessarily a field). This yields (ii) and completes the proof of the proposition.

Proposition 7.3(i) takes care of the grey cells in the columns $k = 1$ of Tables 1 and 2. Also, Proposition 7.3(ii) takes care of the white cells in the columns $k = 1$ of Tables 1 and 2.

8. Parapolar spaces with lacunary index at least 2

Let $\Omega = (X, \mathcal{L})$ be a locally connected parapolar space with lacunary index $k$, $k \geq 2$. By definition, the symplectic rank is at least $k + 1$. We can now conclude the proof of our main theorem using an induction on the lacunary index $k$, starting with the already established case $k = 1$.

**Theorem 8.1.** Let $\Omega = (X, \mathcal{L})$ be a locally connected parapolar space with lacunary index $k$, $k \geq 2$ and minimal symplectic rank $d \geq k + 1$. Then $\Omega$ is one of the parapolar spaces mentioned in Tables 1 and 2 in the columns corresponding to $k = 2, 3, 4, 5$.

**Proof.** We prove it step by step starting with the case $k = 2$. Consider any point-residual $\Omega_p$, $p \in X$. Then, by local connectivity, $\Omega_p$ is a strong parapolar space with lacunary index 1 and minimal symplectic rank $d' \geq d - 1 \geq k = 2$. By Lemma 7.1, $d' \geq 3$, and so, since $\Omega_p$ cannot be one of the parapolar spaces mentioned in the conclusion of Proposition 7.3, as these are all non-strong, $\Omega_p$ is one of $A_{n,2}(\mathbb{L})$, $D_{n,5}(\mathbb{K})$ or $E_{6,1}(\mathbb{K})$.

Suppose first that $\Omega_p \cong E_{6,1}(\mathbb{K})$. Then every point $q$ collinear to $p$ is contained in a symplecton of rank 5, and hence, since $\Omega_q$ also has to be one of the above parapolar spaces and $E_{6,1}(\mathbb{K})$ is the only one with symplectic rank 5, we see that $\Omega_q \cong E_{6,1}(\mathbb{K})$. By connectivity, all point-residuals are isomorphic to $E_{6,1}(\mathbb{K})$. Now Lemma 5.5 implies $\Omega \cong E_{7,7}(\mathbb{K})$. Similarly, if $\Omega_p \cong D_{n,5}(\mathbb{K})$, then, using Lemma 5.1, we conclude $\Omega \cong E_{6,1}(\mathbb{K})$. This already yields the column $k = 2$ of Table 1.

Now suppose $\Omega_p \cong A_{n,2}(\mathbb{L})$, $n \geq 4$. Then the maximum singular subspaces containing $p$ have dimension $n - 1$. Since every line through $p$ is contained in such a singular subspace, the same is true for every point collinear to $p$. By connectivity, we conclude that all point-residuals are isomorphic to $A_{n,2}(\mathbb{L})$. Now Lemma 5.3 implies that $\mathbb{L}$ is a field and $\Omega \cong D_{n+1,n+1}(\mathbb{K})^h$. This yields the column $k = 2$ of Table 2.

Now suppose $k = 3$. Pick $p \in X$. Then $\Omega_p$ is a connected 2-lacunary parapolar space and thus one of $D_{n,n}(\mathbb{K})^h$, $n \geq 5$, $E_{6,1}(\mathbb{K})$ or $E_{7,7}(\mathbb{K})$. Similar arguments as for the case $k = 2$ lead in the two latter cases to $\Omega \in \{E_{7,7}(\mathbb{K}), E_{8,8}(\mathbb{K})\}$ (using Lemma 5.5): that is, the column $k = 3$ in Table 1. In the former case, a similar argument, together with Lemma 5.1, yields $\Omega \cong E_{n+1,n+1}(\mathbb{K})^h$, where $\Omega \cong E_{n+1,n+1}(\mathbb{K})$ for $n \in \{5, 6\}$. This is column $k = 3$ in Table 2.

Next, suppose $k = 4$. Again pick $p \in X$. Then $\Omega_p$ is a connected 3-lacunary strong parapolar space. It is easy to see that $E_{n+1,n+1}(\mathbb{K})^h$ is not strong for $n \geq 6$, as the point-residual of a strong parapolar space has diameter 2. Also, $E_{8,8}(\mathbb{K})$ is not strong as a long root geometry. Hence, this time, $\Omega_p$ is isomorphic to $E_{6,1}(\mathbb{K})$ or $E_{7,7}(\mathbb{K})$. Similarly as above, using Lemma 5.5, we conclude $\Omega \in \{E_{7,7}(\mathbb{K}), E_{8,8}(\mathbb{K})\}$: that is, the column $k = 4$ of Tables 1 and 2.

Similarly, the case $k = 5$ leads to $\Omega \cong E_{8,8}(\mathbb{K})$: that is, the column $k = 5$ of Table 2.

Since the only 5-lacunary locally connected parapolar spaces are non-strong, there do not exist $k$-lacunary locally connected parapolar spaces with $k \geq 6$.

This completes the proof of the theorem and of Main Result 2.1.
A. Locally disconnected parapolar spaces

It is well known, and attributed to folklore by Shult in [18], that a gamma-space can be assembled in a unique way from locally connected ‘components’; see [18, Theorem 3.6.1]. Shult then uses this result to comment on parapolar spaces that are not locally connected; see [18, Section 13.5]. The answer given there, in particular the discussion in Subsection 3.6.2, is perhaps slightly too vague and too general.

In this appendix, we revise Shult’s results directly in the theory of parapolar spaces, providing full detailed proofs. As Shult notes, a lot of people have independently rediscovered some parts of it; but, as Shult also mentions in a footnote [18, p. 69], the ‘easy results’ also deserve detailed proofs and clearly stated corollaries. Our aim is to revise Shult’s principles in [18, 3.6.2], showing that they do not suffice in certain situations, and illustrate the need for this revision with a few examples.

A.1. Unbuttoning of parapolar spaces

Let \( \Omega = (X, \mathcal{L}) \) be an arbitrary parapolar space with symplectic rank at least 3. For each point \( p \in X \), we denote by \( \mathcal{C}_p \), the set of connected components of \( \Omega_p \) (see Definition 3.8 and Fact 3.9). By definition, \( \Omega \) is locally connected if \( \Omega_p \) is connected for all \( p \in X \); otherwise, \( \Omega \) is locally disconnected. The following construction introduces a copy of a point \( p \) for each connected component of \( \Omega_p \).

**Construction A.1.** Let \( \Omega = (X, \mathcal{L}) \) be an arbitrary parapolar space with symplectic rank at least 3. The unbuttoning of \( \Omega \) is defined as the following point-line geometry \( \tilde{\Omega} = (X, \tilde{\mathcal{L}}) \):

- \( \tilde{X} = \{(p, Y) : p \in X \text{ and } Y \in \mathcal{C}_p \} \).
- For each line \( L \in \mathcal{L} \), we define \( \tilde{L} = \{(p, Y) \in \tilde{X} : p \in L \in Y\} \).
- \( \tilde{\mathcal{L}} = \{\tilde{L} : L \in \mathcal{L}\} \).

So two points \((p_1, Y_1)\) and \((p_2, Y_2)\), with \( Y_i \in \Omega_{p_i} \) for \( i = 1, 2 \), are collinear in \( \tilde{\Omega} \) if and only if \( p_1 \perp p_2 \) and the line \( p_1 p_2 \) is an element of both \( Y_1 \) and \( Y_2 \). For a point \((p, Y)\), we call \( p \) the first coordinate of \((p, Y)\).

This procedure yields a disjoint union of locally connected (para)polar spaces:

**Proposition A.2.** Let \( \Omega = (X, \mathcal{L}) \) be a not necessarily locally connected parapolar space of symplectic rank at least 3. Then its unbuttoning \( \tilde{\Omega} \) is the disjoint union of locally connected (para)polar spaces.

**Proof.** We verify the axioms of a parapolar space, except that in Axiom (PPS1), we do not require that there is a point-line pair \((p, L)\) such that no point of \( L \) is collinear to \( p \). Nor do we require that \( \tilde{\Omega} \) is connected; instead we will, in the end, consider its connected components.

1. **(PPS1)** Suppose \((p, Y) \in \tilde{X} \) and \( \tilde{L} \in \tilde{\mathcal{L}} \) are such that \((p, Y) \notin \tilde{L} \) is collinear to at least two points of \( \tilde{L} \). Let \((x^*, Y^*)\) be any point of \( \tilde{L} \). In \( \tilde{\Omega} \), at least two points of \( L \) are collinear to \( p \), so \((p, L)\) is a plane \( \pi \). This means each line of \( \pi \) through \( p \) belongs to \( Y \) (in particular, \( px^* \in Y \)), and likewise, each line of \( \pi \) through \( x^* \) is contained in \( Y^* \) (in particular, \( px^* \in Y^* \)). Consequently, \((p, Y)\) and \((x^*, Y^*)\) are contained in \( \tilde{p}\tilde{x}^* \), and as such they are indeed collinear in \( \tilde{\Omega} \).

2. **(PPS2)** Let \((p_i, Y_i) \in \tilde{X}, i = 1, 2\) be two non-collinear points of \( \tilde{\Omega} \) collinear to at least one common point \((x_1, \Sigma_1)\) of \( \tilde{\Omega} \). We claim that \( p_1 \) and \( p_2 \) are not collinear in \( \tilde{\Omega} \). Indeed, suppose they are. Since \((p_1, Y_1)\) is collinear to \((x_1, \Sigma_1)\), the line \( p_1 x_1 \) belongs to \( Y_1 \). As \( x_1 \) is collinear to \( p_2 \), the line \( p_1 p_2 \) lies in \( Y_1 \) too. Likewise we obtain \( p_1 p_2 \in Y_2 \). But then the points \((p_i, Y_i), i = 1, 2\) belong to \( p_1 p_2 \), a contradiction. Our claim follows. Now suppose that both \((p_i, Y_i), i = 1, 2\), are collinear to a second point \((x_2, \Sigma_2)\), with \((x_1, \Sigma_1) \neq (x_2, \Sigma_2)\). Since \( x_i p_i \subset \Sigma_i \) for \( i = 1, 2 \) and \( \Sigma_1 \cap \Sigma_2 = \{x_1\} \) if \( x_1 = x_2 \), we deduce \( x_1 \neq x_2 \).

We now show that the convex closure \( C \) of \((p_1, Y_1)\) and \((p_2, Y_2)\) is a polar space canonically isomorphic to the sympl \( \xi := \xi(p_1, p_2) \). To that aim, we have to show two claims.

**Claim 1:** If \( x \in \xi(p_1, p_2) \), and if we denote by \( \Sigma_{x, \xi} \) the component of \( \Omega_x \) containing the lines of \( \xi \) through \( x \), then \((x, \Sigma_{x, \xi})\) belongs to \( C \).
Indeed, by Fact 3.3, it suffices to show that \((x, \Sigma_{x, \xi}) \in C\) for all points \(x\) that are contained in a line joining \(p_1\) or \(p_2\) with a point of \(p_1^+ \cap p_2^+\). Suppose first that \(x \in p_1^+ \cap p_2^+\). Then, firstly, \(xp_1\) and \(xp_2\) belong to \(\Sigma_{x, \xi}\) by our assumption on \(\Sigma_{x, \xi}\). Secondly, \(p_1x\) belongs to \(Y_i\), \(i = 1, 2\), because \(p_1x\) lies in the same connected component of \(\bar{\Omega}_{p_1}\) as \(p_1x_1\) and \(p_1x_2\) (these lines all lie in \(\xi\), \(i = 1, 2\). This shows that the point \((x, \Sigma_{x, \xi})\) is collinear to \((p_i, Y_i), i = 1, 2\), and hence belongs to \(C\). Similarly, we can now show that each point \(x'\) on the line \(p_1x\) is such that \((x', \Sigma_{x', \xi})\) is on the line joining \((p_i, Y_i)\) and \((x, \Sigma_{x, \xi}), i = 1, 2\), and hence \((x', \Sigma_{x', \xi}) \in C\) too. This shows Claim 1.

**Claim 2:** If \((y, Y) \in C\), then \(y \in \xi\), and \(Y\) is the component of \(\bar{\Omega}_y\) containing the lines of \(\xi\) through \(y\).

Indeed, let \(C'\) denote the set of points \((x, \Sigma_{x, \xi})\), with \(x \in \xi\). Let \(\rho\) be the projection map \(C' \to \xi : (x, \Sigma) \mapsto x\). Then \(\rho\) is an isomorphism of point-line geometries: the first paragraph implies that \(\rho\) preserves collinearity and is injective; surjectivity follows by definition of \(C'\). Hence \(C'\) is a polar space containing \((p_1, Y_1)\) and \((p_2, Y_2)\), and therefore \(C' = C\).

This concludes the verification of Axiom (PPS2).

(PPS3) Let \(\tilde{L}\) be a line of \(\tilde{\Omega}\). Then \(L \in \mathcal{L}\) is contained in some symp \(\xi\). We consider two points \(p_1, p_2 \in \xi\) at distance 2 and with \(p_1 \in L\). We showed above that \((p_1, \Sigma_{p_1, \xi})\) and \((p_2, \Sigma_{p_2, \xi})\) determine a symp \(\tilde{\xi}\) in \(\tilde{\Omega}\), which contains precisely the points \((x, \Sigma_{x, \xi})\) with \(x \in \xi\), so in particular those with \(x \in L\). Since \(L \subseteq \xi\), we have that \(L \subseteq \Sigma_{x, \xi}\) for all \(x \in L\), showing that \(\tilde{L}\) belongs to \(\tilde{\xi}\).

This shows that each connected component \(\omega\) of \(\tilde{\Omega}\) is a (para)polar space. The fact that \(\omega\) is locally connected follows immediately from the definition of \(\tilde{\Omega}\). This proves the proposition. □

**Remark A.3.** Note that, in Proposition A.2, we restricted ourselves to parapolar spaces with symplectic rank at least 3, in contrast to the general theory of gamma spaces (see Section 3.6 of [18]). The reason is that, although this might make sense for gamma spaces, for the more restricted class of parapolar spaces we are not aware of any sensible way of unbuttoning so that both symps and singular subspaces can be reassembled afterward.

We are now interested in a reverse procedure. Which parapolar spaces can we obtain by collecting locally connected (para)polar spaces and identifying certain points? The following lemma is necessary to make the construction universal. Basically it says that, in \(\Omega\), you cannot walk from a point \(p\) to itself in less than five steps using two different components of \(\Omega_p\) to start and come back in.

**Lemma A.4.** Let \(\Omega = (X, \mathcal{L})\) be a not necessarily locally connected parapolar space with symplectic rank at least 3. Let \(\tilde{\Omega}\) be its unbuttoning. Let \(p \in X\) be such that \(\Omega_p\) is disconnected, and let \(\Sigma_1^{(p)}\) and \(\Sigma_2^{(p)}\) be two distinct connected components of \(\Omega_p\). Let \(q, r, s \in X \setminus \{p\}\) be arbitrary (not necessarily distinct), and let \(\Sigma_1^{(q)}\), \(\Sigma_2^{(q)}\), \(\Sigma_1^{(r)}\), \(\Sigma_2^{(r)}\), \(\Sigma_1^{(s)}\), \(\Sigma_2^{(s)}\) be not necessarily distinct respective connected components (with self-explaining notation) of \(\Omega_q, \Omega_r, \Omega_s\). Then

\[
\ell := \delta((p, \Sigma_1^{(p)}), (q, \Sigma_1^{(q)})) + \delta((q, \Sigma_2^{(q)}), (r, \Sigma_1^{(r)})) + \\
\delta((r, \Sigma_2^{(r)}), (s, \Sigma_1^{(s)})) + \delta((s, \Sigma_2^{(s)}), (p, \Sigma_1^{(p)})) \geq 5
\]

(points in different components of \(\tilde{\Omega}\) have distance \(\delta = \infty\), which is by definition larger than any positive number).

**Proof.** Suppose for a contradiction that \(\ell \leq 4\). We examine the case \(\ell = 4\), leaving the easier cases \(\ell = 1, 2, 3\) to the interested reader. The assumption \(\ell = 4\) allows us to also assume that

\[
\delta((p, \Sigma_1^{(p)}), (q, \Sigma_1^{(q)})) = \delta((q, \Sigma_2^{(q)}), (r, \Sigma_1^{(r)})) = \delta((r, \Sigma_2^{(r)}), (s, \Sigma_1^{(s)})) = \delta((s, \Sigma_2^{(s)}), (p, \Sigma_1^{(p)})) = 1,
\]
since, if some of these distances would be 0, then another distance must be at least 2, and we can insert a chain of points consecutively at distance 1, rename, and get the above assumption back.

By the definition of lines in $\Omega$, we then obtain $p \perp q \perp r \perp s \perp p$. First note that the lines $pq$ and $ps$ belong to $Y^{(p)}_2$ and $Y^{(p)}_1$, respectively. By assumption, $Y^{(p)}_1 \neq Y^{(p)}_2$. This already implies $q \neq s$. It also implies that $q$ cannot be collinear to $s$, for then $\langle p, q, s \rangle$ would be a projective plane (see also Fact 3.6), yielding $Y^{(p)}_1 = Y^{(p)}_2$ after all. However, if $q$ and $s$ are not collinear, they determine a sym $\xi$ since $p \neq r$, clearly containing the lines $pq$ and $ps$, which again leads to $Y^{(p)}_1 = Y^{(p)}_2$. This contradiction proves the lemma. □

### A.2. Buttoning of parapolar spaces

**Construction A.5.** Let $\mathcal{F} = \{\Omega_i = (X_i, \mathcal{L}_i) : i \in I\}$ be a family of (disjoint) locally connected (para)polar spaces (of symplectic rank at least 2) over some non-empty index set $I$. Let $\mathcal{R}$ be an equivalence relation on the union $\tilde{X} = \bigcup_{i \in I} X_i$ of the sets of points of all members of $\mathcal{F}$, satisfying the following two conditions (C1) and (C2).

(C1) Let $\tilde{p}, \tilde{q}, \tilde{r}, \tilde{s}$ be four (not necessarily distinct, but $\tilde{p} \notin \{\tilde{q}, \tilde{r}, \tilde{s}\}$) equivalence classes with respect to $\mathcal{R}$, and let $p_1, p_2 \in \tilde{p}$, with $p_1 \neq p_2$. If $q_1, q_2 \in \tilde{q}, r_1, r_2 \in \tilde{r}$ and $s_1, s_2 \in \tilde{s}$, then

$$\delta(p_2, q_1) + \delta(q_2, r_1) + \delta(r_2, s_1) + \delta(s_2, p_1) \geq 5.$$  

(C2) The graph with vertex set $\mathcal{F}$, where two vertices $\Omega_i$ and $\Omega_j$, $i, j \in I$, are adjacent if some point of $\Omega_i$ is contained in the same equivalence class as some point of $\Omega_j$, is connected.

Set $X = \tilde{X}/\mathcal{R}$. For each line $L$ contained in some member of $\mathcal{F}$, we put $\bar{L} := \{\tilde{p} \mid p \in L\}$ and define $\mathcal{L}$ as $\{\bar{L} \mid L \in \mathcal{L}_i$ for some $i \in I\}$. Then we denote the geometry $\Omega = (X, \mathcal{L})$ by $\Omega(\mathcal{F}, \mathcal{R})$. If $\mathcal{R}$ is nontrivial, then we call $\Omega$ a buttoned geometry. The members of the family $\mathcal{F}$ are called sheets. If $\mathcal{C}$ is a class of polar and parapolar spaces such that each member of $\mathcal{F}$ is contained in $\mathcal{C}$, then we say that $\Omega$ is buttoned over $\mathcal{C}$, and $\mathcal{F}$ is called the sheet space of $\Omega$ (note that members of $\mathcal{C}$ are allowed to occur multiple times in $\mathcal{F}$). If $\mathcal{F} = \{\Omega^*\}$ for some parapolar space $\Omega^*$, then $\Omega$ is called self-buttoned. □

**Lemma A.6.** With the notation of Construction A.5, distinct lines $L$ and $L'$ define distinct sets $\bar{L}$ and $\bar{L'}$.

**Proof.** Indeed, suppose $\bar{L} = \bar{L'}$, and take points $\tilde{p}, \tilde{q} \in \bar{L} = \bar{L'}$ with $\tilde{p} \neq \tilde{q}$. Let $p_1, q_2$ be (distinct) points on $L$ and $p_2, q_1$ (distinct) points on $L'$ with $p_1, p_2 \in \tilde{p}$ and $q_1, q_2 \in \tilde{q}$. Then Condition (C1), with $\tilde{r} = s = \tilde{q}, r_1 = s_2 = q_2$ and $r_2 = s_1 = q_1$ implies $p_1 = p_2$. Since $\tilde{p} \in \bar{L}$ was arbitrary, we obtain $L = L'$. The claim follows. □

We have the following result.

**Proposition A.7.** Let $\Omega = \Omega(\mathcal{F}, \mathcal{R})$ be a buttoned geometry with sheet space $\mathcal{F}$ and nontrivial equivalence relation $\mathcal{R}$.

Then $\Omega$ is a locally disconnected parapolar space. Moreover, there is a natural bijection between the set of symplecta of $\Omega$ and the set of symplecta of all members of $\mathcal{F}$, and corresponding symps are isomorphic and hence have the same rank; in particular, if all members of $\mathcal{F}$ have (symplectic) rank at least 3, then so does $\Omega$.

**Proof.** We verify the axioms of a parapolar space for $\Omega := \Omega(\mathcal{F}, \mathcal{R})$.

(PPS1) Condition (C2) implies immediately that $\Omega$ is connected. Let $\bar{L} \in \mathcal{L}$ and $\tilde{p} \in X$ with $\tilde{p} \notin \bar{L}$ be such that $\tilde{p}$ is collinear to at least two points $\tilde{q}, \tilde{r} \in \bar{L}$. The definition of $\mathcal{L}$ yields (unique) points $p_1, p_2 \in \tilde{p}, q_1, q_2 \in \tilde{q}, r_1, r_2 \in \tilde{r}$ with $p_1 \perp q_2, q_1 \perp r_2, r_1 \perp p_2$. By Condition (C1), $p_1 = p_2, q_1 = q_2$ and $r_1 = r_2$. It follows that $q_1 r_1 = L$, and hence $p_1$ is collinear to each point of $L$. This implies that $\tilde{p}$ is collinear to each point of $\bar{L}$. Condition (C1) implies that there exist $p \in \bar{L}, q \in \tilde{q}$ and $r \in \tilde{r}$ with $p \perp q \perp r \perp p$, and so all of $p, q, r$ lie in a common member of $\mathcal{F}$, implying that $p$ is collinear to all points of the line $qr$. Hence $\tilde{p}$ is collinear to all points of $L$. □
Now assume first that \( \mathcal{F} \) contains a parapolar space. Let \( \Omega_i, i \in I \) be such a member, let \( p \in X_i \) be arbitrary and let \( L \in \mathcal{L}_i \) be arbitrary but such that \( \delta(p, L) = 2 \). Suppose for a contradiction that \( \tilde{p} \) is collinear to some point \( \tilde{q} \) on \( L \). Let \( p \perp s \perp r \in L \). Then \( p \perp \tilde{q} \perp \tilde{r} \perp \tilde{s} \perp \tilde{p} \), which implies by (C1) that all of \( \tilde{p}, \tilde{q}, \tilde{r}, \tilde{s} \) contain representatives in \( \Omega_i \), and hence \( p \) is collinear to some point of \( L \)—after all, a contradiction.

Next assume all members of \( \mathcal{F} \) are polar spaces. Then there exist two members \( \Omega_i, \Omega_j, i, j \in I \), and points \( p_i \in X_i \) and \( p_j \in X_j \) such that \( p_i \) and \( p_j \) are contained in the same equivalence class \( \tilde{p} \). Choose a point \( x \in X_i \) collinear to \( p_i \) and a line \( L \) in \( \Omega_j \) not incident with \( p_j \). We now easily check that, with self-explaining notation, \( \tilde{x} \) is not collinear to any point of \( L \). This completes the proof of (PPS1).

(PPS2) Let \( \tilde{p} \perp \tilde{q} \perp \tilde{r} \perp \tilde{s} \perp \tilde{p} \) be a quadrangle in \( \Omega \) with \( \tilde{p} \) not collinear to \( \tilde{r} \). Condition (C1) implies that there are unique representatives \( p, q, r, s \) of \( \tilde{p}, \tilde{q}, \tilde{r}, \tilde{s} \), respectively, contained in a common member \( \Omega_i \) of \( \mathcal{F} \) for a unique \( i \in I \). Clearly, \( p \perp q \perp r \perp s \) and \( p \) and \( r \) are not collinear. It follows that the image in \( X \) of the unique symf \( \xi(p, r) \) of \( \Omega_i \) containing \( p \) and \( r \) is part of the convex closure \( C \) of \( \tilde{p} \) and \( \tilde{r} \). But \( C \) does not contain any further points since this would yield a circuit of length 4 and again be a contradiction to Condition (C1).

In particular, this shows that the map \( p \mapsto \tilde{p} \) is bijective when restricted to the point set of symps of \( \mathcal{F} \), and hence symps occurring in members of \( \mathcal{F} \) correspond bijectively with symps in \( \Omega \). Hence, the symplectic rank of \( \Omega \) is the minimum of all (symplectic) ranks of the members of \( \mathcal{F} \).

(PPS3) In view of the above, this follows immediately from the fact that every line of any member of \( \mathcal{F} \) is contained in a symp of that member.

Finally, suppose that \( \Omega \) has symplectic rank at least 3 (so by the above, all members of \( \mathcal{F} \) have (symplectic) rank at least 3). The relation \( \mathcal{R} \) is nontrivial, and so there exists a class \( \tilde{p} \) with at least two elements, say \( p, p' \). By Condition (C1), \( p^\perp \cap p'^\perp = \emptyset \), and moreover, no pair of points in \( p^\perp \cup p'^\perp \) is in the same equivalence class. This implies that \( p^\perp \) and \( p'^\perp \) induce two connected components of \( \Omega_{\tilde{p}} \), so \( \Omega \) is locally disconnected at \( \tilde{p} \).

**Theorem A.8.** Let \( \Omega \) be a parapolar space of symplectic rank at least 3. Then either \( \Omega \) is locally connected or \( \Omega \) is isomorphic to the buttoned parapolar space \( \Omega(\mathcal{F}, \mathcal{R}) \), where the sheet space \( \mathcal{F} \) is the family of connected components of the unbuttoning \( \tilde{\Omega} \) of \( \Omega \) (which are locally connected (para)polar spaces of symplectic rank at least 3) and (nontrivial) equivalence relation \( \mathcal{R} \) defined by ‘sharing the first coordinate’.  

**Proof.** If \( \Omega \) is not locally connected, then let \( \tilde{\Omega} \) be its unbuttoning. Let \( \mathcal{F} \) be the family of connected components of \( \tilde{\Omega} \), and let \( \mathcal{R} \) be the equivalence relation on the point set of \( \tilde{\Omega} \) defined by ‘sharing the first coordinate’. If \( \mathcal{R} \) satisfies Conditions (C1) and (C2), it is clear that \( \Omega \) is isomorphic to the buttoned geometry \( \Omega(\mathcal{F}, \mathcal{R}) \) arising from \( \mathcal{F} \) and \( \mathcal{R} \). Now, by Lemma A.4, \( \mathcal{R} \) satisfies Condition (C1). Moreover connectivity of \( \Omega \) implies that \( \mathcal{R} \) satisfies Condition (C2).  

For the applications, we need the following proposition.

**Proposition A.9.** Let \( \Omega = (X, \mathcal{L}) \) be a buttoned parapolar space (of symplectic rank at least 3) over a class \( \mathcal{C} \). Define the graph \( \Gamma = (\mathcal{L}, \sim) \), where \( L \sim L' \) if \( L \) and \( L' \) are contained in a common plane. Then containment induces a bijection \( \beta \) from the connected components of \( \Gamma \) to the sheet space of \( \Omega \). Hence the union of all points on the lines of each connected component of \( \Gamma \) is either a polar space, a locally connected parapolar space, or a self-buttoned parapolar space whose (singleton) sheet space is an element of \( \mathcal{C} \).

**Proof.** Let \( \tilde{L} \in \mathcal{L} \). Then, by definition, there is a line \( L \) contained in some member \( \Omega_\alpha \in \mathcal{C} \) contained in the sheet space such that \( \tilde{L} = \{ \tilde{p} \mid p \in L \} \). By Lemma A.6, \( L \) is unique. Now let \( L' \) be adjacent to \( L \) in \( \Gamma \), and define \( L' \) with respect to \( \tilde{L} \) similarly as \( L \) is defined with respect to \( \tilde{L} \). Then the first paragraph...
of the proof of (PPS1) in Proposition A.7 implies that $L$ and $L'$ are both contained in $\Omega$. Hence $\bar{L}$ and $\bar{L}'$, and all lines in the same connected component of $\Gamma$, are contained in the image of $\Omega$, in $\Omega$, which is either a polar space, a locally connected parapolar space or a buttoned parapolar space over $\{\Omega\}$. The proposition follows. □

A.3. Applications: extending characterizations of parapolar spaces

A.3.1. General discussion

Proposition A.7 allows us to remove the requirement of local connectivity in (almost) all of the characterisation results on parapolar spaces. Proposition A.9 allows us to formulate a sufficient condition under which a characterization theorem for locally connected parapolar spaces—say, satisfying the list of hypotheses (h)—can be extended to locally disconnected parapolar spaces by simply choosing the sheet space in the family of all locally connected (para)polar spaces satisfying (h).

Indeed, we observe that almost all hypotheses of all characterization/classification results of parapolar spaces can be phrased using one and the same principle: the absence of certain configurations—that is, subgeometries—possibly under certain additional conditions. We provide examples later; we first phrase the basic principle.

Definition A.10. In the present paper, a configuration $\Sigma$ is a point-line geometry $(Y, \mathcal{M})$ with the property that every triangle of points (that is, three pairwise collinear points not on a common line) is contained in a unique projective plane. A configuration $\Sigma$ is called line-compact if it is connected and the graph $\Gamma_\Sigma$ on the lines of $\Sigma$, with two lines adjacent if they are contained in a common plane, is connected and has diameter at most 7.

The next proposition follows from Proposition A.9, observing that the point-diameter of a line-compact configuration is at most 3 (which follows from the restriction on the diameter of the graph $\Gamma_\Sigma$ above). A full subgeometry is a subset of points and lines such that every line of the subgeometry is a full line of $\Omega$ (however, not all pairs of points of the subgeometry that are collinear in $\Omega$ are necessarily collinear in the subgeometry).

Proposition A.11. Let $\mathcal{C}$ be the class of all locally connected (para)polar spaces in which the occurrence of full subgeometries isomorphic to a member of a certain list $(L)$ of line-compact configurations is restricted (that is, specific conditions are given under which they are not allowed to occur). Then the class of locally disconnected parapolar spaces that do not admit any subspace isomorphic to a member of $(L)$ coincides with the class of buttoned parapolar spaces over $\mathcal{C}$.

If the hypotheses (h) of a characterization result cannot be stated as the absence of line-compact configurations, then anything can happen: the locally connected examples could be the only examples; there could be additional locally disconnected examples, but they might be buttoned over a differently restricted set of locally connected (para)polar spaces satisfying (h), with perhaps an additional restriction on the buttoning, for instance on the graph in Condition (C2). We will illustrate this with examples. In any case, these examples will show that, in general, it would still be worthwhile to spend a few words on the locally disconnected case every time a new characterization/classification result is discovered, since it might not be so straightforward to apply Shult’s principles, alluded to in the introduction of this appendix. These principles state that the condition of local connectivity can be deleted, provided that either

(P1) We add in the conclusion buttoned parapolar spaces over the class of locally connected (para)polar spaces satisfying all other requirements: that is, the class of (para)polar spaces satisfying the given conditions (other than local connectivity) is closed under buttoning and unbuttoning.

(P2) If (P1) does not hold, then we can extend the classification in question to the buttoned parapolar spaces by requiring that the given conditions must hold in every member of the sheet space.

We will refer to the principles (P1) and (P2) below. It is clear that (P1) requires some checking, but (P2) is rather ‘an easy way out’ if (P1) is not (obviously) applicable. The goal of this revision is to
show that, if (P1) fails, there are sometimes more subtle and more efficient ways to generalize the given characterization than suggested by (P2); see, for instance, our comment concerning the $(-1)$-lacunary parapolar spaces.

### A.3.2. Lacunary parapolar spaces

In [8] and the present paper, all locally connected lacunary parapolar spaces of symplectic rank at least 3 are classified, as are all strong lacunary parapolar spaces of arbitrary symplectic rank. Note that by Lemma 6.2, all 0-lacunary parapolar spaces are strong, and hence, if the symplectic rank is at least 3, they are locally connected. Also, the condition of being $k$-lacunary, $k \geq 1$ is equivalent to the absence of the line-compact configurations consisting of two polar spaces of rank $\geq k + 1$ intersecting in exactly a singular $k$-space, subject to the condition that these polar spaces are symps.

This implies the following reduction, which conforms to the principle (P1).

**Theorem A.12.** Let $k \geq 1$. Then a locally disconnected parapolar space $\Omega$ of symplectic rank at least 3 is $k$-lacunary if and only if it is a buttoned parapolar space over the family $\mathcal{C}_k$ of all polar spaces of rank at least $\max\{3, k + 1\}$ and locally connected $k$-lacunary parapolar spaces of symplectic rank at least 3.

Proposition A.11 is not applicable to the $(-1)$-lacunary condition. Indeed, in terms of nonexistence of a certain configuration, this is just the disjoint union of two polar spaces, which must be symps, and this is not line-compact (even not connected). However, the locally disconnected case has already been settled in [8], and it shows that it is not just a case of restricting the sheet space. Indeed, Theorem 3.1 of [8] implies that, as soon as a line is contained in at least two symps, $\Omega$ is locally connected. Also, Theorem 3.2 of [8] can be restated as

a locally disconnected parapolar space of symplectic rank at least 3 is $(-1)$-lacunary if and only if it is a buttoned parapolar space over the class of all polar spaces of rank at least 3, satisfying additionally that the graph in Condition (C2) is complete.

In particular, this classification does not fit in any of Shult’s principles (P1) or (P2).

**Remark A.13.** Note that (C1) implies that an equivalence class of $\mathcal{R}$ cannot contain two points of the same member of $\mathcal{F}$ if that member’s diameter is smaller than 5. This situation in particular applies if all members of $\mathcal{F}$ are ordinary polar spaces, which is always the case when $k = -1$ and when $k \geq 6$; indeed, if $k \geq 6$, then there are no locally connected $k$-lacunary parapolar spaces due to the main results of the present paper. The latter is an example that locally connected parapolar spaces satisfying certain hypotheses might not exist, although locally disconnected ones do exist. This fits into Principle (P1).

Here is an application of the buttoned geometries over a family containing polar spaces of rank 2, outside the realm of the local connectivity theory which required rank at least 3.

It is shown in Lemma 7.1 that strong 1-lacunary parapolar spaces with minimum symplectic rank 2 do not exist. We can, however, drop the assumption of strongness and classify all 1-lacunary parapolar spaces with minimum symplectic rank 2.

**Theorem A.14.** A parapolar space $\Omega$ of minimum symplectic rank 2 is 1-lacunary if and only if it is a buttoned parapolar space over the family $\mathcal{C}_1$ of all polar spaces of rank at least 2 and locally connected 1-lacunary parapolar spaces of symplectic rank at least 3.

**Proof.** Let $\Omega = (X, \mathcal{L})$ be a 1-lacunary parapolar space with minimum symplectic rank 2. Set

$X' = \{ x \in X : x \text{ is contained in a symp of rank at least 3},$ 

$\mathcal{L}' = \{ L \in \mathcal{L} : L \text{ is contained in a symp of rank 3} \}.$

Then each connected component $\omega$ of $\Omega' = (X', \mathcal{L}')$ is a (para)polar space with symplectic rank at least 3 (observe that a line of $\mathcal{L}'$ cannot be contained in a symp of rank 2 as well, since two symps cannot
share exactly a line by assumption). Moreover, if \( \omega \) is a parapolar space, it is 1-lacunary. Considering the disjoint union of all connected components of \( \Omega' \) and all symps of \( \Omega \) of rank 2 and then identifying all points that were the same in \( \Omega \) (via an obvious equivalence relation \( \mathcal{R} \)), we see that we obtain Construction A.5 (note also that no connected component is self-buttoned, as Proposition 7.3 implies that 1-lacunary parapolar spaces of symplectic rank at least 3 have diameter at most 3). Hence, \( \Omega \) is indeed a buttoned parapolar space over the family \( \mathcal{C}_1' \). The converse is obvious. \( \square \)

We now quickly review some other results in the literature and formulate the corresponding theorems without the assumption of being locally connected.

### A.3.3. On a theorem of Shult

In Theorem 19 of [17], Shult classifies all locally connected parapolar spaces of symplectic rank at least 4 possessing a collection \( \mathcal{M} \) of maximal singular subspaces satisfying these properties:

1. Every plane lies in a member of \( \mathcal{M} \).
2. If \( M \in \mathcal{M} \), and \( x \) is a point not in \( M \), then \( x^\perp \cap M \) is either empty, a single point, or a 3-dimensional projective space.

The conclusion of Shult’s theorem are the parapolar spaces \( E_{n,1}(\ast)^h \), \( n \geq 6 \).

The first condition is trivial: the configuration is just a plane, and the additional condition is that it is not contained in a member of \( \mathcal{M} \) (that is, there cannot be planes not occurring in a member of \( \mathcal{M} \)). The second condition is also easy to rephrase as the absence of the following line-compact configurations: the union of two distinct maximal singular subspaces \( U \) and \( M \), intersecting each other in a non-empty subspace of dimension not equal to 0 or 3, with the additional condition that \( M \) belongs to \( \mathcal{M} \). Hence, similarly as Theorem A.12, and combining it with Theorem 1 of [17], we have the following complement to Shult’s result, conforming to Principle (P1).

**Theorem A.15.** Let \( k \geq 3 \). Let \( \Omega \) be a locally disconnected parapolar space of symplectic rank at least 4 possessing a collection \( \mathcal{M} \) of maximal singular subspaces satisfying these properties:

1. Every plane lies in a member of \( \mathcal{M} \).
2. If \( M \in \mathcal{M} \), and \( x \) is a point not in \( M \), then \( x^\perp \cap M \) is either empty, a single point or a \( k \)-dimensional projective space.

Then \( \Omega \) is a buttoned parapolar space over the family \( \mathcal{C}_k' \) consisting of polar spaces of rank \( k + 2 \), if \( k > 3 \), and polar spaces of rank \( 5 \) and the locally connected parapolar spaces \( E_{n,1}(\ast) \), \( n \geq 6 \), if \( k = 3 \).

To show that care is needed, we mention the following special case of Shult’s theorem and note that the straightforward similar special case of Theorem A.15 is not true.

**Corollary A.16.** Let \( \Omega \) be a locally connected parapolar space of symplectic rank at least 4 possessing a collection \( \mathcal{M} \) of maximal singular subspaces satisfying these properties:

1. Every plane lies in a member of \( \mathcal{M} \).
2. If \( M \in \mathcal{M} \), and \( x \) is a point not in \( M \), then \( x^\perp \cap M \) is either a single point or a 3-dimensional projective space.

Then \( \Omega \) is the strong parapolar space \( E_{6,1}(\mathbb{K}) \), for some field \( \mathbb{K} \).

Although the conditions of this corollary assume local connectivity, and the proof requires it, it is clear that no buttoned parapolar space can ever satisfy the two conditions (i) and (ii) simultaneously. Indeed, if \( \Omega \) is locally disconnected at some point \( p \), then in one component of \( \Omega_p \), we find a member of \( \mathcal{M} \), but in the other component, we find a point not collinear to \( p \): a contradiction. So, after all, the local connectivity assumption can be deleted without any consequence for the spaces in the conclusion. Note that the new condition (ii) cannot be stated as the absence of a line-compact configuration, since we now have to add the configuration consisting of a member of \( \mathcal{M} \) and a disjoint point, which is not even connected. In general, it is tempting to state that if a ‘reasonable’ configuration appearing in the ‘absence’-conditions is disconnected, then the polar spaces in the conclusions must automatically be locally connected. However, this is not true for \((-1)\)-lacunarity, although we could argue that the...
corresponding configuration is not ‘reasonable’ since it comprises two syms, and these can each fill a whole component (sheet).

This example shows that, although formally obeying the principles (P1) and (P2) since no locally disconnected ones satisfy the hypotheses, one cannot blindly apply them.

### A.3.4. On a theorem of Cohen-Cooperstein

As a final example, we mention Shult’s updated version in [18] of a theorem of Cohen and Cooperstein [4], restricted to symplectic rank 3. We consider locally connected parapolar spaces of uniform symplectic rank 3 such that the intersection $x^\perp \cap \xi$, with $\xi$ a sym not containing the point $x$, is never a line. This translates easily in the absence of a line-compact configuration, and hence, completely similarly as above, the locally disconnected case is just the buttoning over the family consisting of all locally connected parapolar spaces satisfying this requirement, together with all polar spaces of rank 3.
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