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ON A MULTIPLE INTEGRAL USEFUL IN 
ORDER STATISTICS DISTRIBUTION THEORY 

BY 

D. G. KABE 

Summary. A known multiple integral from the difference calculus is used to 
derive certain distributions of ordered statistics from the truncated exponential, 
rectangular, and ordered random intervals populations. 

1. Introduction. Let xa)<xi2)< • • • <xiN) be an ordered sample of size JV from 
a population whose density function is f{x). Then the density function of the 
variate u=g(xa), * (2 ) , . . . , xŒ)) is given by the integral 

(1) /(w) = Nl J / (x a ) ) . . ./(*(*>) </x<i).. .dxm> 

where the range R is determined by the conditions, 

-oo < *(0 < oo, i = 1, . . . , N; xa) < • • • < xiN), u = g(xah . . . , xm). 

The evaluation of the multiple integrals of above types which occur in order 
statistics distribution theory is involved due to the fact that the integration is to 
be carried over an ordered range of the variables of integration. This difficulty is 
sometimes completely obviated by transforming the ordered variâtes to the un
ordered ones. Such transformations are available in the theory of Multiple In
tegrals. In previous papers, Kabe [3], [4], the author used one such transformation, 
namely the Dirichlet's transformation, and gave simpler proofs of several known 
results in order statistics distribution theory from the exponential and power 
function distribution theory. This is yet another attempt in the same direction. 
Here a known multiple integral is used to derive certain ordered statistics distribu
tions. 

Some useful results are stated in the next section and their applications are out
lined in §3. 

2. Some useful results. If the (N— l)th derivative of f(x) is continuous, then the 
(iV— l)th divided difference of f(x) may be expressed as a multiple integral, see, 
e.g., Milne-Thomson [6, p. 18, Example 6] 

j fN'1K<hyi +... +«/#*) dyx.. .dyN 

(2) = £ JW 
i - i (ofj-ai) . . . ( o t -a ,_ : iXa i -a i + 1 ) . . . (a ( -a N )" 
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It follows from (2) that 

/ 
/(«iJi + • • • + ccNyN) dyx... dyN 

(3) 

= 2 
where jidt)*1'1 denotes the iterated (N--l)-fold indefinite integral operator, i.e., 
lf™~1Xt){dty~1=f(t). If the joint density of / s is /( a iy1 + • • • 4- c ^ ) , then 
obviously the right-hand side of (3) represents the density of the variate t. 

In particular, if/(f)=exp (-/)> then we have from (3) that 

&(N> 0 = J exp {-(cc1y1+ • • • +«^nr)} dyx ...dy* 

_ | (-l)*-*exp(-tt ,Q 

Incidentally, we note that <f>(N, t)=a1.. .a^-x^JV, 0 satisfies the difference-
differential equation 

( 5 ) ^ = aM<HN9 fl-a* .x<D(tf- 1, 0, 

which is analogous to the difference-differential equation of the pure birth pro
cess, see e.g., Prabhu [7, p. 135, equation (6.5)]. 

Again if AO=( - ! )*" W V ) ) " H I - 0 * " \ then we may deduce from (3) that 

J (l-«lj>l-
yi + '" + yN-t 

(6) 

The transformation 

(7) X(i) 

-*syN)°dyi-.-dyN 

$ (-îr-Hrw)-^!-^^""1 

j f i (<*/-«].). • . (ay-aj i - iXaf-a i + i) • • • («y + «iv) 

N 

= 2 yj>f>j = 1 , 2 , . . . , # , 
y = i 

with Jacobian unity transforms the ordered x variâtes to the unordered y variâtes. 
Now we proceed with the applications of the results of this section. 

3. Some illustrative examples. Example 1. This example illustrates an application 
of (3) to order statistic distribution theory from a truncated exponential popula
tion 

(8) f(x) = (1-exp (—a))'1 exp {—x}9 0 < x < a. 
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The truncated exponential population is nowadays finding wide applications in 
Reliability Theory, see e.g., Holla [2]. Let JC(1)< • • • <x(N)<a be an ordered sample 
from (8), then by using the transformation (7), and writing C=N\ (1 -exp (~-à))~N, 
we find that the joint density of xii} and x{j) is 

/(*<*>,%)) = C I * dw I e x p j - 2 (N-k+l)yl\dy1...dyl 
JO JRX K te=l ) 

(9) x f e x p { - 2 (N-s+l)y\dyt+1...dy, 

x | e x p { - 2 (^-r+l)yXdyi + l...dyN9 

where the regions of integrations Rl9 R2> and R3 are respectively determined by the 
conditions 

^i+ • • • +)>i = x(i), 0 < j & < a, & = 1,. . . , /; 

Jt + i + • • • +y* = ^y ;-x ( i ) , 0 < j s < a, 5 = i + l , . . .,7; 

J^i+-••+.>>* = w, 0 < j r < a, r =7+1,—, iV. 

The integrals over i?l5 i?2> and R3 may be evaluated by using the result (4), and 
we find that 

i i N (___]\i + j + N + k + s + r 

(10) 
exp {-(s-k)xm-(N-s+ l)xa)} {1 -exp (-(JV- r+ l)(q-x(y)))} 

(s-i- l)l(j-s) \(N-j-1) !(iV- r +1) ! 

Similarly the distribution function of xw-k +i) may be shown to be 

(11) 
x ( 1 - exp (-a))"y (exp (~0-exp (-a))j, 0 < t < a. 

In general it is difficult to find the distributions of linear functions of ordered 
variables from (8), although the characteristic function of any linear function may 
be found by using (4). 

Example 2. Let 0 < xa) < • • • < xm < 1 be an ordered sample of N values from 
f(x) = l90<x<l. Now we wish to find the distribution of the linear function 
w=2f=i diX{i). We set 2f=i 4 = a* and using (4) and (7) find the Mellin transform 
or the 5th moment /4 of u to be 

i*'s = Nl J {a1y1 + • • • + ccNyN)s dyx... dyN 

2/1 + • • • + VN * 1 

(12) 

= m y a,.+»-i rfr+p/rfr+AT+i) 
' i=i («/ - « l ) • • • («* ~ «> -1)(«> - «i +1) • • • (ai - "N) 

2—C.M.B. 
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On inverting the Melling transform (12) we have that 

\N-1 (i3) f(u) = y N(ccf-uy 9 

where the summation in (13) stops as soon as (<^-w) ceases to be positive. 

Example 3. Let 0<xa)< • • • <xiN)<l be as in example 2, and let J><I,<J>(2) 

< • • • < J(jv) be ordered values of the random intervals y5=x(j)—x0- _ 1)5 y = 1, . . . , N, 
A;(()) = 0. It is required to find the density function of, say, yiN) see Wilks [8, p. 252, 
Example 8.42]. By using (7) we find the joint density of yl9..., yN to be 

(14) / ( ^ i , . . . , ^ ) = iV! ( l -2^ ) 0
J 2 ^ < I -

The joint density of the ordered / s is 

(15) /0>u» •. •, JW> = (Nim - 2 y<id°, *»<•• •<• ym < i. 

Now by setting j(y) = 2i=i wu we observe that the density of j w = 2 WJ ls 

(16) /0W = (M)2 J (l - 2 (^-7+1)^)° dwx.. 

The integral (16) is evaluated by using (6), and we find that 

(17) J{ym) - 2, ( i - l ) ! ( iV-0!(^- l ) ! ' 

where the summation in (17) stops as soon as (1 — (N— i+l)ym) ceases to be 
positive. 

The distributions of linear functions of ordered random intervals or ordered 
rectangular variâtes may be obtained by noting that the distributions of random 
intervals are identical with those of reduced exponential statistics, see Karlin [5, 
p. 263, Example 7]. 

Example 4. Barlow, Gupta, and Panchapakesan [1] in their studies of ranking 
and selection procedures require the distribution of x(N), when the joint distribution 
of the ordered sample x(1) < • • • < x(n) < oo is 

(18) /(x ( 1 ) , . . . , x(N)) = (1 +xa)+ . . . +xmy{N+1XNl)2. 

By using (7) and (18) we find that 

(19) /(*<»)= J (Nlf{l+ ^(N-j+l)yij *dyt 

- ? (-!)*+'(!+(JV-y+i)*W))-2(W)2
 ft ^ y 
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The integral (19) is evaluated by using (4). The distribution (19) is obtained by 
Barlow et al [1, p. 920, equation 2.14] by another method. 
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