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ON SOME DIFFERENCE PROBLEMS

TADEUSZ JANKOWSKI

In this paper we discuss in some detail the difference equations arising in the
discretization of some second-order differential equations. We also show how such
difference problems can be solved exactly.

1. INTRODUCTION

Let Rp denote the real p -dimensional space with the zero vector denoted by 0.
For real numbers o, 6, a < b and for i = 0 ,1 , let Ct([a,b],Rp) denote the space of
functions on [a, b] into Rp with continuous derivatives up to order i and C([a, b], Rp) :=
C°([a, b],R?). Let tn = a + nh, n = 0 , 1 , . . . , JV, where Nh = b - a . Here h is a

constant stepsize.

In recent years there has been considerable interest in the theory and constructive
methods for finding solutions of difference equations satisfying some boundary condi-
tions. Difference problems appear in the study of discretisation methods for systems
of differential equations (see [1, 2, 3]). As an example, let us consider a two-point
boundary value problem of the form

(1) y " ( 0 = f ( t , y { t ) ) , t e J = [a,b], y ( a ) = y a , y(b) = y b ,

with / e C ' ( J x R",RP). To find a numerical solution yh of (1) by the method of
finite differences, we need to solve the difference problem

yh(tn + h)- 2yh{tn) + yh{tn - h) = h2fh(tn,y
h{tn)), n = 1,2,... , N - 1,

yh(a) = ya, yh(b) = yb,

produced by applying a discretisation method. In this case, only the values of yh at
the mesh points tn are needed. It is well known that the solution of (2) is given by

N-i

(3) yh(tn) = £ w + (l - £ ) ya - h2 £ CA(*i. J*^)), » = 0,1, • • • , N,
«=i
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where
%~"N " l * U l j

in .. < .
n~N l t n ^ 1 -

Suppose we wish to use the method of finite differences to compute a numerical
solution of the two-point boundary value problem for the system of deviated differential
equations

(4) y"(*) =/(*.»(«(*))). * e J , y(a) = ya, »(&) = » ,

with given a € C(J, J). To do this it is necessary to have the values of yh(a(tn)) too.
In this case, we have to construct an algorithm for yh which makes it possible to

compute the values of the approximate solutions at any point of the interval J. We set
a(t) = a + hc(t) + he(t) for fixed t, where

and [•] denotes the integer part of the argument. In the above notation, we obtain

yh (<*(*„)) = Vh (tc(tn) + M*»)) for fixed n.

We observe that e : J -» [0,1).
A numerical solution of (4) based on the above may now be obtained by a difference

method of the form
(5)

f Vh(tn + rh) - yh(tn) - yh(tn^ + rh) + yh(tn-x) = »5(r) , n = 1 , 2 , . . . . AT - 1,

1 »*(o) = »„, yh(b) = yb,

for r e [0,1] with g£(r) := h2F(tn,y
h,h,r) and g*(Q) = 9. Here F is an approx-

imation to / . Note that algorithm (5) can be obtained by replacing the differential
equation in (4) by the system of first-order differential equations

f y'(t) = z(t),

\z'(t) = f(t,y(a{t))),teJ,

and then using the approximations

\rh(z')h(t) = zh(t + rh)-zh(t).

The purpose of this paper is to provide a constructive way to present the solution
of problem (5) in a form similar to (3). Some general properties will also be given.
The problem of convergence of method (5) to the solution y of (4) will be treated in a
subsequent work.
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2. MAIN RESULTS

In this section, we investigate the difference problem (5) and give a description
of its solution. For given g* : [0,1] -> R?, g*(0) = 0, n = 1,2,... , N, we define the
sequence {G*} by

+ 1(r) , k = 1,2,... ,N- 1,

for r e [0,1]. Prom the definition, we see that

LEMMA 1. Let g%(0) = 6, n = 1,2,... , N. Then the solution yh of (5) can be
expressed as

(6) yh(tn + rh) = ^ ( n - yo - Gw_i(l)) + j/h(a + rh) + Gn(r)

for r € [0,1] and n = 1,2,... , AT - 1.

PROOF: By induction on n it is simple to prove that

(7) yh(tn + rh) = n»*(*i) - nya + yh{a + rh) + Gn(r)

for r e [0,1] and n = 1,2,... , N - 1.

Our next objective is to show that (6) holds. Take n = N — 1 and r = 1. From
(7) we obtain

yh(tN) = yb = A T / M - (JV - l)ya + Gw_i(l)

and hence

This and (7) yield (6) .

R E M A R K 1. Relation (6) implies tha t

y*(«n + A) = y"(*«+i + Oh) = Um j , f c ( t n + 1 + r&), n = 1 ,2 , . . . , AT - 1,
T-+0+

provided that

lim Gn(r) = Gn(0) and lim yh(a + rh) = ya.
i—>0+ r-»O+
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REMARK 2. Let p = 1, gn(r) = J^aniir\ r e [0,1], an<i e R, n,i = 1,2,... ,JV.
t=i

Prom the definition of {G*},
fc k

After some calculation, the solution (6) of problem (5) takes the form
N-1N-1

(8) yh(tn + rh) = jj(Vb~ Va) + Vh(a + rh) - ^ JZ <*Ar)<

for r £ [0,1], n = 1,2,... , N - 1, where

[ - r* - ^ if « < i < n,

- ^ if n + 1 < i < i V - l , i < j < N - I.

Indeed, if an,i = An and an)j = 0 for i = 2 , 3 , . . . , n and n = 1,2,... , N, then we
have immediately

k

Gk(r) = 5 3 (* - * + rM<> fc = 1 .2 , . . . ,AT

and in this case (8) assumes the form
A T - l

with

* - r - ^ if * < n

« - - if t > « .

The next two lemmas give relations between Gn and gn. These should be useful
for presenting the solution of problem (5) in a form similar to (3).

LEMMA 2 . If g%(0) = 9, then tor n = 1,2... , N and r e [0,1], we have
n—1 n

(9) Gn(r) = J2 {Sr>-iW + I > M ,

with

PROOF: This formula can be proved by induction.
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REMARK 3. We note that

results immediately from (9).

LEMMA 3 . If g*(0) = 0, then

(10) -£<?w-i(l) + Gn(r) = f > ( r ) - V <

hoJds for n = 1,2,.. . , N and r £ [0,1], where d^{ are as in the introduction.

PROOF: By Lemma 2 and Remark 3, we have

P ^G(GN-l(

Furthermore, by a change of index in the first three sums, we get

M f _n_ „ j_ i N~1 n n + 1

i= l i=n+l t= l «=1

whence we have (10). The proof is complete. D

By Lemmas 1 and 3, expression (6) now takes the final form.

LEMMA 4 . If g*(0) = 0, then

n N-l

(11) yh(tn + rh) = ^(yb - ya) + yh(a + rh) + E * ( r ) ~ E O<(!)
t=l i=l

is the solution of (5) for r G [0,1] and n = l , 2 , . . . ,N — 1.

3. SOME COMMENTS

Note that (11) is well-defined if the definition of yh is extended to (a,a+ h) so
that (11) defines yh on [a, &]. For example, one might use the linear approximation

yh{a + rh) = (1 - r)ya + ryh(tx), r € [0,1],
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or the quadratic approximation

yh(a + rh) = ~ (r2 - 3r + 2)yo - (r2 - 2r)j,h(t1) + ± (r2 - r)yh(t2), r 6 [0,1],

to define yh on the initial interval (o, o + h). For example, if yh is defined by the above
linear approximation on the interval (to, t%), then by (11) we see that yh is not a linear
approximation between the values of yh{t\) and yh{t2) on (ti, (2) •

Note that yh is also well-defined by (11) if the definition of yh is extended to
the interval (6 — h, b) instead of (a, a+ h). In this case, it is necessary to reformulate
formula (11) and replace yh(a + rh) by yh(tN-i + rh).

REMARK 4. The difference problem (5) may also be solved for a fixed value of r e (0,1]
only. If r = 1, then it is well-known that the solution of (5) has the form (3). In this
case (11) reduces to (3). If r is fixed and r € (0,1), then we need only the value
yh(a + rh) to solve (5) (see (11)).
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