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# The Ranks of the Homotopy Groups of a Finite Dimensional Complex 

Yves Félix, Steve Halperin, and Jean-Claude Thomas

Abstract. Let $X$ be an $n$-dimensional, finite, simply connected CW complex and set

$$
\alpha_{X}=\limsup _{i} \frac{\log \operatorname{rank} \pi_{i}(X)}{i}
$$

When $0<\alpha_{X}<\infty$, we give upper and lower bounds for $\sum_{i=k+2}^{k+n} \operatorname{rank} \pi_{i}(X)$ for $k$ sufficiently large. We also show for any $r$ that $\alpha_{X}$ can be estimated from the integers $\mathrm{rk} \pi_{i}(X), i \leq n r$ with an error bound depending explicitly on $r$.

## 1 Introduction

Recall that any finitely generated abelian group, $G$, has the form $G \cong \mathbb{Z}^{k} \oplus T$, where $T$ is a finite group; $k$ is called the $\operatorname{rank}$ of $G$, $\operatorname{rk} G$. Evidently $\operatorname{rk} G=\operatorname{dim} G \otimes_{\mathbb{Z}}(\mathbb{O})$, and so the definition may be extended to all abelian groups.

Definition The rank of an arbitrary abelian group, $G$, is defined by

$$
\operatorname{rk} G=\operatorname{dim} G \otimes_{\mathbb{Z}}(\mathbb{O})
$$

In particular, since for any pointed topological space $X$ the groups $\pi_{i}(X), i \geq 2$, are abelian, the sequences $\left(\operatorname{rk} \pi_{i}(X)\right)_{i \geq 2}$ are well defined.

It is a classical result that if $\left(k_{i}\right)_{i \geq 2}$ is an arbitrary sequence with each $k_{i}$ a nonnegative integer or $\infty$, then there are simply connected CW complexes $X$ with

$$
\operatorname{rk} \pi_{i}(X)=k_{i}, \quad i \geq 2
$$

In this paper we shall be concerned with the following question.
Question What are the restrictions on the sequences $\left(\operatorname{rk} \pi_{i}(X)\right)_{i \geq 2}$ imposed by the condition that $X$ be a finite dimensional connected CW complex?

First note that the class of all pointed topological spaces, $X$, may be divided into the three distinct groups characterized by the following conditions:
(i) $\quad \sum_{i \geq 2} \mathrm{rk} \pi_{i}(X)<\infty$;
(ii) for $i \geq 2$ each rk $\pi_{i}(X)<\infty$, but $\sum_{i \geq 2} \operatorname{rk} \pi_{i}(X)=\infty$;
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(iii) for some $i \geq 2, \operatorname{rk} \pi_{i}(X)=\infty$.

Definition An $n$-dimensional, connected, finite CW complex, $X$, is called rationally elliptic (resp. rationally hyperbolic, $\pi$-rank infinite) if $X$ belongs to group (i) (resp. group (ii), group (iii)) above.

Now a classical spectral sequence argument applied to Postnikov decompositions for the universal cover, $\widetilde{X}$, establishes the following equivalences:

$$
\begin{equation*}
\operatorname{rk} \pi_{i}(X)<\infty \text { for } 2 \leq i \leq k \Longleftrightarrow \operatorname{dim} H_{\leq k}(\widetilde{X} ;(\mathbb{O}))<\infty \tag{1.1}
\end{equation*}
$$

Therefore, if $X$ is rationally elliptic (resp. rationally hyperbolic), then $\widetilde{X}$ is rationally elliptic (resp. rationally hyperbolic) in the sense of [7].

Now consider the question above. In the elliptic case it is completely resolved in [9], where the authors establish a simple algorithm that decides whether any finite sequence $k_{1}, \ldots, k_{r}$ of non-negative integers appears as the sequence $\left(\operatorname{rk} \pi_{i}(X)\right)_{i \geq 2}$ for a rationally elliptic finite dimensional CW complex. For the rationally hyperbolic and $\pi$-rank infinite cases, however, such a characterization seems out of reach, especially given the fact that when $n$ is odd, the space $S^{n} \vee S^{n}$ and $S^{n} \vee S^{1}$ satisfy rk $\pi_{i}(X)=0$ unless $i \equiv 1(\bmod (n-1))$. Thus, instead, we consider the sequence

$$
\mu_{k}(X)=\max _{k+2 \leq i \leq k+n} \mathrm{rk} \pi_{i}(X)
$$

Our principal result deals with the hyperbolic case, and we first need to recall the following definition.

Definition The homotopy log index, $\alpha_{X}$, of a pointed topological space $X$ is given by

$$
\alpha_{X}=\limsup _{k} \frac{\log \mathrm{rk} \pi_{k}(X)}{k}
$$

This invariant, which provides one measure of the growth of the sequence $\mathrm{rk} \pi_{k}(X)$ is analogous to the classical Gelfand Kirillov dimension defined for a finitely generated graded algebra $A$ by

$$
\text { GK } \operatorname{dim} A=\underset{k}{\lim \sup } \frac{\log \operatorname{dim} A^{k}}{\log k} \text {. }
$$

This invariant was introduced by Gelfand and Kirillov for enveloping algebras of Lie algebras in [10] and [13]. When $\operatorname{dim} A^{k} \simeq k^{n}, \mathrm{GK} \operatorname{dim} A=n$. In our case, when $\operatorname{rk} \pi_{k}(X) \simeq a^{k}, \alpha_{X}=\log a$.

Associated with $X$ are the Hilbert series

$$
\pi(z)=\sum_{i \geq 2} \operatorname{rk} \pi_{i}(X) z^{i} \quad \text { and } \quad \Omega(z)=\sum_{i} \operatorname{dim} H_{i}(\Omega X ;(\mathbb{O})) z^{i}
$$

When $X$ is a simply connected, rationally hyperbolic, finite CW complex, then by a result of Babenko, [3], $\pi(z)$ and $\Omega(z)$ have the same radius of convergence $\rho$, and by
definition, $\alpha_{X}=-\log \rho$. We prove in [7] that in this case $0<\alpha_{X}<\infty$. In this paper we will give more precise estimations of $\alpha_{X}$.

Now if $X$ is a rationally hyperbolic, connected, $n$-dimensional CW complex, we have that $\operatorname{dim} H\left(\widetilde{X} ;(\mathbb{O})<\infty\right.$, and so we may set $h=\max _{i} \operatorname{dim} H_{i}(\widetilde{X} ;(\mathbb{O})$ ). To state our main theorem we introduce the notation

$$
\begin{aligned}
& \beta(n, h)=40(2 n \log 2 n+\log (h+1)+1) \log n h, \\
& \gamma(n, h)=n \log (h+1)+2 n \log 2 n .
\end{aligned}
$$

Then our first main theorem reads as follows.
Theorem 1.1 Suppose $X$ is an n-dimensional, connected, rationally hyperbolic CW complex. Then $0<\alpha_{X}<\infty$, and for some $K$, and for every $k \geq K$,

$$
e^{\left(\alpha_{X}-\frac{\beta(n, h)}{\log k}\right) k} \leq \max _{k+2 \leq i \leq k+n} \operatorname{rk} \pi_{i}(X) \leq e^{\left(\alpha_{X}+\frac{\gamma(n, h)}{k}\right) k}
$$

Moreover, for every $k \geq 2$,

$$
\operatorname{rk} \pi_{k}(X) \leq \max \left\{1, \frac{(2 n)^{n}}{e^{\alpha_{X}}}\right\} e^{\alpha_{X} k}
$$

This leaves the $\pi$-rank infinite case, and here we have a complete answer.
Theorem 1.2 Suppose $X$ is an $n$-dimensional connected $C W$ complex. If $X$ is $\pi$-rank infinite, then for all $k \geq 0$,

$$
\max _{k+2 \leq i \leq k+n} \operatorname{rk} \pi_{i}(X)=\infty
$$

## Remarks

(i) The principal result of [7] is equivalent to the assertion that (for $X$ as in Theorem (1.1) if $k$ is sufficiently large, then $\max _{k+2 \leq i \leq k+n} \operatorname{rk} \pi_{i}(X)=e^{\left(\alpha_{X}+\varepsilon_{k}\right) k}$ with $\varepsilon_{k} \rightarrow 0$ as $k \rightarrow \infty$. Theorem 1.1 improves this result with precise estimates for $\varepsilon_{k}$ depending only on $n, h$, and $k$.
(ii) While the result of [7] generalizes to spaces of finite Lusternik-Schnirelmann category, Theorem 1.1 does not, as we shall see in Theorem 1.7

When combined with the results of [12] and [9], Theorems 1.1 and 1.2 have the following immediate corollaries.

Corollary 1.3 Let $X$ be an n-dimensional connected CW complex. Then
(i) $X$ is rationally elliptic $\Longleftrightarrow r k \pi_{i}(X)=0, i \geq 2 n$;
(ii) $X$ is rationally hyperbolic $\Longleftrightarrow 1 \leq \max _{k+2 \leq i \leq k+n} \operatorname{rk} \pi_{i}(X)<\infty$ for all $k \geq 0$;
(iii) $X$ is $\pi$-rank infinite $\Longleftrightarrow \max _{k+2 \leq i \leq k+n} \operatorname{rk} \pi_{i}(X)=\infty$ for all $k \geq 0$.

Corollary 1.4 Let $X$ be an n-dimensional connected CW complex. Then
(i) $X$ is rationally elliptic $\Longleftrightarrow \alpha_{X}=-\infty$;
(ii) $X$ is rationally hyperbolic $\Longleftrightarrow 0<\alpha_{X}<\infty$;
(iii) $X$ is $\pi$-rank infinite $\Longleftrightarrow \alpha_{X}=\infty$.

Corollary 1.5 Let $X$ be an n-dimensional connected CW complex. Then $X$ is rationally elliptic (resp. rationally hyperbolic, $\pi$-rank infinite) if and only if

$$
\max _{2 n \leq i \leq 3 n-2} \operatorname{rk} \pi_{i}(X)=0
$$

$($ resp. $\in(0, \infty)$, resp. $=\infty)$.
Remark The asymptotic formula of Theorem 1.1 provides a good estimate of the homotopy $\log$ index $\alpha_{X}$ in terms of $\max _{k+2 \leq i \leq k+n} \mathrm{rk} \pi_{i}(X)$, provided $k \geq K$ for sufficiently large $K$. Unfortunately we are not able to give any estimate for $K$, and, indeed, nothing we know gives any suggestion that this might be possible. Thus Theorem 1.1 does not provide a "computational" tool for the estimation of $\alpha_{X}$.

By contrast it is possible to directly estimate $\alpha_{X}$ from the integers rk $\pi_{i}(X), r \leq$ $i<2 r$, or equivalently from the integers $\operatorname{dim} H_{i}(\Omega X ;(\mathbb{O}), r \leq i<2 r$, with an error bound depending explicitly on $r$. Thus, our third main result reads as follows.

Theorem 1.6 Let $X$ be a rationally hyperbolic n-dimensional CW complex and set $h=\max _{i} \operatorname{dim} H^{i}\left(\widetilde{X} ;(\mathbb{O})\right.$. Then for $\log r>2^{n+1} n^{2 n+5} \log n h$,

$$
\max _{i \geq r} \frac{\log \mathrm{rk} \pi_{i}(X)}{i}-\frac{n \log 2 n}{r} \leq \alpha_{X} \leq \max _{r \leq i<2 r} \frac{\log \mathrm{rk} \pi_{i}(X)}{i}+\frac{\beta(n, h)}{10 \log r}
$$

The main part of Theorem 1.1 asserts that for the "universal sequence" $\delta_{k}=$ $1 / \log k$, given any $n$-dimensional rationally hyperbolic CW complex $X$ there is a constant $c=c(n, h)$ such that for $k$ sufficiently large

$$
\max _{k+2 \leq i \leq k+n} \frac{\log \operatorname{rk} \pi_{i}(X)}{k} \geq \alpha_{X}-c \delta_{k} .
$$

This is the assertion that does not generalize to rationally hyperbolic spaces of finite Lusternik Schnirelmann category. Our final main theorem reads as follows.

Theorem 1.7 Let $\delta_{k} \rightarrow 0$ be any sequence of non-negative numbers and let $\alpha \in$ $(0, \infty)$ be any number. Then there is a simply connected rationally hyperbolic wedge of spheres $X$ such that $\alpha_{X}=\alpha$, and for any $c>0$ and any integer $d>0$ there are infinitely many $k$ for which

$$
\max _{k \leq i \leq k+d} \frac{\log \mathrm{rk} \pi_{i}(X)}{k}<\alpha_{X}-c \delta_{k} .
$$

The main theorem of [7] and Theorem 1.1] are steps to a better knowledge of the sequence $\operatorname{rk} \pi_{n}(X)$ for a connected finite CW complex, $X$. The results are inspired by what we know concerning some special families of spaces, like wedge of spheres (Theorem 1.7) or cofibers of maps between suspensions as illustrated by the following result of P. Lambrechts for cofibers of maps between suspensions.

Theorem ([15]) Let $X$ be a finite simply connected CW complex of dimension $n$ that is the cofiber of a map between suspensions.
(i) There are constants $A$ and $B$ such that for $k$ large enough,

$$
\frac{A}{k} e^{\alpha_{X} k} \leq \sum_{k+2 \leq i \leq k+n} \operatorname{rk} \pi_{i}(X) \leq \frac{B}{k} e^{\alpha_{X} k}
$$

(ii) There is a polynomial $P(z)$ such that $\Omega(z) P(z)$ is the expansion at the origin of an analytic function without zero in a disc of radius $>\rho$.

By comparison, Theorem 1.1 asserts that if $X$ is a rationally hyperbolic $n$-dimensional CW complex, then there are constants $A, B$, and $r$ depending only on $n$ and the Betti numbers of $\widetilde{X}$ such that for $k$ sufficiently large,

$$
\frac{A}{k^{r}} e^{\alpha_{X} k} \leq \sum_{k+2 \leq i \leq k+n} \mathrm{rk} \pi_{i}(X) \leq B e^{\alpha_{x} k}
$$

We do not know if our estimates for $A, B$, and $r$ can be significantly improved, although it seems clear that they are not sharp, nor we do know if $B$ can be replaced by $B^{\prime} / k^{\ell}$ with $\ell>0$.

A second open question is whether the Hilbert series $\Omega(z)$ has a singularity at $z=\rho$ and if so to discover its nature. The special case that $H_{*}(\Omega X ; \mathbb{O})$ is a finitely generated algebra is settled by the following result of D. Anick.

Theorem ([2]) Let H be a finitely generated graded connected algebra over a field $\boldsymbol{k}$ and $H(z)$ its Hilbert series with radius $r$. Then $\lim _{\inf }^{z \rightarrow r^{-}}{ }^{(r-z) H(z)>0}$.

Finally, as indicated above, it is open whether the constant $K$ in Theorem 1.1 can be estimated in terms of $n$ and the Betti numbers of $\widetilde{X}$.

The proofs of Theorems 1.1, 1.2, 1.6, and 1.7 proceed by a careful analysis of the homotopy Lie algebra $L_{X}=\pi_{*}(\Omega X) \otimes(\mathbb{O})$ with Lie bracket given by the Samelson product. The starting point for such an analysis is the minimal Sullivan model $(\wedge V, d)$ of a simply connected rationally hyperbolic space, $X$, which has the key property that $\operatorname{dim} V^{i}=\operatorname{rk} \pi_{i}(X)$ and $H(\wedge V, d) \cong H^{*}(X ;(\mathbb{O})$. The proof of Theorem 1.1, which occupies almost the full paper, follows the same general strategy as [7]. In fact the analysis here is more delicate, the estimates more difficult, and considerable additional tools not needed in [7] are now required. In Section 5 we translate the algebra into proofs for Theorems 1.1 and 1.6 and give a direct proof of Theorems 1.2 and 1.7

More precisely, in Section 2 we develop the relations between the growth of a Lie algebra $L$, its universal enveloping algebra $U L$ and the indecomposable elements of some sub Lie algebras. Section 3 is a refinement of the exponential growth result obtained in [5]. Let $n$ be the dimension of the space $X$. We prove in particular that for any integer $N$ there is some $q<n^{n+5} N$ with $\operatorname{rk} \pi_{q+2}(X)>N$. This section contains all the material required for the proof of Theorem 1.6 Section 4 deals with the asymptotic formula and using partial results from [7] leads to the proof of Theorem 1.1

## 2 Growth of Graded Lie Algebras

We work over an arbitrary ground field $\mathbb{k}$ of characteristic 0 . If $W=\left\{W_{i}\right\}$ is any graded vector space, we adopt notation such as $W_{<k}=\left\{W_{i}\right\}_{i<k}, W_{[j, k]}=$ $\left\{W_{i}\right\}_{j \leq i \leq k}$, and $W_{+}=\left\{W_{i}\right\}_{i>0}$. We denote by $W(z)=\sum \operatorname{dim} W_{i} z^{i}$ the Hilbert series of $W$. Note that we will also use a graded vector space with a superscript notation $V=\left\{V^{i}\right\}$ with similar notations. Additionally we define the log index of $W$ by

$$
\log \operatorname{index} W=\underset{k}{\lim \sup } \frac{\log \operatorname{dim} W_{k}}{k} .
$$

A graded Lie algebra $L$ is a graded vector space equipped with a Lie bracket $[\cdot, \cdot]: L \otimes L \rightarrow L$, satisfying
$[x, y]+(-1)^{\operatorname{deg} x \cdot \operatorname{deg} y}[y, x]=0$ and $[x,[y, z]]=[[x, y], z]+(-1)^{\operatorname{deg} x \cdot \operatorname{deg} y}[y,[x, z]]$.

We will consider graded Lie algebras $L$ that are connected, $L=\left\{L_{i}\right\}_{i \geq 0}$, and of finite type (each $L_{i}$ is finite dimensional). Graded Lie algebras satisfying those conditions are called cft graded Lie algebras. The rational homotopy Lie algebra, $L_{X}=\pi_{*}(\Omega X) \otimes(\mathbb{O}$ ) of a simply connected CW complex of finite type is a cft graded Lie algebra, and $\operatorname{dim}\left(L_{X}\right)_{i}=\operatorname{rank} \pi_{i+1}(X)$.

Throughout this article we work entirely in graded categories, so that, for example, subspace, sub Lie algebra, and subalgebra mean, respectively, graded subspace, graded sub Lie algebra, and graded subalgebra.

Lemma 2.1 For any integer $s \geq 1$ the coefficients in the power series

$$
\sum_{k=0}^{\infty} a_{k} x^{k}=\frac{1-x}{1-x-x^{s}}
$$

satisfy $a_{k} \leq(s+1)^{k / s}, k \geq 1$. Moreover, the radius of convergence of this power series $\rho_{s}$ satisfies

$$
\rho_{s}>\left(\frac{1}{s}\right)^{1 / s}, \quad \text { if s is sufficiently large. }
$$

Remark The reader will notice that the second assertion does not follow from the first, but the necessary improvement in the estimate for the $a_{k}$ is very small, technical to obtain, and not necessary for this paper.

Proof Set $x_{s}=\left(\frac{1}{s}\right)^{1 / s}$. To show that $\rho_{s}>\left(\frac{1}{s}\right)^{1 / s}$ for large $s$ we need only show that $1-x_{s}-x_{s}^{s}>0$, s large.

Set $u_{s}=\frac{1}{s}$. Then $1-x_{s}-x_{s}^{s}=1-u_{s}^{1 / s}-u_{s}$ and we have only to show that $1-u^{u}-u>0$ for $u \in(0, \varepsilon)$. An easy calculus argument shows that $1-u^{u}-u$ is increasing in some interval $(0, \varepsilon)$ and that $\lim _{u \rightarrow 0}\left(1-u^{u}-u\right)=0$.

It remains to show that for all $k, s \geq 1, a_{k} \leq(s+1)^{k / s}$. Note that

$$
\begin{aligned}
\frac{1-x}{1-x-x^{s}}=\frac{1}{1-x^{s} /(1-x)} & =1+\sum_{\ell=1}^{\infty} x^{s \ell}\left(\frac{1}{1-x}\right)^{\ell} \\
& =1+\sum_{\ell=1}^{\infty} x^{s \ell} \sum_{j=0}^{\infty}\binom{\ell+j-1}{\ell-1} x^{j} \quad N B \cdot\binom{r}{0}=1
\end{aligned}
$$

In particular, $a_{0}=1$ and $a_{k}=0,1 \leq k<s$.
Thus it is sufficient to prove the inequality for $k \geq s$. Thus fix $k \geq s$ and let $q \geq 1$ and $i \in[0, s-1]$ be the unique integers such that $k=q s+i$. Then

$$
a_{k}=\sum_{\ell=1}^{q}\binom{\ell+(q-\ell) s+i-1}{\ell-1}
$$

Write $m=\ell-1$, so that

$$
a_{k}=\sum_{m=0}^{q-1}\binom{m+(q-m-1) s+i}{m} .
$$

But

$$
m+(q-m-1) s+i \leq m+(q-m-1) s+s-1=(q-m) s+(m-1)
$$

Thus,

$$
\begin{aligned}
\binom{m+(q-m-1) s+i}{m} & \leq \frac{[(q-m) s+(m-1)] \cdots[(q-m) s+r] \cdots[(q-m) s]}{m!} \\
& \leq s^{m} \frac{(q-1)(q-2) \cdots(q-m+r) \cdots(q-m)}{m!} \\
& =s^{m}\binom{q-1}{m} .
\end{aligned}
$$

Hence for $k \geq s$,

$$
a_{k} \leq \sum_{m=0}^{q-1} s^{m}\binom{q-1}{m}=(1+s)^{q-1} \leq(1+s)^{k / s}
$$

Remark When $s=1$,

$$
\frac{1-x}{1-x-x^{s}}=\frac{1-x}{1-2 x}=(1-x) \sum_{0}^{\infty}(2 x)^{k} .
$$

Thus in this case

$$
a_{k}=2^{k}-2^{k-1}=(1+s)^{k}-(1+s)^{k-1}
$$

Lemma 2.2 Suppose that a graded Lie algebra F satisfies

$$
F_{k}=0, k<s \quad \text { and } \quad \operatorname{dim}(F /[F, F])_{k} \leq e^{\beta k}, k \geq s,
$$

for some integer $s \geq 1$ and some $\beta \geq 0$. Then

$$
\operatorname{dim}(U F)_{k} \leq e^{\left(\beta+\frac{1}{s} \log (s+1)\right) k}, \quad k \geq 0
$$

Proof Let $W$ be a graded vector space satisfying $W_{k}=0, k<s$, and $\operatorname{dim} W_{k}$ is the integral part of $e^{\beta k}, k \geq s$. The tensor algebra $T W$ is the universal enveloping algebra of the free graded Lie algebra $E$ generated by $W: T W=U E$. The respective Hilbert series satisfy ( $\ll$ denotes coefficient-wise inequality $\leq$ )

$$
W(z) \ll\left(e^{\beta} z\right)^{s} \sum_{k=0}^{\infty}\left(e^{\beta} z\right)^{k}=\frac{\left(e^{\beta} z\right)^{s}}{1-e^{\beta} z}
$$

and

$$
\begin{aligned}
U E(z) & =\frac{1}{1-W(z)}=\sum_{k=0}^{\infty}[W(z)]^{k} \ll \sum_{k=0}^{\infty}\left(\frac{\left(e^{\beta} z\right)^{s}}{1-e^{\beta} z}\right)^{k} \\
& =\frac{1}{1-\frac{\left(e^{\beta} z\right)^{s}}{1-e^{\beta} z}}=\frac{1-e^{\beta} z}{1-e^{\beta} z-\left(e^{\beta} z\right)^{s}} .
\end{aligned}
$$

Write $\frac{1-x}{1-x-x^{s}}=\sum_{k=0}^{\infty} a_{k} x^{k}$. Then

$$
U E(z) \ll \sum_{k=0}^{\infty} a_{k} e^{\beta k} z^{k}
$$

Since $W_{k}=0, k<s$, it follows that $(U E)_{k}=0,1 \leq k<s$ and so $a_{k}=0,1 \leq k<s$. On the other hand, Lemma2.1 gives $a_{k} \leq(s+1)^{k / s}, k \geq s$. Thus,

$$
\operatorname{dim}(U E)_{k} \ll e^{\frac{k}{s} \log (s+1)+\beta k}=e^{\left[\beta+\frac{\log (s+1)}{s}\right] k}, \quad k \geq s .
$$

By construction of $W$, there is a surjective linear map $W \rightarrow F /[F, F]$ that extends to a surjective map of graded Lie algebras $E \rightarrow F$ and to a surjective map of universal enveloping algebras $U E \rightarrow U F$. The lemma follows.

Lemma 2.3 Suppose $E \subset L$ and $Y \subset L$ are a sub Lie algebra and a graded subspace of a cft graded Lie algebra L, respectively. Suppose further that for some integer $s \geq 1$ and some $\beta>0$ they satisfy

$$
\operatorname{dim}(U E)_{k} \leq e^{\beta k}, k \geq 0, \quad Y_{k}=0, k<s, \quad \text { and } \quad \operatorname{dim} Y_{k} \leq e^{\beta k}, k \geq s
$$

Then the sub Lie algebra $G$ generated by $E$ and $Y$ satisfies

$$
\operatorname{dim}(U G)_{k} \leq e^{\left(\beta+3 \frac{\log (s+1)}{s}\right) k}, \quad k \geq 0
$$

Moreover, if $Y=Y_{s}$, then

$$
\operatorname{dim}(U G)_{k} \leq \begin{cases}e^{\beta k}, & k<s \\ e^{\left(\beta+\frac{2 \log (s+1)}{s}\right) k}, & k \geq s\end{cases}
$$

Proof Denote the adjoint action of $U L$ in $L$ by "○" and note that for $j \geq s$,

$$
\operatorname{dim}(U E \circ Y)_{j} \leq \sum_{i} \operatorname{dim}(U E)_{i} \operatorname{dim} Y_{j-i} \leq j e^{\beta j} \leq e^{\left(\beta+\frac{\log (s+1)}{s}\right) j}
$$

because for $j \geq s \geq 1$, we have $\frac{\log j}{j}<\frac{\log (s+1)}{s}$.
It follows from Lemma 2.2 that the sub Lie algebra $F$ generated by $U E \circ Y$ satisfies

$$
\operatorname{dim}(U F)_{k} \leq e^{\left(\beta+\frac{2}{s} \log (s+1)\right) k}, \quad k \geq 0
$$

Since $[E, F] \subset F$, it follows that $G=E+F$. Thus multiplication in $U G$ gives a surjective map $U E \otimes U F \rightarrow U G$, whence for $k \geq s \geq 1$,

$$
\operatorname{dim}(U G)_{k} \leq \sum_{i} \operatorname{dim}(U E)_{i} \operatorname{dim}(U F)_{k-i} \leq k e^{\beta k} e^{\left[\frac{2}{s} \log (s+1)\right] k} \leq e^{\left(\beta+\frac{3}{s} \log (s+1)\right) k}
$$

Now, if $k<s$, $\operatorname{dim} U G)_{k}=\operatorname{dim}(U E)_{k} \leq e^{\beta k} \leq e^{\left(\beta+\frac{3}{s} \log (s+1)\right) k}$.
Finally, if $Y=Y_{s}$, then for $k \geq s,(U E \circ Y)_{k}=(U E)_{k-s} \circ Y_{s}$ and so $\operatorname{dim}(U E \circ Y)_{k} \leq$ $e^{\beta k}$. Since $(U E \circ Y)_{k}=0$ for $k<s$ we obtain from Lemma 2.2 that $\operatorname{dim}(U F)_{k} \leq$ $e^{\left(\beta+\frac{\log (s+1)}{s}\right) k}, k \geq s$; clearly $(U F)_{k}=0$ for $1 \leq k<s$. The same argument as above now gives the final assertion.

Lemma 2.4 Let L be a cft graded Lie algebra and assume given a positive integer $i_{0}$, an infinite sequence of integers $0<r_{0}<r_{1}<\cdots$, and an infinite sequence of real numbers $\left(\lambda_{i}\right)_{i \geq i_{0}}$, such that

$$
\operatorname{dim} L_{r_{i}} \geq e^{\lambda_{i} r_{i}}, \quad i \geq 0, \quad \text { and } \quad \lambda_{i+1} \geq \lambda_{i}+2 \frac{\log \left(r_{i}+1\right)}{r_{i}}+\frac{\log 3}{r_{i+1}}, \quad i \geq 0
$$

Then $L$ contains a sub Lie algebra E, generated by subspaces in degrees $r_{i}, i \geq i_{0}$, such that

$$
\frac{1}{2} e^{\lambda_{i} r_{i}} \leq \operatorname{dim}(E /[E, E])_{r_{i}} \leq e^{\lambda_{i} r_{i}}, \quad i \geq 0
$$

Proof We construct inductively a sequence of subspaces $W_{r_{i}} \subset L_{r_{i}}, i \geq 0$ such that

$$
\begin{equation*}
\frac{1}{2} e^{\lambda_{i} r_{i}} \leq \operatorname{dim} W_{r_{i}} \leq e^{\lambda_{i} r_{i}}, \quad i \geq 0 \tag{2.1}
\end{equation*}
$$

and such that the sub Lie algebra $E(i)$ generated by $W_{r_{0}}, \ldots, W_{r_{i}}$ satisfies

$$
\begin{equation*}
\operatorname{dim}[U E(i)]_{k} \leq e^{\left(\lambda_{i}+2 \frac{\log \left(r_{i}+1\right)}{r_{i}}\right) k}, \quad k \geq 0 \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
E(i)=[E(i), E(i)] \oplus\left(\oplus_{j=0}^{i} W_{r_{j}}\right), \quad i \geq 0 \tag{2.3}
\end{equation*}
$$

It is then immediate from (2.1) and (2.3) that $E=\cup_{i} E(i)$ satisfies the conditions of the lemma. It remains to choose the $W_{r_{i}}$.

Suppose $W_{r_{0}}, \ldots, W_{r_{\ell}}$ are constructed. Then by (2.2) and the hypothesis on the $\lambda_{i}$,

$$
\operatorname{dim}[U E(\ell)]_{r_{\ell+1}} \leq \frac{1}{3} e^{\lambda_{\ell+1} r_{\ell+1}}
$$

Thus, since $\operatorname{dim} L_{r_{\ell+1}} \geq e^{\lambda_{\ell+1} r_{\ell+1}}$, we may choose $W_{r_{\ell+1}} \subset L_{r_{\ell+1}}$ so that (2.1) holds for $i=\ell+1$ and so that $W_{r_{\ell+1}} \cap E(\ell)_{r_{\ell+1}}=0$. Then (2.3) is immediate for $i=\ell+1$. Since $\lambda_{\ell}+2 \frac{\log \left(r_{r}+1\right)}{r_{\ell}} \leq \lambda_{\ell+1}$, we may apply the final assertion of Lemma 2.3 with $Y=W_{r_{\ell+1}}$, $\beta=\lambda_{\ell+1}$ and $s=r_{\ell+1}$ to obtain (2.2) for $i=\ell+1$.

## 3 Approximating Log Index $L$

In this section we recall from [6] some basic definitions and properties for Sullivan algebras. Thus, a simply connected minimal Sullivan algebra $(\wedge V, d)$ is a graded commutative differential algebra in which $V=\left\{V^{i}\right\}_{i \geq 2}$ is a graded vector space, $\wedge V$ is the free graded commutative algebra generated by $V$, and $\operatorname{Im} d \subset(\wedge V)^{+} \cdot(\wedge V)^{+}$.

For any graded vector space $V$, the algebra $\wedge V$ is the direct sum of the subspaces $\wedge^{k} V=V \wedge \cdots \wedge V$ ( $k$ factors). In the case of a simply connected minimal Sullivan algebra ( $\wedge V, d$ ) the surjection $\wedge V \rightarrow \wedge V / \wedge^{>m} V$ is a morphism of graded differential algebras, which extends to a quasi-isomorphism $(\wedge V \otimes \wedge W, d) \xrightarrow{\simeq}\left(\wedge V / \wedge^{>m} V, d\right)$ from a second simply connected minimal Sullivan algebra. The least $m$ (or $\infty$ ) for which the identity morphism of $(\wedge V, d)$ extends to a morphism $(\wedge V \otimes \wedge W, d) \rightarrow$ $(\wedge V, d)$ is called the category of $(\wedge V, d)$.

A graded vector space $V$ has finite type if each $\operatorname{dim} V^{i}<\infty$, and a simply connected minimal Sullivan algebra $(\wedge V, d)$ has finite type if each $\operatorname{dim} V^{i}<\infty$. With each such Sullivan algebra is associated its homotopy Lie algebra, $L$, defined by $L_{k}=$ $\left(V^{k+1}\right)^{\#}$ and with Lie bracket dual to the component $d_{1}: V \rightarrow \wedge^{2} V$ of the differential d. (Here \# denotes vector space dual.) For details $c f$. [6, Proposition 13.16].

The starting point for the main results of this paper is a growth theorem established in [5], which in turn depends on the following result.

Proposition 3.1 ([6, Theorem 29.5]) Suppose $\varphi:(\wedge V, d) \rightarrow(\wedge W, d)$ is a surjective morphism between simply connected minimal Sullivan algebras of finite type. Then $\operatorname{cat}(\wedge V, d) \geq \operatorname{cat}(\wedge W, d)$.

We now introduce the following hypotheses and notation for a simply connected minimal Sullivan algebra $(\wedge V, d)$ and its homotopy Lie algebra $L$ :

$$
\begin{cases}\text { (i) } & \operatorname{dim} V^{i}<\infty \text { for all } i \text { and } \operatorname{dim} V=\infty,  \tag{H}\\ \text { (ii) } & \operatorname{dim} H(\wedge V, d)<\infty, \text { and } n=\max \left\{i \mid H^{i}(\wedge V, d) \neq 0\right\}, \\ & \text { and } h=\max _{i} \operatorname{dim} H^{i}(\wedge V, d) . \\ \text { (iii) } & \operatorname{cat}(\wedge V, d)=m .\end{cases}
$$

Remark Recall (6, Corollary to Proposition 29.3]) that

$$
\begin{equation*}
m+1 \leq \frac{n}{2}+1 \leq n \tag{3.1}
\end{equation*}
$$

Moreover, since the only simply connected minimal Sullivan algebra with $n=2$ and $h=1$ has the form $\wedge(v, w)$ with $d w=v^{2}$, it follows that

$$
\begin{equation*}
n h \geq 3 \tag{3.2}
\end{equation*}
$$

It is the interplay between the hypotheses of $(\mathrm{H})$ and the Lie structure of $L$ that provides the ingredients for the proof of our main theorems. In particular, it is shown in [5, pp. 188-189], that (H) implies that the integers $\operatorname{dim} V^{k}$ are unbounded. Here we establish a more precise statement.

Proposition 3.2 Suppose $(\wedge V, d)$ is a simply connected minimal Sullivan algebra satisfying $(H)$. Then for some $q, \operatorname{dim} V^{q+2}>[2(m+1)]^{m+1}$. Moreover for any integer $N>0$ there is some $q<6(m+1)^{m+4} n^{2} N$ for which $\operatorname{dim} V^{q+2}>N$.

Corollary If $n \geq 4, \operatorname{dim} V^{q+2}>N$ for some $q<n^{n+5} N$.
Proof Recall from (3.1) that $m+1 \leq \frac{n}{2}+1$. If $n \geq 4$, then $(n+2)^{\frac{n}{2}+3} \leq n^{n+3}$ and $6(m+1)^{m+4} n^{2} N<n^{n+5} N$.
Proof of Proposition 3.2 The first assertion is [5, Lemma 4.3]. Now let $r=\ell n$. Since $[r+1,2 r]=\cup_{i=\ell}^{2 \ell-1}[i n+1, i(n+1)]$, we deduce from [12, Theorem $\left.\mathrm{C}(\mathrm{i})\right]$ that $\operatorname{dim} V^{[r+1,2 r]} \geq \ell$. Choose $\ell=3 n(m+1)^{m+3} N$, and set $s=\operatorname{dim} V^{[r+1,2 r]}$. Then trivially, $s \geq 2 m$.

Now, divide $\wedge V$ by the ideal $V \leq r \cdot \wedge V$. This yields a quotient minimal Sullivan algebra $\left(\wedge V^{>r}, \bar{d}\right)$. There is a unique linear map of degree $1, \theta: V^{>2 r} \rightarrow \wedge^{\geq 2} V^{[r+1,2 r]}$ such that

$$
\bar{d}-\theta: V^{>2 r} \rightarrow V^{>2 r} \cdot \wedge V^{>r}
$$

Write

$$
\theta=\sum_{i \geq 2} \theta_{i}, \quad \text { where } \theta_{i}: V^{>2 r} \rightarrow \wedge^{i} V^{[r+1,2 r]}
$$

Since $\operatorname{cat}\left(\wedge V^{>r}, \bar{d}\right) \leq m$, by Proposition 3.1, and since $\bar{d}\left(V^{[r+1,2 r]}\right)=0$, it follows that

$$
\wedge^{m+1} V^{[r+1,2 r]} \subset \operatorname{Im} \bar{d}
$$

This implies that

$$
\begin{equation*}
\wedge^{m+1} V^{[r+1,2 r]}=\sum_{i=2}^{m+1} \theta_{i}\left(V^{>2 r}\right) \wedge^{m+1-i} V^{[r+1,2 r]} \tag{3.3}
\end{equation*}
$$

Now we make the following observations:

- $\wedge{ }^{i} V^{[r+1,2 r]}$ is concentrated in degrees $k \in[(r+1) i, 2 r i]$ and so

$$
\theta_{i}\left(V^{>2 r}\right)=\theta_{i}\left(V^{[(r+1) i-1,2 r i-1]}\right)
$$

- $\operatorname{dim} \wedge^{m+1} V^{[r+1,2 r]} \geq\binom{ s}{m+1} \geq \frac{s^{m+1}}{2^{m+1}(m+1)!}$ (because $s \geq 2 m$ );
- $\operatorname{dim} \wedge^{m+1-i} V^{[r+1,2 r]}<s^{m+1-i}$.

On the other hand, setting

$$
\lambda=\max \left\{\operatorname{dim} V^{j} \mid 2 r+1 \leq j \leq 2 r(m+1)-1\right\},
$$

we find that

$$
\begin{aligned}
& \operatorname{dim} \wedge^{m+1} V^{[r+1,2 r]} \\
& \quad \leq \sum_{i=2}^{m+1} \operatorname{dim} V^{[(r+1) i-1,2 r i-1]} \operatorname{dim} \wedge^{m+1-i} V^{[r+1,2 r]}<\lambda \sum_{i=2}^{m+1}(r i-i+1) s^{m+1-i} \\
& \quad \leq \lambda(m+1)((r-1)(m+1)+1) s^{m-1} .
\end{aligned}
$$

In other words, since $(m+1)!<e\left(\frac{m+1}{2}\right)^{m+1}$,

$$
\lambda>\frac{s^{2}}{2^{m+1}(m+1)!\ell n(m+1)^{2}}>\frac{s^{2}}{3 \ell(m+1)^{m+3} n} .
$$

Since $s=\operatorname{dim} V^{[r+1,2 r]} \geq \ell$, it follows that $\lambda>N$. But $\lambda=\operatorname{dim} V^{q+2}$, some $q+2 \in$ $[2 r+1,2 r(m+1)-1]$ and so $q<2 \ell n(m+1)=6(m+1)^{m+4} n^{2} N$.

Definition The critical degree for a simply connected minimal Sullivan algebra satisfying $(\mathrm{H})$ is the least integer $\sigma$ such that $\operatorname{dim} V^{\sigma+2}>[2(m+1)]^{m+1}$.

Remark Since $m+1 \leq n$, it follows from the corollary to Proposition 3.2 that if $n \geq 4$, then the critical degree satisfies $\sigma<2^{n} n^{2 n+5}$. The same is true when $n=2$ or 3. In those cases, $(\wedge V, d)$ is the cochain algebra on a free graded Lie algebra, $L$, generated in degrees $\leq 2$, and with at least two generators. Then $m=1$, and $(2(m+1))^{m+1}=16$. If $L$ has at least two generators $x, y$ in degree 1 , then the elements $(\operatorname{ad} x)^{i}(\operatorname{ad} y)^{k-i}[x, y]$ are linearly independent and so $\operatorname{dim} V^{19}=\operatorname{dim} L_{18} \geq 17$. It follows that $\sigma \leq 17<2^{n} n^{2 n+5}$. The case when $\operatorname{dim} L_{1} \leq 1$ is similar.

Lemma 3.3 Let L be the homotopy Lie algebra and let $\sigma$ be the critical degree of a simply connected minimal Sullivan algebra, $(\wedge V, d)$ satisfying $(H)$.
(i) If $\operatorname{dim} L_{q}>[2(m+1)]^{m+1}$ (in particular if $q=\sigma+1$ ), then $q$ extends to an infinite sequence $q=q_{0}<q_{1}<\cdots$ such that for each $i \geq 1, q_{i}+1=\ell_{i}\left(q_{i-1}+1\right)-1$ with $2 \leq \ell_{i} \leq m+1$, and

$$
\operatorname{dim} V^{q_{i}+1} \geq\left[\frac{1}{2(m+1)}\right]^{m+1}\left(\operatorname{dim} V^{q_{i-1}+1}\right)^{\ell_{i}}
$$

(ii) Given a sequence $\left(q_{i}\right)$ as in (i), then $\operatorname{dim} V^{q_{i}+1}>[2(m+1)]^{m+1}$ for all $i \geq 0$, and for all $i>j \geq 0$,

$$
\frac{\log \operatorname{dim} V^{q_{i}+1}}{q_{i}+1} \geq \frac{\log \operatorname{dim} V^{q_{j}+1}}{q_{j}+1}-\frac{(m+1) \log 2(m+1)}{q_{j}+1}
$$

(iii)

$$
\log \operatorname{index} V \geq \sup _{q}\left(\frac{\log \operatorname{dim} V^{q+1}}{q+1}-\frac{(m+1) \log 2(m+1)}{q+1}\right)
$$

Proof The proof is essentially contained in [5] pp. 188-189]. To make this paper more self contained we reproduce here the main lines of the proof. Denote $N=$ $\operatorname{dim} V^{q+1}$ and $a=(1 / 2(m+1))^{m+1}$. By hypothesis $N>[2(m+1)]^{m+1}$, and so $N a>1$. We have $N / 2 \geq(m+1) \frac{N}{2(m+1)}$, and since $N \geq 2 m$, we have for $1 \leq i \leq m$,

$$
\frac{N-i}{i+1} \geq \frac{N-m}{m+1} \geq \frac{N}{2(m+1)}
$$

It follows from (3.3) that $\wedge^{m+1} V^{q+1}=\sum_{i=2}^{m+1} \theta_{i}\left(V^{i(q+1)-1}\right) \wedge^{m+1-i} V^{q+1}$, and hence $(m+1)\left(\frac{N}{2(m+1)}\right)^{m+1} \leq\binom{ N}{m+1} \leq \operatorname{dim} \wedge^{m+1} V^{q+1} \leq \sum_{i=2}^{m+1} \operatorname{dim} V^{i(q+1)-1} \cdot N^{m+1-i}$.

Therefore, since $N a>1$, for some $j \in[2, m+1]$,

$$
\operatorname{dim} V^{j(q+1)-1} \geq N^{j} \cdot a \geq N^{2} a>N>(2(m+1))^{m+1}
$$

We set $\ell_{1}=j$, and we iterate the procedure to construct the sequence $\left(q_{i}\right)_{i \geq 0}$. Thus we have a sequence of integers $q=q_{0}<q_{1}<\cdots$ with $q_{i}+1=\ell_{i}\left(q_{i-1}+1\right)-1$, where $\ell_{i}$ is an integer in $[2, m+1]$ and

$$
\operatorname{dim} V^{q_{i}+1} \geq\left[\frac{1}{2(m+1)}\right]^{m+1}\left(\operatorname{dim} V^{q_{i-1}+1}\right)^{\ell_{i}}
$$

This proves (i). It follows that $\operatorname{dim} V^{q_{i}+1} \geq a^{1+\ell_{i}+\ell_{i-1} \ell_{i}+\cdots+\ell_{2} \cdots \ell_{i}} \cdot N^{\ell_{1} \ell_{2} \cdots \ell_{i}}$. Since each $\ell_{i} \geq 2,\left(1+\ell_{i}+\cdots+\ell_{2} \cdots \ell_{i}\right) /\left(\ell_{1} \ell_{2} \cdots \ell_{i}\right) \leq \frac{1}{2^{i}}+\cdots+\frac{1}{2}<1$, and so

$$
\operatorname{dim} V^{q_{i}+1} \geq(a N)^{\ell_{1} \ell_{2} \cdots \ell_{i}} \geq\left(\left[\frac{1}{2(m+1)}\right]^{m+1} \operatorname{dim} V^{q+1}\right)^{\frac{q_{i}+1}{q+1}}
$$

We deduce part (ii) of the lemma, namely that

$$
\frac{\log \operatorname{dim} V^{q_{i}+1}}{q_{i}+1} \geq \frac{\log \operatorname{dim} V^{q+1}-(m+1) \log 2(m+1)}{q+1}
$$

Finally, (iii) is a direct consequence of (ii).
Lemma 3.4 Let L be the homotopy Lie algebra of a simply connected minimal Sullivan algebra, $(\wedge V, d)$, satisfying $(H)$.
(i) For any $j, k \geq 0$,

$$
\log \operatorname{index} L=\limsup _{\ell \geq k} \frac{\log \sum_{i=\ell}^{\ell+j} \operatorname{dim} L_{i}}{\ell}
$$

(ii) $\operatorname{dim} L_{\ell} \leq(n h)^{\ell}$ for all $\ell \geq 1$.
(iii) If $\operatorname{dim} L_{i} \leq c$ for $i<k$, then $\operatorname{dim} L_{k} \leq h+m(k+2)^{m} c^{m+1}$.
(iv) $0<\log$ index $L \leq \log (h+1)$.

Proof Part (i) is obvious.
(ii) Let $S$ be a space with minimal model $(\wedge V, d)$. Then $\pi_{*}(\Omega S) \otimes(\mathbb{O}) \cong L$, and a classical result of Milnor-Moore [16] states that $U L \cong H_{*}(\Omega S ;(\mathbb{O})$. An even earlier result of Adams-Hilton [1] states that $H_{*}(\Omega S ; \mathbb{O}) \cong H(T Y, D)$, where $(T Y, D)$ is a differential graded tensor algebra on $Y$ and $Y=\left\{Y_{i}\right\}_{i \geq 1}$ with $\operatorname{dim} Y_{i}=$ $\operatorname{dim} H^{i+1}(\wedge V, d)$.

Let $\left\{y_{i j}\right\}$ be a basis of $Y_{i}$ and let $X=X_{1}$ be a vector space concentrated in degree 1 with basis $\left\{x_{i j}\right\}$ in 1-1 correspondence with $\left\{y_{i j}\right\}$. Then the elements $w_{i j}=x_{i j}^{i}$ generate a sub algebra of $T X$ isomorphic with $T Y$. Since $\operatorname{dim} X=\operatorname{dim} Y=$ $\sum_{i=2}^{n} \operatorname{dim} H^{i}(\wedge V, d) \leq(n-1) h$, we obtain

$$
\operatorname{dim}(T Y)_{\ell} \leq \operatorname{dim}(T X)_{\ell} \leq[(n-1) h]^{\ell}
$$

and (ii) follows.
(iii) It follows from the minimal model translation of a theorem of Ginsburg [6, Theorem 29.14] that the kernel of the linear map

$$
q: V^{k+1} \xrightarrow{d} \wedge V \rightarrow \wedge V / \wedge^{>m+1} V
$$

is isomorphic with a subspace of $H^{k+1}(\wedge V, d)$. Thus,

$$
\operatorname{dim} L_{k}=\operatorname{dim} V^{k+1} \leq h+\sum_{\ell=2}^{m+1} \operatorname{dim}\left(\wedge^{\ell} V\right)^{k+2}
$$

Moreover,

$$
\operatorname{dim}\left(\wedge^{\ell} V\right)^{k+2} \leq \sum_{\substack{2 \leq k_{1} \leq \cdots \leq k_{\ell} \\ k_{1}+\cdots+k_{\ell}=k+2}} \operatorname{dim} V^{k_{1}} \cdots \operatorname{dim} V^{k_{\ell}}
$$

Denote by $\rho_{\ell}(k+2)$ the number of partitions of $k+2$ of length $\ell$ and recall that $\rho_{\ell}(k+2) \leq(k+2)^{\ell-1}$. (In fact, this is obvious for $\ell=1$ and follows by a simple induction argument in general.) Since, by hypothesis, $\operatorname{dim} V^{i} \leq c, i \leq k$, we obtain $\operatorname{dim}\left(\wedge^{\ell} V\right)^{k+2} \leq(k+2)^{\ell-1} c^{\ell}$, whence

$$
\operatorname{dim} L_{k} \leq h+m(k+2)^{m} c^{m+1}
$$

(iv) Recall that $W(z)=\sum_{i} \operatorname{dim} W_{i} z^{i}$ denotes the Hilbert series of a graded vector space $W=\left\{W_{i}\right\}_{i \geq 1}$ and recall that $\ll$ denotes coefficient-wise inequality between power series. Then, with the notation in the proof of (ii),

$$
L(z) \ll U L(z) \ll T Y(z) \ll \frac{1}{1-\sum_{i=1}^{n-1} h z^{i}}=\frac{1-z}{1-(h+1) z+h z^{n}}
$$

Denote by $r_{L}$ the radius of convergence of $L(z)$. These inequalities show that $r_{L}>\frac{1}{h+1}$. But

$$
\log \text { index } L=\lim \sup _{\ell} \frac{\log \operatorname{dim} L_{\ell}}{\ell}=-\log r_{L}<\log (h+1)
$$

Finally, it is immediate from Proposition 3.2 and Lemma3.3that $0<\log$ index $L$.
Lemma 3.5 Suppose given integers $1 \leq s<r$, a constant $b>0$, an integer $c \geq 0$ and a graded vector space $W$ concentrated in degrees $1 \leq i<r$. If

$$
\operatorname{dim} W^{i} \leq c, \quad 1 \leq i \leq s \quad \text { and } \quad \operatorname{dim} W^{i} \leq e^{b i}, \quad i>s
$$

then

$$
\operatorname{dim}(\wedge W)^{k} \leq(k+1)^{s c} e^{\left(b+\frac{3}{\sqrt{k}}\right) k}, \quad k \geq 1
$$

Proof If $s_{i}$ is the number of monomials of degree $i$ in $s c$ variables, then

$$
\operatorname{dim}\left(\wedge W^{[1, s]}\right)^{i} \leq s_{i}
$$

But $s_{i}=\binom{i+s c-1}{i}=\binom{i+s c-1}{s c-1}$ is also the number of monomials of degree $s c-1$ in $i+1$ variables, and so $s_{i} \leq(i+1)^{s c-1}$.

On the other hand,

$$
\begin{aligned}
\operatorname{dim}\left(\wedge W^{[s+1, r-1]}\right)^{j} & \leq \operatorname{dim}\left(\otimes_{\ell=s+1}^{r-1} T\left(W^{\ell}\right)\right)^{j} \\
& =\sum_{\sum_{\ell k_{\ell}=j}} \operatorname{dim}\left(\otimes^{k_{s+1}} W^{s+1}\right) \cdots \operatorname{dim}\left(\otimes^{k_{r-1}} W^{r-1}\right) \leq \rho(j) e^{b j}
\end{aligned}
$$

where $\rho(j)$ is the number of partitions of $j$, i.e., the number of solutions of $\sum_{i=1}^{n} i p_{i}=j$ with $p_{i} \geq 0([17, \S 15])$. Thus,

$$
\operatorname{dim}(\wedge W)^{k} \leq \sum_{i+j=k}(i+1)^{s c-1} \rho(j) e^{b j} \leq(k+1)^{s c} \rho(k) e^{b k}
$$

But by [17, Theorem 15.7],

$$
\rho(k)<\frac{\pi}{\sqrt{6(k-1)}} e^{\pi \sqrt{2 k / 3}}
$$

It follows (from this for $k \geq 3$ and by inspection when $k=1$ or 2 ) that $\rho(k) \leq e^{3 \sqrt{k}}$, $k \geq 1$. Thus,

$$
\operatorname{dim}(\wedge W)^{k} \leq(k+1)^{s c} e^{(b+3 / \sqrt{k}) k}, \quad k \geq 1
$$

Lemma 3.6 Let L be the homotopy Lie algebra of a simply connected minimal Sullivan algebra $(\wedge V, d)$ satisfying $(H)$. Suppose for constants $c \geq 0$ and $b>0$, and for integers $0<s<r$, that

$$
\operatorname{dim} V^{i+1} \leq c, \quad i \leq s \quad \text { and } \quad \operatorname{dim} V^{i+1} \leq e^{b i}, \quad s<i<r
$$

Then

$$
\operatorname{dim} L_{k}=\operatorname{dim} V^{k+1} \leq(n+1) h(k+2)^{s c} e^{\left(b+\frac{3}{\sqrt{k+1}}\right)(k+1)}, \quad r \leq k \leq 2 r-1
$$

Proof Define a graded vector space $W$ by $W^{i}=V^{i+1}, 1 \leq i \leq r-1$ and $W^{i}=0$, $i \notin[1, r-1]$. There is then ([6, p. 181]) a quasi-isomorphism

$$
(\wedge V \otimes \wedge W, D) \xrightarrow{\simeq}\left(\wedge V^{\geq r+1}, \bar{d}\right)
$$

in which $\left(\wedge V^{\geq r+1}, \bar{d}\right)$ is the quotient Sullivan algebra obtained by dividing $\wedge V$ by the ideal generated by $V^{[2, r]}$ and $(\wedge V, d) \rightarrow(\wedge V \otimes \wedge W, D)$ is a relative Sullivan algebra for the projection $(\wedge V, d) \rightarrow\left(\wedge V^{\geq r+1}, \bar{d}\right)$. Since $\left(\wedge V^{\geq r+1}, \bar{d}\right)$ is minimal, it follows that $V^{[r+1,2 r]}$ embeds in $H\left(\wedge V^{\geq r+1}, \bar{d}\right)$.

On the other hand, filtering by the degree in $\wedge V$ gives a spectral sequence converging from $H(\wedge V, d) \otimes H(\wedge W, \bar{D})$ to $H\left(\wedge V^{\geq r+1}, \bar{d}\right)$. Thus we may apply Lemma 3.5 to obtain for $k \in[r, 2 r-1]$ that

$$
\begin{aligned}
\operatorname{dim} L_{k} & =\operatorname{dim} V^{k+1} \leq \operatorname{dim} H^{k+1}(\wedge V \otimes \wedge W, D) \leq \sum_{i+j=k+1} \operatorname{dim} H^{i}(\wedge V, d) \operatorname{dim}(\wedge W)^{j} \\
& \leq(n+1) h \max _{j \leq k+1} \operatorname{dim}(\wedge W)^{j} \leq(n+1) h(k+2)^{s c} e^{\left(b+\frac{3}{\sqrt{k+1}}\right)(k+1)}
\end{aligned}
$$

Proposition 3.7 Let L be the homotopy Lie algebra of a simply connected minimal Sullivan algebra ( $\wedge V, d)$ satisfying $(H)$. Suppose for an integer $s \geq 0$ and for some $c \geq 0$ that $\operatorname{dim} L_{i} \leq c$ for $i \leq s$. Then for any integer $r>s$ and $r \geq 3$,

$$
\sup _{s<i} \frac{\log \operatorname{dim} L_{i}}{i} \leq \max _{s<i<r} \frac{\log \operatorname{dim} L_{i}}{i}+\frac{2 \log n(n+1) h^{2}}{r}+\frac{5 s c \log r}{r}+\frac{15}{\sqrt{r}} .
$$

Proof Consider $s$ as fixed and set

$$
\mu_{r}=\max _{s<i<r} \frac{\log \operatorname{dim} L_{i}}{i} \quad \text { and } \quad \mu_{\infty}=\sup _{s<i} \frac{\log \operatorname{dim} L_{i}}{i}
$$

Apply Lemma3.6 with $b=\mu_{r}$ and $r \geq 2$ to obtain, for $k \in[r, 2 r-1]$, that

$$
\begin{align*}
\frac{\log \operatorname{dim} L_{k}}{k} & \leq \frac{\log (n+1) h}{k}+s c \frac{\log (k+2)}{k}+\mu_{r}+\frac{\mu_{r}}{k}+3 \frac{\sqrt{k+1}}{k}  \tag{3.4}\\
& \leq \frac{\log (n+1) h}{k}+s c \frac{\log 2 k}{k}+\mu_{r}+\frac{\mu_{r}}{k}+3 \sqrt{\frac{2}{k}} \\
& \leq \mu_{r}+\frac{\log (n+1) h}{r}+s c \frac{\log 2 r}{r}+\frac{\mu_{r}}{r}+3 \sqrt{\frac{2}{r}}
\end{align*}
$$

Now by Lemma 3.4 (ii) we have $\operatorname{dim} L_{\ell} \leq(n h)^{\ell}, \ell \geq 1$, and it follows that $\mu_{r} \leq$ $\log n h$, whence

$$
\frac{\log (n+1) h}{r}+\frac{\mu_{r}}{r} \leq \frac{\log n(n+1) h^{2}}{r}
$$

Thus, because the previous inequalities (3.4) hold for $k \in[r, 2 r-1], r \geq 2$, we may conclude that either $\mu_{2 r}-\mu_{r}=0$ or else

$$
\mu_{2 r}-\mu_{r}=\max _{r \leq k \leq 2 r-1} \frac{\left(\log \operatorname{dim} L_{k}\right)}{k}-\mu_{r}
$$

Thus in either case,

$$
\begin{aligned}
\mu_{2 r}-\mu_{r} & \leq \frac{\log (n+1) h}{r}+\frac{s c \log 2 r}{r}+\frac{\mu_{r}}{r}+3 \sqrt{\frac{2}{r}} \\
& \leq \frac{\log n(n+1) h^{2}}{r}+\frac{s c \log 2 r}{r}+3 \sqrt{\frac{2}{r}}
\end{aligned}
$$

Now replace $r$ by $2^{i} r(0 \leq i<\infty)$ in this inequality and sum over $i$ to obtain, for $r \geq 3$, that

$$
\begin{aligned}
& \mu_{\infty}-\mu_{r} \leq \\
& \left(\sum_{i=0}^{\infty} \frac{1}{2^{i}}\right) \frac{\log n(n+1) h^{2}}{r}+\left(\sum_{i=0}^{\infty} \frac{1+\log 2^{i+1}}{2^{i}}\right) \frac{s c \log r}{r}+\left(3 \sum_{i=0}^{\infty} \sqrt{\frac{2}{2^{i}}}\right) \frac{1}{\sqrt{r}} .
\end{aligned}
$$

Standard sums and a little calculation give

$$
\sum_{i=0}^{\infty} \frac{1}{2^{i}}=2, \quad \sum_{i=0}^{\infty} \frac{1+\log 2^{i+1}}{2^{i}} \leq 5, \quad \text { and } \quad 3 \sum_{i=0}^{\infty} \sqrt{\frac{2}{2^{i}}} \leq 15
$$

Substitution in the previous inequality then gives the assertion in the proposition.
Corollary Let $\sigma$ be the critical degree for $(\wedge V, d)$. Then for $r>\max (\sigma, 9)$,

$$
\begin{aligned}
\log \text { index } L & \leq \max _{\sigma<i<r} \frac{\log \operatorname{dim} L_{i}}{i}+\frac{2 \log n(n+1) h^{2}}{r}+52^{2 n} n^{3 n+5} \frac{\log r}{r}+\frac{15}{\sqrt{r}} \\
& \leq \max _{\sigma<i<r} \frac{\log \operatorname{dim} L_{i}}{i}+\frac{1}{\sqrt{r}}\left(2 \log n(n+1) h^{2}+52^{2 n} n^{3 n+5}+15\right)
\end{aligned}
$$

Proof Since $\operatorname{dim} L_{i} \leq[2(m+1)]^{m+1}$ for $i \leq \sigma$, we may substitute $\sigma$ for $s$ and $[2(m+1)]^{m+1}$ for $c$ in Proposition 3.7. Now since $m+1 \leq n$,

$$
s c \leq\left(2^{n} n^{2 n+5}\right)[2(m+1)]^{m+1} \leq 2^{n} n^{2 n+5} 2^{n} n^{n}=2^{2 n} n^{3 n+5}
$$

This gives the first inequality, because $\log \operatorname{index} L \leq \sup _{\sigma<i}\left(\log \operatorname{dim} L_{i}\right) / i$. Finally, because $r>9$, it follows that $1 / \sqrt{r}<\log r / \sqrt{r}<1$. This gives the second inequality.

Lemma 3.8 Let L be the homotopy Lie algebra and let $\sigma$ be the critical degree of a simply connected minimal Sullivan algebra satisfying (H). Suppose $0<s<r$ are integers such that $r>\sigma$. Then

$$
\max _{s<i<(m+1) r} \frac{\log \operatorname{dim} L_{i}}{i+1} \leq \max _{r \leq i<(m+1) r} \frac{\log \operatorname{dim} L_{i}}{i+1}+\frac{(m+1) \log 2(m+1)}{s}
$$

Proof Let $i_{0} \in(s,(m+1) r)$ be an integer for which

$$
\frac{\log \operatorname{dim} L_{i_{0}}-(m+1) \log 2(m+1)}{i_{0}+1}=\max _{s<i<(m+1) r} \frac{\log \operatorname{dim} L_{i}-(m+1) \log 2(m+1)}{i+1} .
$$

Since $r>\sigma$, it follows from Lemma 3.3 that $\operatorname{dim} L_{i_{0}}>[2(m+1)]^{m+1}$. Thus, by Lemma 3.3, $i_{0}$ extends to an infinite sequence $i_{0}<i_{1}<\cdots$ for which, in particular,

$$
\frac{\log \operatorname{dim} L_{i_{\nu}}}{i_{\nu}+1} \geq \frac{\log \operatorname{dim} L_{i_{0}}-(m+1) \log 2(m+1)}{i_{0}+1}, \quad \text { all } \nu \geq 0
$$

Since $i_{\nu} \leq(m+1)\left(i_{\nu-1}+1\right)-2$, it follows that some $i_{k}$ satisfies $r \leq i_{k}<(m+1) r$. Thus it follows from Lemma 3.3 that

$$
\begin{aligned}
\max _{r \leq i<(m+1) r} \frac{\log \operatorname{dim} L_{i}}{i+1} & \geq \frac{\log \operatorname{dim} L_{i_{k}}}{i_{k}+1} \geq \frac{\log \operatorname{dim} L_{i_{0}}-(m+1) \log 2(m+1)}{i_{0}+1} \\
& =\max _{s<i<(m+1) r} \frac{\log \operatorname{dim} L_{i}-(m+1) \log 2(m+1)}{i+1} \\
& \geq \max _{s<i<(m+1) r} \frac{\log \operatorname{dim} L_{i}}{i+1}-\frac{(m+1) \log 2(m+1)}{s} .
\end{aligned}
$$

This establishes the lemma.
Theorem 3.9 Let L be the homotopy Lie algebra and let $\sigma$ be the critical degree of a simply connected minimal Sullivan algebra $(\wedge V, d)$ satisfying $(H)$. Suppose $k \geq 2$ and $r$ are fixed integers for which $\frac{\log k r}{2 \log n h}>\max (20, k, \sigma)$. Then

$$
\begin{aligned}
& \max _{i \geq r}\left(\frac{\log \operatorname{dim} L_{i}}{i+1}\right)-\frac{n \log 2 n}{r} \\
& \quad \leq \log \operatorname{index} L \\
& \quad \leq \max _{r \leq i<k r}\left(\frac{\log \operatorname{dim} L_{i}}{i+1}\right)+\frac{4(2 n \log 2 n+\log (h+1)+1) \log n h}{\log r}
\end{aligned}
$$

Corollary The conclusion of Theorem [3.9holds for $k=2$ if $\log r \geq 2^{n+1} n^{2 n+5} \log n h$.
Proof As observed in the remark following the proof of Proposition 3.2, $\sigma<$ $2^{n} n^{2 n+5}$.

Proof of Theorem 3.9 Recall from (3.1) that $m+1 \leq n$. Thus for $i \geq r$, Lemma 3.3 (iii) gives

$$
\frac{\log \operatorname{dim} L_{i}}{i+1}-\frac{n \log 2 n}{r} \leq \frac{\log \operatorname{dim} L_{i}-(m+1) \log 2(m+1)}{i+1} \leq \log \text { index } L
$$

To prove the second inequality, let $s$ be the largest integer satisfying $s<\frac{\log k r}{2 \log n h}$. Then $s \geq k$ and $(n h)^{2 s}<k r$. Now note that

$$
\log \operatorname{index} L=\limsup _{i} \frac{\log \operatorname{dim} L_{i}}{i} \leq \sup _{s<i} \frac{\log \operatorname{dim} L_{i}}{i}
$$

By Lemma 3.4(ii) we have $\operatorname{dim} L_{\ell} \leq(n h)^{\ell}, \ell \geq 1$. Thus we may use Proposition 3.7 with $c=(n h)^{s}$ to obtain

$$
\begin{aligned}
& \sup _{s<i} \frac{\log \operatorname{dim} L_{i}}{i} \leq \max _{s<i<(n h)^{2 s}} \frac{\log \operatorname{dim} L_{i}}{i}+\frac{2 \log n(n+1) h^{2}}{(n h)^{2 s}} \\
&+\frac{5 s(n h)^{s} \log (n h)^{2 s}}{(n h)^{2 s}}+\frac{15}{(n h)^{s}}
\end{aligned}
$$

Since $s \geq 20$ and $\frac{\log x}{x} \leq \frac{1}{e}$ for $x>0$, it follows that $2 \log n(n+1) h^{2} \leq(n h)^{s}$. Thus

$$
\frac{2 \log n(n+1) h^{2}}{(n h)^{2 s}}+\frac{5 s(n h)^{s} \log (n h)^{2 s}}{(n h)^{2 s}}+\frac{15}{(n h)^{s}} \leq \frac{16+10 s^{2} \log n h}{(n h)^{s}}
$$

Since $s \geq 20$ and (by (3.2)) $n h \geq 3$, we have $16<s^{2} \log n h$ and

$$
\frac{11 s^{2} \log n h}{(n h)^{s}} \leq \frac{11 s^{2}}{e(n h)^{s-1}} \leq \frac{11 s^{2}}{e^{s}}<\frac{1}{s}
$$

Altogether then, we obtain

$$
\log \operatorname{index} L \leq \sup _{s<i} \frac{\log \operatorname{dim} L_{i}}{i} \leq \max _{s<i<(n h)^{2 s}} \frac{\log \operatorname{dim} L_{i}}{i}+\frac{1}{s}
$$

Next, for $i>s$, Lemma3.3(iii) gives

$$
\frac{\log \operatorname{dim} L_{i}}{i+1} \leq \log \text { index } L+\frac{(m+1) \log 2(m+1)}{s}
$$

whence

$$
\begin{aligned}
\max _{s<i<(n h)^{2 s}} \frac{\log \operatorname{dim} L_{i}}{i} & \leq \frac{s+1}{s} \max _{s<i<(n h)^{2 s}} \frac{\log \operatorname{dim} L_{i}}{i+1} \\
& \leq \max _{s<i<(n h)^{2 s}} \frac{\log \operatorname{dim} L_{i}}{i+1}+\frac{1}{s}\left[\log \operatorname{index} L+\frac{(m+1) \log 2(m+1)}{s}\right]
\end{aligned}
$$

Since $\frac{1}{s^{2}}<\frac{1}{s}$, while $\frac{1}{s} \log$ index $L \leq \frac{1}{s} \log (h+1)$ by Lemma 3.4(iv), the inequalities above reduce to

$$
\log \operatorname{index} L \leq \max _{s<i<(n h)^{2 s}} \frac{\log \operatorname{dim} L_{i}}{i+1}+\frac{1}{s}[\log (h+1)+(m+1) \log 2(m+1)+1]
$$

Finally, since $s<(\log k r) /(2 \log n h)$ it follows that $(n h)^{2 s}<k r$. Since (cf. (3.2)) $n h \geq 3$, we have $e^{2 s}<k r$. A little calculation shows that $x^{2}<e^{2 x}$ for $x \geq 0$, and so, since $s \geq k$ we have $s k \leq s^{2}<k r$; i.e., $s<r$. On the other hand, we have
chosen $r$ so that $(\log k r) /(2 \log (n h))>\sigma$ and since $s$ is the largest integer for which $(\log k r) /(2 \log n h)>s$, we have $\sigma \leq s<r$. Now we may use Lemma3.8 to obtain

$$
\begin{aligned}
\max _{s<i<(n h)^{2 s}} \frac{\log \operatorname{dim} L_{i}}{i+1} & \leq \max _{s<i<k r} \frac{\log \operatorname{dim} L_{i}}{i+1} \\
& \leq \max _{r \leq i<k r} \frac{\log \operatorname{dim} L_{i}}{i+1}+\frac{(m+1) \log 2(m+1)}{s}
\end{aligned}
$$

Indeed, if $\max _{s<i<k r}\left(\log \operatorname{dim} L_{i}\right) / i+1=\left(\log \operatorname{dim} L_{i_{0}}\right) /\left(i_{0}+1\right)$ with $r \leq i_{0}<k r$ then the inequality is trivially true. Otherwise,

$$
\max _{s<i<k r} \frac{\log \operatorname{dim} L_{i}}{i+1}=\frac{\log \operatorname{dim} L_{i_{0}}}{i_{0}+1}
$$

with $s<i_{0}<r$. Then

$$
\max _{s<i<k r} \frac{\log \operatorname{dim} L_{i}}{i+1}=\max _{s<i<(m+1) r} \frac{\log \operatorname{dim} L_{i}}{i+1}
$$

and we apply Lemma 3.8. But because $s$ is the greatest integer less than $\frac{\log k r}{2 \log n h}$, it follows that

$$
s \geq \frac{\log k r-2 \log n h}{2 \log n h}
$$

On the other hand, by the choice of $r, 2 \log n h<\frac{\log k r}{k}$. Thus, because $k \geq 2$,

$$
s \geq \frac{k-1}{k} \frac{\log k r}{2 \log n h} \geq \frac{\log r}{4 \log n h}
$$

Thus since $k \leq s<r$, substitution in the inequality above yields the second inequality of the theorem.

## 4 The Asymptotic Formula

In this section we again consider the homotopy Lie algebra $L$ of a simply connected minimal Sullivan algebra $(\wedge V, d)$ that satisfies $(H)$. In particular, we introduce the following additional notation:

$$
\begin{aligned}
\alpha_{L} & =\log \text { index } L, \\
\lambda(n, h) & =4(2 n \log 2 n+\log (h+1)+1) \log n h
\end{aligned}
$$

We have from Lemma 3.4 (iv) that $0<\alpha_{L}<\infty$.
The depth of $L$ is the least integer, $k$, (or $\infty)$ such that $\operatorname{Ext}_{U L}^{k}(\mathbb{O}, U L) \neq 0$, and we recall from [6, Theorem 35.13] that depth $L \leq m$, where, as set out in (H), $m=$ $\operatorname{cat}(\wedge V, d)$.

Lemma 4.1 Let L be the homotopy Lie algebra of a simply connected minimal Sullivan algebra $(\wedge V, d)$ satisfying $(H)$. There is then an infinite sequence $r_{0}<r_{1}<\cdots$ and a sub Lie algebra $E \subset L$ such that
(i) for $i \geq 0,2 r_{i} \leq r_{i+1}<(m+1) r_{i}$;
(ii) E is generated in degrees $r_{i}, i \geq 0$, and for $i \geq 0$

$$
\frac{1}{2} e^{\left(\alpha_{L}-\frac{2 \lambda(n, n)}{\log _{r_{i}}}\right) r_{i}} \leq \operatorname{dim}(E /[E, E])_{r_{i}} \leq e^{\left(\alpha_{L}-\frac{2 \lambda(n, k)}{\log r_{i}}\right) r_{i}}
$$

Proof We first use Theorem 3.9 to construct infinite sequences $\left(r_{i}\right)$ satisfying (i) and such that

$$
\begin{equation*}
\frac{\log \operatorname{dim} L_{r_{i}}}{r_{i}} \geq \alpha_{L}-\frac{2 \lambda(n, h)}{\log r_{i}}, \quad i \geq 0 \tag{4.1}
\end{equation*}
$$

Indeed, let $r \geq n$ be any integer such that

$$
\frac{(\log (m+1) r)}{(2 \log n h)}>\max (20, m+1, \sigma)
$$

where $\sigma$ is the critical degree of $(\wedge V, d)$. Then choose $r_{0} \in[r,(m+1) r)$ to maximize $\left(\log \operatorname{dim} L_{j}\right) /(j+1)$ for $r \leq j<(m+1) r$. Then Theorem 3.9 with $k=m+1$ yields

$$
\frac{\log \operatorname{dim} L_{r_{0}}}{r_{0}} \geq \frac{\log \operatorname{dim} L_{r_{0}}}{r_{0}+1} \geq \alpha_{L}-\frac{\lambda(n, h)}{\log r} \geq \alpha_{L}-\frac{2 \lambda(n, h)}{\log r_{0}}
$$

(The last inequality follows because $m \leq n / 2$, and so $r_{0}<(n / 2+1) r$, and hence $\log r_{0}<\log (n / 2+1)+\log r<2 \log r$.)

Next suppose by induction that the $r_{j}, j \leq i$, have been constructed. Since $r_{i}>r_{0}$ we may apply Theorem 3.9 exactly as above to find $r_{i+1} \in\left[2 r_{i},(m+1) r_{i}\right)$ and such that (4.1) holds.

We complete the proof by applying Lemma 2.4 and for this we shall suppose that the initial $r$ above was chosen so that

$$
\frac{2(\log 2) \lambda(n, h)}{\log x \log 2 x} \geq \frac{3 \log 2 x}{x}
$$

for $x \geq r$. To obtain this lemma from Lemma 2.4 it is sufficient, in view of (4.1), to show that for $i \geq 0$,

$$
2 \lambda(n, h)\left[\frac{1}{\log r_{i}}-\frac{1}{\log r_{i+1}}\right] \geq 2 \frac{\log \left(r_{i}+1\right)}{r_{i}}+\frac{\log 3}{r_{i+1}} .
$$

Since $2 r_{i} \leq r_{i+1}<(m+1) r_{i}$, it is enough to show that

$$
\frac{2 \log 2 \lambda(n, h)}{\log r_{i} \log 2 r_{i}} \geq \frac{3 \log 2 r_{i}}{r_{i}}
$$

and this is exactly our additional hypothesis above on $r$.

We will use the Hochschild-Serre spectral sequence in the next proposition. We refer the reader to [7] for the notation and properties of the spectral sequence, noting that since char $\mathbb{k}=0, \wedge U=\Gamma U$, the free divided powers algebra on $U$, for any graded vector space $U=\left\{U_{i}\right\}_{i \geq 1}$. We denote by $s U$ the graded vector space defined by $(s U)_{i}=U_{i-1}$. Then for each sub Lie algebra $E \subset L$, we write $I=[E, E]$, and observe that the proof of $\left(X_{4}\right)$ in [7] §4] implies that

$$
\begin{equation*}
\operatorname{Ext}_{U(E / I)}^{*}\left(\operatorname{Tor}_{p}^{U I}\left(\boldsymbol{k}, \Gamma^{q} \boldsymbol{s}(L / E)\right), U(E / I)\right) \neq 0 \tag{4.2}
\end{equation*}
$$

for some $p+q=s \leq m$.
In fact, the Hochschild-Serre spectral sequence converging from

$$
\operatorname{Ext}_{U E}^{i}\left(\wedge^{q} s(L / E), U L\right)
$$

to $\operatorname{Ext}_{U L}^{i+q}(\boldsymbol{k}, U L)$ gives $\operatorname{Ext}_{U E}^{i}\left(\wedge^{q} \mathcal{S}(L / E), U L\right) \neq 0$ for some $i+q \leq m$, because depth $L \leq m$. Since $U L$ is $U E$-free, this implies that $\left.\operatorname{Ext}_{U E}^{i}\left(\wedge{ }^{q} s(L / E), U E\right) \neq 0\right)$. Now the proof of [8, Lemma 4.2] applies verbatim to give $\operatorname{Ext}_{U E}^{i}\left(\wedge^{q} s(L / E), U E / I\right) \neq 0$.

On the other hand there is a Hochschild-Serre spectral sequence converging from $\operatorname{Ext}_{U(E / I)}^{i-p}\left(\operatorname{Tor}_{p}^{U I}\left(\mathbb{k}, \wedge^{q} \mathcal{s}(L / E)\right), U(E / I)\right)$ to $\operatorname{Ext}_{U E}^{i}\left(\wedge{ }^{q} \mathcal{s}(L / E), U(E / I)\right)$. Formula (4.2) follows.

Finally [7, Proposition 1, §2] asserts that if $F$ is an abelian Lie algebra, $M$ is an $F$-module, and $\operatorname{Ext}_{U F}(M, U F) \neq 0$, then for some $x \in M$ and some $r$ the map $U\left(F_{\geq r}\right) \rightarrow M, a \mapsto a \cdot x$ is injective. This, together with (4.2), shows that for any sub Lie algebra $E$ of $L$, for some integer $\lambda$ and some $\omega \in \operatorname{Tor}_{p}^{U I}\left(\mathbb{k}, \wedge^{q} s(L / E)\right)$, the natural action of $U(E / I)$ satisfies

$$
U\left((E / I)_{\geq \lambda}\right) \longrightarrow U\left((E / I)_{\geq \lambda}\right) \cdot \omega \text { is injective. }
$$

Proposition 4.2 Let L be the homotopy Lie algebra of a simply connected minimal Sullivan algebra satisfying (H). There is then an integer $R$ such that for all $r \geq R$,

$$
\max _{r<i<r+\sqrt{r}-1} \frac{\log \operatorname{dim} L_{i}}{i} \geq \log \text { index } L-\frac{9 \lambda(n, h)}{\log r} .
$$

Proof Let $\left(r_{i}\right)$ and $E \subset L$ satisfy the conditions of Lemma4.1, and write $[E, E]=I$. There is thus some integer $\lambda$ and some $\omega \in \operatorname{Tor}_{p}^{U I}\left(\mathbb{k}, \wedge^{q} \boldsymbol{s}(L / E)\right)$ for which $p+q=$ $s \leq m$ and

$$
\begin{equation*}
U\left((E / I)_{\geq \lambda}\right) \longrightarrow U\left((E / I)_{\geq \lambda}\right) \cdot \omega \text { is injective. } \tag{4.3}
\end{equation*}
$$

Write $W=s I \oplus s L / E$ and represent $\omega$ by a cycle $z \in \wedge^{s}\left(W_{\leq N}\right)$, some $N$. Then choose $i_{0} \geq 0$ so that $r_{i_{0}}>N$.

We will impose a number of conditions on $R$. To begin, we require that

$$
\frac{\sqrt{R}}{(m+2)^{2}}>\lambda \quad \text { and } \quad \sqrt{R}>r_{i_{0}}+N
$$

Now let $r \geq R$ be any integer. Then $r_{i_{0}}+N<\sqrt{r}$, and so there is a greatest integer $i$ such that $r_{i}+N<\sqrt{r}$. Clearly then $r_{i}<\sqrt{r}<r$. Let $k \geq 2$ be the least integer for which $r_{i} k \geq r$. Since $(k-1) r_{i}<r$ we have $k r_{i}+N=(k-1) r_{i}+r_{i}+N<r+\sqrt{r}-1$; i.e.,

$$
\left[k r_{i}, k r_{i}+N\right] \subset[r, r+\sqrt{r}-1)
$$

Next, let $\left\{u_{j}\right\} \subset E_{r_{i}}$ represent a basis of $(E / I)_{r_{i}}$ and denote the adjoint representation of $E$ in $\Gamma W$ by " $\circ$ ". Further, for $\ell \geq 1$, denote by $A^{\ell} \subset U E$ the linear span of the elements $u_{j_{1}} \cdots u_{j_{\ell}}$ with $j_{1}<\cdots<j_{\ell}$. Note that $A^{\ell+\ell^{\prime}} \subset A^{\ell} \cdot A^{\ell^{\prime}}$. Since $i$ is the largest integer for which $r_{i}+N<\sqrt{r}$, we have $(m+2) r_{i}=(m+1) r_{i}+r_{i} \geq$ $r_{i+1}+r_{i_{0}}>r_{i+1}+N \geq \sqrt{r}$. Thus,

$$
r_{i}>\frac{\sqrt{r}}{m+2} \geq \frac{\sqrt{R}}{m+2}>\lambda
$$

It therefore follows from (4.3) that for any $\ell \geq 1, A^{\ell} \rightarrow A^{\ell} \circ z$ is injective.
Now recall that $z \in \Gamma^{s}\left(W_{\leq N}\right)$, where $s \leq m$. Set $K=\operatorname{dim} \Gamma^{\leq m}\left(W_{\leq N}\right)$. As in the proof of $\left(X_{4}\right)$ in [7§§4], we have

$$
A^{\ell} \circ z \subset \sum_{t=1}^{s} \sum_{\substack{\ell_{1}+\cdots+\ell_{t}=\ell \\ \ell_{1} \leq \cdots \leq \ell_{t}}}\left(A^{\ell_{1}} \circ W_{\leq N}\right) \cdots\left(A^{\ell_{t}} \circ W_{\leq N}\right) \Gamma^{s-t}\left(W_{\leq N}\right)
$$

When $\ell=k s$, we have $\ell_{t} \geq \frac{k s}{t} \geq k$ (because $s \geq t$ ). Since $A^{\ell+\ell^{\prime}} \subset A^{\ell} A^{\ell^{\prime}}$, and since $\ell_{t} \geq k$, it follows that $A^{\ell_{t}} \circ W_{\leq N} \subset A^{\ell_{t}-k} \circ A^{k} \circ W_{\leq N}$. Since $s \leq m, \operatorname{dim} \Gamma^{s-t}\left(W_{\leq N}\right) \leq$ $\operatorname{dim} \Gamma^{\leq m}\left(W_{\leq N}\right)=K$. Thus, since $A^{k s} \rightarrow A^{k s} \circ z \overline{\text { is injective, we obtain }}$

$$
\operatorname{dim} A^{k s} \leq \sum_{t=1}^{s} \sum_{\substack{\ell_{1}+\cdots+\ell_{t}=k s \\ \ell_{1} \leq \cdots \leq \ell_{t}}}\left(K \operatorname{dim} A^{\ell_{1}}\right) \cdots\left(K \operatorname{dim} A^{\ell_{t-1}}\right) \operatorname{dim} A^{\ell_{t}-k} \operatorname{dim}\left(A^{k} \circ W_{\leq N}\right) K
$$

Next, write $d_{i}=\log$ index $L-\frac{2 \lambda(n, h)}{\log r_{i}}$ and set

$$
d=\max _{r<j<r+\sqrt{r}-1} \frac{\log \operatorname{dim} L_{j}}{r} .
$$

Now recall that $A^{k}$ is the linear span of the elements $u_{j_{1}} \cdots u_{j_{k}}$ with $j_{1}<\cdots<j_{k}$. Thus the elements of $A^{k}$ have degree $k r_{i}$. Since $\left[k r_{i}+1, k r_{i}+N\right] \subset(r, r+\sqrt{r}-1)$, it follows that

$$
\operatorname{dim} A^{k} \circ W_{\leq N} \leq \sum_{j=k r_{i}+1}^{k r_{i}+N} \operatorname{dim} W_{j} \leq N \cdot \max _{r+1 \leq j \leq r+\sqrt{r}-2} \operatorname{dim} L_{j} \leq N e^{d r}
$$

On the other hand (Lemma 4.1) $\operatorname{dim}(E / I)_{r_{i}} \leq e^{d_{i} r_{i}}$, and so for any $\ell, \operatorname{dim} A^{\ell} \leq e^{d_{i} r_{i} \ell}$. Denote by $\rho$ the number of partitions of $k s$. Then, because $t \leq s \leq m$, the inequalities above yield

$$
\begin{equation*}
\operatorname{dim} A^{k s} \leq \rho K^{m} e^{d_{i} r_{i}(s-1) k} N e^{d r} \tag{4.4}
\end{equation*}
$$

If $x \geq l$ are respectively a real number and a strictly positive integer, we write

$$
\binom{x}{\ell}=\frac{x(x-1) \cdots(x-\ell+1)}{\ell!}
$$

and note that $\binom{x}{\ell} \geq\left(\frac{x}{\ell}\right)^{\ell}$. We now require the following further condition on $R$ : for any $y \geq R$,

$$
\left(\log \text { index } L-\frac{2 \lambda(n, h)}{\log y}\right) y>\log \left(4 m(m+2)^{2} y\right)
$$

Then, with this condition satisfied, we establish the inequality

$$
\begin{equation*}
\operatorname{dim} A^{k s} \geq\binom{\frac{1}{2} e^{d_{i} r_{i}}}{k s} \geq\left(\frac{e^{d_{i} r_{i}}}{2 k s}\right)^{k s} \tag{4.5}
\end{equation*}
$$

In fact, since (Lemma4.1) we have $\operatorname{dim}(E / I)_{r_{i}} \geq \frac{1}{2} e^{d_{i} r_{i}}$, it is sufficient to show that $e^{d_{i} r_{i}} \geq 2 k s$. But since $(k-1) r_{i}<r$ and $r_{i}<r$, it follows that $k r_{i}<2 r$. Moreover, as observed earlier in the proof, $r_{i}>\frac{\sqrt{r}}{m+2}$. It follows that $k<2(m+2) \sqrt{r}$, and so $2 k s \leq 2 k m<4 m(m+2) \sqrt{r}<4 m(m+2)^{2} r_{i}$. Since $r_{i} \geq R$, our hypothesis above on $R$ implies that $d_{i} r_{i}>\log \left(4 m(m+2)^{2} r_{i}\right)>\log (2 k s)$, i.e., $e^{d_{i} r_{i}}>2 k s$. Thus (4.5) is established.

Now recall, as observed in the proof of Lemma 3.5, that $\rho<e^{3 \sqrt{k s}}$. Recall also that $r \leq r_{i} k$ and that $s \leq m$. With these observations, combine the inequalities (4.4) and (4.5) and take logs to obtain

$$
d r \geq d_{i} r-k m \log (2 k m)-3 \sqrt{k m}-m \log K-\log N
$$

It follows that for some $c$ depending only on $m, K$, and $N$ that

$$
d r \geq d_{i} r-c k \log k
$$

But $k<2(m+2) \sqrt{r}$, and so

$$
d-d_{i} \geq-\frac{2 c(m+2)}{\sqrt{r}} \log (2(m+2) \sqrt{r})
$$

We now impose one final requirement on $R$, namely that for $y \geq R$,

$$
\frac{2 c(m+2)}{\sqrt{y}} \log (2(m+2) \sqrt{y})<\frac{\lambda(n, h)}{\log y}
$$

Then, because $r \geq R$, we have

$$
d \geq d_{i}-\frac{\lambda(n, h)}{\log r}=\log \text { index } L-\frac{2 \lambda(n, h)}{\log r_{i}}-\frac{\lambda(n, h)}{\log r}
$$

Finally, as observed earlier, $r_{i}>\frac{\sqrt{r}}{m+2}$ and so $\log r_{i}>\frac{1}{2} \log r-\log (m+2)$. But $r \geq R>(m+2)^{4} j_{0}^{2}$ and so $\log (m+2)<\frac{1}{4} \log r$. Thus $\log r_{i}>\frac{1}{4} \log r$ and

$$
d \geq \log \text { index } L-\frac{9 \lambda(n, h)}{\log r}
$$

Theorem 4.3 Let L be the homotopy Lie algebra of a simply connected minimal Sullivan algebra satisfying $(H)$. Then, given $\varepsilon>0$, there is an infinite sequence of even integers $q_{0}<q_{1}<\cdots$ and a constant $C_{0} \geq 0$ such that

$$
q_{i+1}-q_{i}<\sqrt{q_{i}}+C_{0}, \quad i \geq 0
$$

and

$$
\frac{\log \operatorname{dim} L_{q_{i}}}{q_{i}} \geq \log \text { index } L-\frac{(9+\varepsilon) \lambda(n, h)}{\log q_{i}}, \quad i \geq 0
$$

Proof As in the proof in [7, §4] that $\left(X_{4}\right) \Rightarrow\left(X_{3}\right)$, there are finitely many elements $y_{1}, \ldots, y_{r}$ of odd degree in $L$ such that for $\ell$ odd and sufficiently large there is some $\mu(\ell) \in[1, r]$ for which $\operatorname{dim} L_{\ell+\operatorname{deg}}^{y_{\mu()}} \geq \frac{1}{r} \operatorname{dim} L$.

Next, recall from Proposition 4.2 that if an integer $q$ is sufficiently large, then for some $\ell \in(q, q+\sqrt{q}-1)$,

$$
\frac{\log \operatorname{dim} L_{\ell}}{\ell} \geq \log \text { index } L-\frac{9 \lambda(n, h)}{\log q}
$$

Define $k$ by

$$
k= \begin{cases}\ell & \text { if } \ell \text { is even } \\ \ell+\operatorname{deg} y_{\mu(\ell)} & \text { if } \ell \text { is odd }\end{cases}
$$

and write $C_{0}=\max _{1 \leq i \leq r} \operatorname{deg} y_{i}$. Then $k$ is even and $q<k<q+\sqrt{q}+C_{0}$, whether $\ell$ is even or odd.

In the case $\ell$ is odd we have

$$
\begin{align*}
\frac{\log \operatorname{dim} L_{k}}{k} & \geq \frac{\log \operatorname{dim} L_{\ell}}{k}-\frac{\log r}{k}  \tag{4.6}\\
& =\frac{\log \operatorname{dim} L_{\ell}}{\ell}-\frac{1}{k}\left(\operatorname{deg} y_{\mu(\ell)} \frac{\log \operatorname{dim} L_{\ell}}{\ell}+\log r\right) .
\end{align*}
$$

It follows from Lemma 3.4 (iv) that the set $\left\{\left.\frac{\log \operatorname{dim} L_{\ell}}{\ell} \right\rvert\, \ell \geq 1\right\}$ has a finite upper bound, and so for sufficiently large $q$,

$$
\begin{equation*}
\frac{1}{k}\left(\operatorname{deg} y_{\mu(\ell)} \frac{\log \operatorname{dim} L_{\ell}}{\ell}+\log r\right)<\frac{\varepsilon / 2 \lambda(n, h)}{\log k} \tag{4.7}
\end{equation*}
$$

Moreover, whether $\ell$ is even or odd we have $k \leq 2 q$, and so

$$
\frac{\log k}{\log q} \leq \frac{\log q+\log 2}{\log q}=1+\delta
$$

where for $q$ sufficiently large $\delta<\varepsilon / 2$. Then

$$
\begin{align*}
\frac{\log \operatorname{dim} L_{\ell}}{\ell} & \geq \log \text { index } L-\frac{9 \lambda(n, h)}{\log q}  \tag{4.8}\\
& \geq \log \text { index } L-\frac{\left(9+\frac{\varepsilon}{2}\right) \lambda(n, h)}{\log k}
\end{align*}
$$

Formula (4.8), combined with (4.6) and 4.7) when $\ell$ is odd, establishes the inequality

$$
\frac{\log \operatorname{dim} L_{k}}{k} \geq \log \text { index } L-\frac{(9+\varepsilon) \lambda(n, h)}{\log k}
$$

always provided $q \geq Q$ for some fixed $Q$. For such $q$ set $k=q_{0}$ and then iterate the construction to obtain the sequence $\left(q_{i}\right)$.

Proposition 4.4 Let L be the homotopy Lie algebra of a simply connected minimal Sullivan algebra satisfying $(H)$. Then, given $\varepsilon>0$, there is a constant $C>0$ such that for $k \geq C$,

$$
\max _{k+2 \leq i \leq k+n} \frac{\log \operatorname{dim} L_{i}}{i} \geq \log \text { index } L-\frac{(9+3 \varepsilon) \lambda(n, h)}{\log (k+1)}
$$

Proof The principal step in the proof is to show that for some $d \geq n$,

$$
\begin{equation*}
\max _{\ell \leq i \leq \ell+d} \frac{\log \operatorname{dim} L_{i}}{i} \geq \log \text { index } L-\frac{(9+2 \varepsilon) \lambda(n, h)}{\log \ell} \tag{4.9}
\end{equation*}
$$

if $\ell$ is sufficiently large. We establish this by showing that the hypothesis that (4.9) fails leads to a contradiction, and we do so following the general idea of the proof of [7, §3, Thm. 2].

To begin, recall that we set $\alpha_{L}=\log$ index $L$, and remark that, by Lemma3.4(i), since $\operatorname{dim} L=\infty$, we have $\alpha_{L}>0$. Now simplify notation by writing

$$
c=(9+2 \varepsilon) \lambda(n, h)
$$

Then if (4.5) is false, we may find an infinite sequence $0<\ell_{0}<\ell_{1}<\cdots$ such that for $r \geq 0$,

$$
\begin{equation*}
\max _{\ell_{r} \leq i \leq \ell_{r}+r} \frac{\log \operatorname{dim} L_{i}}{i}<\alpha_{L}-\frac{c}{\log \ell_{r}} \tag{4.10}
\end{equation*}
$$

Moreover, by choosing a subsequence if necessary, we may also arrange that for $r \geq 0$,

$$
\begin{equation*}
\alpha_{L}-\frac{c}{\log \ell_{r}}>0 \tag{4.11}
\end{equation*}
$$

and for $r \geq 0$ and $x \geq \ell_{r+1}$,

$$
\begin{equation*}
\frac{c}{\log \ell_{r}}-\frac{6 \log \left(\ell_{r}+1\right)}{\ell_{r}}>\frac{c}{\log x} \tag{4.12}
\end{equation*}
$$

For the last equation, remark that when $\ell_{r}>5, \frac{c}{\log \ell_{r}}-\frac{6 \log \left(\ell_{r}+1\right)}{\ell_{r}}>0$, so we can find $\ell_{r+1}$ so that this quantity is bigger than $\frac{c}{\log \ell_{r+1}}$.

Recall next from Theorem4.3 that there is a constant $C_{0}$ and an infinite sequence $2 \leq q_{0}<q_{1}<\cdots$ of even integers such that for $j \geq 0$,

$$
\left\{\begin{array}{l}
q_{j+1}<q_{j}+\sqrt{q_{j}}+C_{0}  \tag{4.13}\\
\frac{\log \operatorname{dim} L_{q_{j}}}{q_{j}} \geq \alpha_{L}-\frac{(9+\varepsilon) \lambda(n, h)}{\log q_{j}} .
\end{array}\right.
$$

By beginning the sequence at a sufficiently large $q_{0}$ we may also arrange that for $j \geq 0$,

$$
\begin{equation*}
\alpha_{L}-\frac{(9+\varepsilon) \lambda(n, h)}{\log q_{j}}>0 \quad \text { and } \quad q_{j}+\sqrt{q_{j}}+C_{0}<2 q_{j} \tag{4.14}
\end{equation*}
$$

In particular, comparing (4.10) with (4.13) we find that for all $j, r \geq 0$,

$$
\begin{equation*}
q_{j} \notin\left[\ell_{r}, \ell_{r}+r\right] . \tag{4.15}
\end{equation*}
$$

We now construct an infinite sequence $\left(z_{i}\right)$ of elements of $L$ and a strictly increasing infinite subsequence $\left(s_{i}\right)=\left(\ell_{r_{i}}\right)$ of the sequence $\left(\ell_{r}\right)$ such that the following holds for $i \geq 0$ :
(C1) $z_{i} \neq 0, \operatorname{deg} z_{i}$ is even, and $\operatorname{deg} z_{i}>\operatorname{deg} z_{i-1}$.
(C2) The sub Lie algebra, $E(i)$, generated by $z_{0}, \ldots, z_{i}$ together with the subspaces $L_{\left[s_{j}, s_{j}+r_{j}\right]}, 0 \leq j \leq i$, satisfies

$$
\operatorname{dim}(U E(i))_{j} \leq e^{\left(\alpha_{L}-\frac{c}{\log _{i+1}}\right) j}, \quad j \geq 0
$$

(C3) The subspace $(U E(i-1))_{+} \circ z_{i}$ is finite dimensional and concentrated in odd degrees, where " $\circ$ " denotes the adjoint representation.

Remark In interpreting (C1)-(C3) for $i=0$, we set $E(-1)=0$, and $z_{-1}=0 \in L_{0}$.
Now once the sequence $s_{i}=\ell_{r_{i}}$ and $z_{i}$ are constructed, we will use the same ideas as in the proof of [7, Theorem 2, §3] to yield a contradiction and hence establish (4.9). Thus first we will recall how to obtain a contradiction from (4.9), and then we will construct these two sequences by induction on $i$.

Recall first that an $L$-module $M$ is weakly locally finite if $M$ is the increasing union of finite dimensional subspaces $M(1) \subset M(2) \subset \cdots$ such that $M(k)$ is preserved by $L_{\leq k}$. Then the weak depth of $L$, w-depth $L$, is the least $k$ (or $\infty$ ) such that $\operatorname{Ext}_{U L}^{k}(M, U L) \neq 0$ for some weakly locally finite $L$-module, $M$.

Now set $E=\cup_{r} E(r)$. Since $(L / E)_{i}=0$ for $i \in\left[s_{j}, s_{j}+r_{j}\right], L / E$ is a weakly locally finite $L$-module, and so, by [7, Lemma 5], w-depth $E \leq$ w-depth $L \leq m$.

The relation (C3) clearly implies that for any $r$, and any $i>0,\left[E(r), z_{r+i}\right]$ is finite dimensional and concentrated in odd degrees.

Let w-depth $E=k$, and let $Z(r) \subset E(r)$ be the sub Lie algebra of elements that commute with each $z_{r+i}, 0<i \leq k$. Since $\left[E(r), z_{r+i}\right]$ is finite dimensional and concentrated in odd degrees it follows that $E(r) / Z(r)$ is also finite dimensional and concentrated in odd degrees. By [7, Lemma 8], the restriction morphism

$$
\operatorname{Ext}_{U E(r)}(M, U E) \longrightarrow \operatorname{Ext}_{U Z(r)}(M, U E)
$$

is injective for any $E$-module $M$.
On the other hand, since w-depth $E=k$, there is a weakly locally finite $E$-module $M$ such that $\operatorname{Ext}_{U E}^{k}(M, U E) \neq 0$. Moreover, since $E=\cup_{r} E(r)$, for some $r$ the restriction morphism $\operatorname{Ext}_{U E}^{k}(M, U E) \rightarrow \operatorname{Ext}_{U E(r)}^{k}(M, U E)$ is non-zero. Hence also the composite

$$
\operatorname{Ext}_{U E}^{k}(M, U E) \longrightarrow \operatorname{Ext}_{U Z(r)}^{k}(M, U E)
$$

is non-zero.
Since each $\left[E(i), z_{i+1}\right]$ is concentrated in odd degrees, it follows that $\left[z_{i}, z_{j}\right]=0$, $0 \leq j<i<\infty$. Thus $Z=\oplus_{i=1}^{k} \mathbb{k} z_{r+i}$ is an abelian Lie algebra commuting with $Z(r)$. Because $Z(r) \rightarrow E$ factors as $Z(r) \rightarrow Z(r)+Z \rightarrow E$, the restriction map $\operatorname{Ext}_{U E}^{k}(M, U E) \rightarrow \operatorname{Ext}_{U Z(r)}^{k}(M, U E)$ factors through $\operatorname{Ext}_{U(Z(r)+Z)}^{k}(M, U E)$. Since $U E$ is a free $U(Z(r)+Z)$-module, it follows that w-depth $(Z(r)+Z) \leq k$. Since $Z$ is an ideal in $Z(r)+Z$, there is a Hochschild-Serre spectral sequence converging from $\operatorname{Ext}_{U((Z(r)+Z) / Z)}^{p}\left(\mathbb{k}, \operatorname{Ext}_{U(Z)}^{q}(\cdot, \cdot)\right)$ to $\operatorname{Ext}_{U(Z(r)+Z)}^{p+q}(\cdot, \cdot)$. It follows that w-depth $Z \leq k$. But $Z$ is finitely generated, so [7, Lemma 5] asserts that depth $Z \leq k$. On the other hand, since $Z$ is abelian and concentrated in even degrees, [6, Theorem 36.4] asserts that depth $Z=\operatorname{dim} Z=k+1$, and we have the desired contradiction.

Now we proceed to the construction of the sequences $s_{i}$ and $z_{i}$. To begin, we set $r_{0}=0$ so that $s_{0}=\ell_{0}$, and we let $z_{0}$ be any non-zero element in some $L_{q_{j}}$ with $q_{j}>\ell_{0}$, noting that (4.13) and (4.14) imply that this space is non-zero. Thus, because $E(-1)=0$ and $z_{-1}=0 \in L_{0},(\mathrm{C} 1)$ and (C3) are trivially satisfied for $i=0$. Moreover, since $E(0)$ is generated by $L_{\ell_{0}}+\mathbb{k} z_{0}$ it follows from 4.10) and 4.11) that

$$
\operatorname{dim}\left(\frac{E(0)}{[E(0), E(0)]}\right)_{j} \leq e^{\left(\alpha_{L}-\frac{c}{\log \ell_{0}}\right) j}, \quad j \geq 1
$$

Also, since $E(0)_{j}=0$ for $j<\ell_{0}$, we have from Lemma 2.2 that

$$
\operatorname{dim} U E(0)_{j} \leq e^{\left(\alpha_{L}-\frac{c}{\log \varepsilon_{0}}+\frac{\log \left(\ell_{0}+1\right)}{\ell_{0}}\right) j}, \quad j \geq 1
$$

Now apply (4.12), noting that whatever the choice of $s_{1}$ we will have $s_{1} \geq \ell_{1}$, to obtain that $E(0)$ satisfies (C2).

Next, suppose $s_{0}, \ldots, s_{p}$ and $z_{0}, \ldots, z_{p}$ have been selected so that (C1)-(C3) hold. Set

$$
d(p)=1+\max \left(s_{p}+r_{p}, \operatorname{deg} z_{p}\right)
$$

and choose $q$ to satisfy the following three conditions:
(i) $q>d(p)$;
(ii) for $x \geq q, \frac{\log x}{\log \left(x+\sqrt{x}+C_{0}\right)}>\frac{(9+1.5 \varepsilon)}{(9+2 \varepsilon)}$;
(iii) for $x \geq q, \alpha_{L} \frac{2 \sqrt{x}+2 C_{0}}{x}+\frac{\log d(p)}{x}<\frac{.5 \varepsilon}{q+2 \varepsilon} \frac{c}{\log x}$.

Then choose $r_{p+1}$ and $s_{p+1}=\ell_{r_{p+1}}$ so that for some $q_{i}>q$,

$$
r_{p+1}>d(p) \quad \text { and } \quad s_{p+1}>q_{i}>q
$$

Because of (4.15), no $q_{j}$ is in the interval $\left[s_{p+1}, s_{p+1}+r_{p+1}\right]$. It follows that for some (unique) $q_{j}>q$,

$$
\left[s_{p+1}, s_{p+1}+r_{p+1}\right] \subset\left[q_{j}, q_{j+1}\right)
$$

Now dualize the adjoint representation of $U E(p)$ in $L$ to linear maps

$$
\theta_{i}: L_{q_{j}} \rightarrow L_{i} \otimes\left(U E(p)_{i-q_{j}}\right)^{\#}
$$

where \# denotes vector space dual. From (4.10) and (C2) we find that for $i \in$ $\left[s_{p+1}, s_{p+1}+r_{p+1}\right]$,

$$
\operatorname{dim} L_{i} \otimes\left(U E(p)_{i-q_{j}}\right)^{\#} \leq e^{\left(\alpha_{L}-\frac{c}{\log s_{p+1}}\right) i} e^{\left(\alpha_{L}-\frac{c}{\log s_{p+1}}\right) i-q_{j}}
$$

From (4.13) we have $s_{p+1}+d(p)<s_{p+1}+r_{p+1}<q_{j+1} \leq q_{j}+\sqrt{q_{j}}+C_{0}$. Substitution in the inequality above yields

$$
\operatorname{dim} \operatorname{Im} \theta_{i} \leq e^{\left(\alpha_{L}-\frac{c}{\log s_{p+1}}\right)\left(q_{j}+2 \sqrt{q_{j}}+2 C_{0}\right)}
$$

for $s_{p+1} \leq i<s_{p+1}+d(p)$. Thus,

$$
\frac{1}{q_{j}} \log \left(\sum_{i=s_{p+1}}^{s_{p+1}+d(p)-1} \operatorname{dim} \mid I M \theta_{i}\right) \leq \alpha_{L}-\frac{c}{\log s_{p+1}}+\alpha_{L} \frac{2 \sqrt{q_{j}}+2 C_{0}}{q_{j}}+\frac{\log d(p)}{q_{j}}
$$

But

$$
\frac{c}{\log s_{p+1}}>\frac{c}{\log \left(q_{j}+\sqrt{q_{j}}+C_{0}\right)}=\frac{c}{\log q_{j}} \frac{\log q_{j}}{\log \left(q_{j}+\sqrt{q_{j}}+C_{0}\right)}
$$

Thus, since $q_{j}>q$, it follows from our conditions above on $q$ that

$$
\frac{1}{q_{j}} \log \left(\sum_{i=s_{p+1}}^{s_{p+1}+d(p)-1} \operatorname{dim} \operatorname{Im} \theta_{i}\right) \leq \alpha_{L}-\frac{(9+\varepsilon) \lambda(n, h)}{\log q_{j}}<\frac{\log \operatorname{dim} L_{q_{j}}}{q_{j}}
$$

This implies in turn that for some non-zero $z \in L_{q_{j}}$,

$$
\theta_{i} z=0, \quad s_{p+1} \leq i<s_{p+1}+d(p)
$$

Equivalently, where, as usual, "○" denotes the adjoint representation,

$$
\begin{equation*}
U E(p)_{i} \circ z=0 \quad \text { for } i \in\left[s_{p+1}-q_{j}, s_{p+1}-q_{j}+d(p)\right) \tag{4.16}
\end{equation*}
$$

But since $d(p)>s_{p}+r_{p}$ and $d(p)>\operatorname{deg} z_{p}$, it follows from the definition of $E(p)$ that this sub Lie algebra is generated by elements of degree $<d(p)$. Thus from (4.16) we obtain

$$
U E(p)_{i} \circ z=0, \quad i \geq s_{p+1}-q_{j}
$$

i.e., $U E(p) \circ z$ is finite dimensional. Moreover, $z \in L_{q_{j}}$ is a non-zero element of even degree in $U E(p) \circ z$. Let $z_{p+1}$ be a non-zero element of maximal even degree in $U E(p) \circ z$. Then $\operatorname{deg} z_{p+1} \geq \operatorname{deg} z=q_{j}>d(p) \geq \operatorname{deg} z_{p}$, and so (C1) holds for $i=p+1$. Obviously (C3) holds by the very choice of $z_{p+1}$. Finally, note that $E(p+1)$ is generated by $E(p)$ together with

$$
W=L_{\left[s_{p+1}, s_{p+1}+r_{p+1}\right]}+\mathbb{k} z_{p+1}
$$

In particular, it follows from (4.10) and (4.11) that for all $j \geq 1, \operatorname{dim} W_{j} \leq$ $e^{\left(\alpha_{L}-\frac{c}{\log s_{p+1}}\right) j}$.

Furthermore, since $\operatorname{deg} z_{p+1} \geq q_{j}$ and $s_{p+1} \geq q_{j}$, we have $W_{i}=0, i<q_{j}$. Thus in view of (C2) for $i=p$ and Lemma 2.3 (ii), we may conclude that for any $j \geq 1$,

$$
\frac{\log \operatorname{dim} U E(p+1)_{j}}{j} \leq \alpha_{L}-\frac{c}{\log s_{p+1}}+\frac{3 \log \left(q_{j}+1\right)}{q_{j}} .
$$

Since $q_{0} \geq 2$ and $\frac{\log (x+1)}{x}$ decreases as $x$ increases for $x \geq 2$, we obtain from (4.14) that

$$
\frac{3 \log \left(q_{j}+1\right)}{q_{j}}=\frac{6 \log \left(q_{j}+1\right)}{2 q_{j}} \leq \frac{6 \log \left(q_{j}+\sqrt{q_{j}}+C_{0}+1\right)}{q_{j}+\sqrt{q_{j}}+C_{0}}<\frac{6 \log \left(s_{p+1}+1\right)}{s_{p+1}} .
$$

Finally, apply (4.12) to obtain that for all $j \geq 0$ that

$$
\frac{\log \operatorname{dim} U E(p+1)_{j}}{j} \leq \alpha_{L}-\left(\frac{c}{s_{p+1}}-\frac{6 \log \left(s_{p+1}+1\right)}{s_{p+1}}\right) \leq \alpha_{L}-\frac{c}{\log x},
$$

whenever $x \geq \ell_{r_{p+1}}+1$. Since any choice of $r_{p+2}$ will satisfy $r_{p+2}>r_{p+1}+1$, we will have $s_{p+2} \geq \ell_{r_{p+1}+1}$, so (C2) follows for $i=p+1$. This completes the induction, and with it the proof of (4.9).

It remains to deduce the proposition from 4.9). Thus we suppose 4.9) holds for $\ell \geq C_{1}$, some $C_{1}>0$. Then, because $\operatorname{dim} L_{k}=\operatorname{dim} V^{k+1}($ all $k \geq 1)$ with $(\wedge V, d)$ a minimal Sullivan algebra satisfying $\operatorname{dim} H^{i}(\wedge V, d) \leq h$, all $i \geq 0$, and $H^{i}(\wedge V, d)=0$, all $i>n$, we may apply [14, Corollary 7]. This asserts that for some $C_{2}>0$ and any integer $\ell \geq C_{2}$ there is an integer $i \in(\ell, \ell+n)$ for which

$$
\operatorname{dim} L_{i} \geq \frac{1}{n h} \operatorname{dim} L_{\ell}
$$

It follows that if $k+n-d \geq C_{2}$, then for any $\ell \in[k+n-d, k+n]$ there is an integer $i \geq \ell$ such that $i \in[k+2, k+n]$ and

$$
\operatorname{dim} L_{i} \geq\left(\frac{1}{n h}\right)^{d-n+2} \operatorname{dim} L_{\ell}
$$

Now suppose $k+n-d \geq C_{2}$ and $k+n-d \geq C_{1}$ and choose $\ell \in[k+n-d, k+n]$ so that

$$
\frac{\log \operatorname{dim} L_{\ell}}{\ell}=\max _{k+n-d \leq j \leq k+n} \frac{\log \operatorname{dim} L_{j}}{j} .
$$

Then because of (4.9), we will have for the $i \in[k+2, k+n]$ above that

$$
\begin{aligned}
\frac{\log \operatorname{dim} L_{i}}{\ell} & \geq \frac{\log \operatorname{dim} L_{\ell}}{\ell}-\frac{(d-n+2) \log n h}{\ell} \\
& \geq \alpha_{L}-\frac{(q+2 \varepsilon) \lambda(n, h)}{\log (k+n-d)}-\frac{(d-n+2) \log n h}{\ell} .
\end{aligned}
$$

Next, choose $C_{3}>0$ so that for $k \geq C_{3}$,

$$
\left\{\begin{array}{l}
\frac{\log (k+1)}{\log (k+n-d)} \leq \frac{9+2.5 \varepsilon}{9+2 \varepsilon}  \tag{4.17}\\
\frac{d \alpha_{L}+(d-n+2) \log n h}{k+2} \leq \frac{.5 \varepsilon \lambda(n, h)}{\log (k+1)}
\end{array}\right.
$$

Set $C=\max \left\{C_{1}, C_{2}, C_{3}\right\}$. Then for $k \geq C$ the $i \in[k+2, k+n]$ above satisfies

$$
\begin{aligned}
\frac{\log \operatorname{dim} L_{i}}{i} & \geq\left(\alpha_{L}-\frac{(9+2 \varepsilon) \lambda(n, h)}{\log (k+n-d)}\right)\left(1-\frac{i-\ell}{i}\right)-\frac{(d-n+2) \log n h}{i} \\
& \geq \alpha_{L}-\frac{d}{i} \alpha_{L}-\frac{(9+2 \varepsilon) \lambda(n, h)}{\log (k+n-d)}-\frac{(d-n+2) \log n h}{i} \\
& =\alpha_{L}-\frac{(9+2 \varepsilon) \lambda(n, h)}{\log (k+1)} \frac{\log (k+1)}{\log (k+n-d)}-\frac{(d-n+2) \log n h+d \alpha_{L}}{k+2} .
\end{aligned}
$$

In view of 4.17) this yields

$$
\frac{\log \operatorname{dim} L_{i}}{i} \geq \alpha_{L}-\frac{(9+3 \varepsilon) \lambda(n, h)}{\log (k+1)}
$$

and since $i \in[k+2, k+n]$, the proof of Proposition 4.4 is complete.
Next, recall the notation

$$
\begin{aligned}
& \beta(n, h)=40(2 n \log n+\log (h+1)+1) \log n h \\
& \gamma(n, h)=n \log (h+1)+2 n \log 2 n
\end{aligned}
$$

from the introduction. In particular, $\beta(n, h)=10 \lambda(n, h)$.
Theorem 4.5 Let $L$ be the homotopy Lie algebra of a simply connected minimal Sullivan algebra that satisfies $(H)$. Then the homotopy $\log$ index $\alpha_{L}$ satisfies $0<\alpha_{L}<\infty$. Moreover, for some $K \geq 0$ and for all $k \geq K$,

$$
e^{\left(\alpha_{L}-\frac{\beta(n, h)}{\log (k+1)}\right)(k+1)} \leq \max _{k+2 \leq i \leq k+n} \operatorname{dim} L_{i} \leq e^{\left(\alpha_{L}+\frac{\gamma(n, h)}{k+1}\right)(k+1)}
$$

Proof It follows from Lemmas 3.3(i)(ii), and 3.4(iv) that $0<\alpha_{L}<\log (h+1)$. Moreover, the first inequality follows from Proposition 4.4 provided that $K \geq C$ and $3 \varepsilon<1$. On the other hand, the first inequality of Theorem 3.9 implies that for an appropriate $K$, and for all $k \geq K$,

$$
\max _{k+2 \leq i \leq k+n} \frac{\log \operatorname{dim} L_{i}}{k+n+1} \leq \max _{k+2 \leq i \leq k+n} \frac{\log \operatorname{dim} L_{i}}{i+1} \leq \alpha_{L}+\frac{n \log 2 n}{k+2}
$$

Therefore, for $i \in[k+2, k+n]$, we have $\operatorname{dim} L_{i} \leq e^{\left(\alpha_{L}+\frac{n \log 2 n}{k+2}\right)(k+n+1)}$. Since by Lemma 3.4 (iv) $\alpha_{L} \leq \log (h+1)$, the second inequality of the theorem follows, provided that $k+2 \geq n$.

## 5 Topological Results

We begin by proving Theorem 1.2
Lemma 5.1 Let $Y$ be a simply connected $n$-dimensional CW complex such that for some $k$, $\max _{k+2 \leq i \leq k+n} \mathrm{rk} \pi_{i}(Y)<\infty$. Then $\mathrm{rk} \pi_{k+1}(Y)<\infty$.

Proof We may assume that $Y$ has a single zero cell and no 1-cells, and that the attaching maps for all the cells preserve base points. We shall assume $\mathrm{rk} \pi_{k+1}(Y)=\infty$ and deduce a contradiction. Indeed, given any subcomplex $i: W \subset Y$, consider based maps $f: S^{k+1} \rightarrow Y$ for which $f \vee i: S^{k+1} \vee W \rightarrow Y$ extends to a map $S^{k+1} \times W \rightarrow Y$, also denoted by $f$. This property depends only on the homotopy class $[f] \in \pi_{k+1}(Y)$, and the homotopy classes in $\pi_{k+1}(Y)$ with this property form a subgroup $G_{k+1}(W, Y)$ first introduced by Gottlieb in [11].

Now suppose $Z \supset W$ is a second subcomplex of $Y$ obtained by the addition of a single cell: $Z=W \cup_{g} D^{q}$. Given a map $f: S^{k+1} \times W \rightarrow Y$, we let $\pi: D^{k+1} \rightarrow$ $D^{k+1} / S^{k}=S^{k+1}$ and $\rho: S^{k} \times Z \rightarrow Z$ be the projections and form

$$
f(\pi \times i d) \cup \ell \rho:\left(D^{k+1} \times W\right) \cup\left(S^{k} \times Z\right) \longrightarrow Y
$$

where $\ell: Z \rightarrow Y$ is the inclusion. The obstruction $O(f)$ to extending this to a map $D^{k+1} \times Z \rightarrow Y$ is the obstruction to extending

$$
\widetilde{f}: D^{k+1} \times S^{q-1} \cup\left(S^{k} \times D^{q}\right) \longrightarrow Y
$$

to $D^{k+1} \times D^{q}$; i.e., it is an element of $\pi_{k+q}(Y)$.
Lemma 5.2 The correspondence $f \mapsto O(f)$ defines a linear map

$$
G_{k+1}(W, Y) \longrightarrow \pi_{k+q}(Y)
$$

whose kernel is $G_{k+1}(Z, Y)$.
Proof Recall first the classical definition of the addition in $\pi_{k+q}(Y)$. Denote by $H$ the hyperplane $x_{1}=0$ in $\mathbb{R}^{k+q+1}$. Then the pinch map $\nabla: S^{k+q} \rightarrow S^{k+q} \vee S^{k+q}$ is the quotient by the subspace $S^{k+q} \cap H$, and the sum of two elements $h_{1}$ and $h_{2}$ is the composition

$$
S^{k+q} \xrightarrow{\nabla} S^{k+q} \vee S^{k+q} \xrightarrow{h_{1} \vee h_{2}} Y .
$$

The map $\nabla$ decomposes as follows

$$
\begin{aligned}
&\left(D^{k+1} \times S^{q-1}\right) \cup\left(S^{k} \times D^{q}\right) \rightarrow\left[\left(D_{+}^{k+1} \vee D_{-}^{k+1}\right) \times S^{q-i}\right] \cup\left[\left(S_{+}^{k} \vee S_{-}^{k}\right) \times D^{q}\right]= \\
& {\left[\left(D_{+}^{k+1} \times S^{q-1}\right) \cup\left(S_{+}^{k} \times D^{q}\right)\right] \vee\left[\left(D_{-}^{k+1} \times S^{q-1}\right) \cup\left(S_{-}^{k} \times D^{q}\right)\right] }
\end{aligned}
$$

where $D_{+}^{k+1}$ denotes the quotient of $\left\{\left(x_{1}, \ldots, x_{k+1}\right) \in D^{k+1} \mid x_{1} \geq 0\right\}$ by the subspace $D^{k+1} \cap H$. We use similar definitions for $D_{-}^{k+1}$, $S_{+}^{k}$ and $S_{-}^{k}$. Clearly $S_{-}^{k} \cong S_{+}^{k} \cong S^{k}$ and $D_{-}^{k+1} \cong D_{+}^{k+1} \cong D^{k+1}$.

Now let $f, g \in G_{k+1}(W, Y)$. The extension of $f+g$ to $S^{k+1} \times W$ is the composition

$$
\left(S^{k+1} \times W\right) \xrightarrow{\nabla \times i d}\left(S_{+}^{k+1} \vee S_{-}^{k+1}\right) \times W=\left(S_{+}^{k+1} \times W\right) \cup_{(\{*\} \times W)}\left(S_{-}^{k+1} \times W\right) \xrightarrow{f \cup g} Y
$$

Since the projection $\rho: S^{k} \times D^{q} \rightarrow D^{q}$ is the composition

$$
S^{k} \times D^{q} \xrightarrow{\nabla \times i d}\left(S_{+}^{k} \vee S_{-}^{k}\right) \times D^{q}=\left(S_{+}^{k} \times D^{q}\right) \cup_{\left(\{*\} \times D^{q}\right)}\left(S_{-}^{k} \times D^{q}\right) \xrightarrow{\rho \cup_{\rho} \rho} D^{q},
$$

the maps $\widetilde{f+g}$ and $\widetilde{f}+\widetilde{g}$ coincide.
Since $2 \leq q \leq n, \pi_{k+q}(Y) \otimes(\mathbb{O}$ is finite dimensional, it follows that the image of $\left.G_{k+1}(Z, Y) \otimes \mathbb{O}\right)$ has finite codimension in $G_{k+1}(W, Y) \otimes \mathbb{O}$.

A trivial induction now shows that for finite subcomplexes $W \subset Z$ of $Y$ the image of $G_{k+1}(Z, Y) \otimes(\mathbb{O})$ has finite codimention in $G_{k+1}(W, Y) \otimes(\mathbb{O})$.

Next, given a based map $g: S^{p} \rightarrow Y$, we denote by $[g] \otimes 1$ the corresponding element of $\pi_{p}(Y) \otimes \mathbb{O}$. Similarly if $\varphi: W \rightarrow Y$ is the inclusion of a subcomplex we denote by $\left.\pi_{p}(\varphi) \otimes \mathbb{O}\right)$ the induced maps between the rationalized homotopy groups. We shall construct a sequence $p t=W(0) \subset W(1) \subset \cdots$ of finite subcomplexes of $Y$ together with maps $f(i): S^{k+1} \times W(i) \rightarrow W(i+1)$ such that

$$
\left.\left[f(i)_{| |^{k+1} \times p t}\right] \otimes 1 \notin \operatorname{Im} \pi_{k+1}\left(f(i)_{\mid p t \times W(i)} b i g r\right) \otimes \mathbb{O}\right)
$$

Indeed, first note that $\left.G_{k+1}(p t, Y) \otimes \mathbb{O}\right)^{2}=\pi_{k+1}(Y) \otimes \mathbb{O}$ ) is supposed infinite dimensional, so we may choose for $f(0)$ any representative of a non-zero element of $\pi_{k+1}(Y) \otimes(\mathbb{O}$. Then if $W(0) \subset \cdots \subset W(\ell)$ and $f(0), \ldots, f(\ell)$ are constructed, we let $W(\ell+1)$ be any finite subcomplex of $Y$ that contains $\operatorname{IM} f(\ell)$. Then $\pi_{k+1}(W(\ell+1)) \otimes$ $\mathbb{O}_{2}$ is finite dimensional and so has finite dimensional image in $\pi_{k+1}(Y) \otimes(\mathbb{O}$. Since the image of $G_{k+1}(W(\ell+1), Y) \otimes \mathbb{O}$ ) has finite codimension in the infinite dimensional space $G_{k+1}(p t, Y)=\pi_{k+1}(Y) \otimes \mathbb{O}$, we may find $f(\ell+1): S^{k+1} \times W(\ell+1) \rightarrow Y$ such that

$$
\left[f(\ell+1)_{\mid S^{k+1} \times p t}\right] \otimes 1 \notin \operatorname{Im}\left[\pi_{k+1}(W(\ell+1)) \otimes(\mathbb{O}) \rightarrow \pi_{k+1}(Y) \otimes(\mathbb{O})\right]
$$

In particular, for each $\ell \geq 1$ we have the maps

$$
\begin{gathered}
\varphi(\ell): \underbrace{S^{k+1} \times \cdots \times S^{k+1}}_{\ell} \rightarrow \underbrace{S^{k+1} \times \cdots \times S^{k+1}}_{\ell-1} \times W(1) \rightarrow \underbrace{S^{k+1} \times \cdots \times S^{k+1}}_{\ell-2} \times W(2) \\
\rightarrow \cdots \rightarrow W(\ell+1)
\end{gathered}
$$

with each $\pi_{k+1}(\varphi(\ell)) \otimes(\mathbb{O})$ injective.
Finally, let $F \rightarrow W(\ell+1) \rightarrow B$ be the Postnikov fibration in which $\pi_{i}(B)=0$, $i \geq k+1$, and $\pi_{i}(F)=0, i<k+1$. Then $\varphi(\ell)$ is homotopic to a map $\psi(\ell): S^{k+1} \times$ $\cdots \times S^{k+1} \rightarrow F$. The restriction of $\psi(\ell)$ to the $(k+1)$-spheres are linearly independent elements of $\pi_{k+1}(F) \otimes(\mathbb{O})=H_{k+1}\left(F ;(\mathbb{O})\right.$. Label these spheres $S_{1}^{k+1}, \ldots, S_{\ell}^{k+1}$. Then there are cohomology classes $\gamma_{1}, \ldots, \gamma_{\ell} \in H^{k+1}(F ;(\mathbb{O})$ such that

$$
\left\langle H^{k+1}(\psi(\ell)) \gamma_{i},\left[S_{j}^{k+1}\right]\right\rangle=\left\langle\gamma_{i},\left[\psi(\ell)_{\mid S_{j}^{k+1}}\right]\right\rangle=\delta_{i j} .
$$

(Here $\langle\cdot, \cdot\rangle$ denotes the pairing between cohomology and homology.) It follows that

$$
H^{\ell(k+1)}(\psi(\ell)) \prod_{i=1}^{\ell} \gamma_{i}=\prod_{i=1}^{\ell} H^{k+1}(\psi(\ell)) \gamma_{i} \neq 0
$$

and thus $\gamma_{1} \cdots \gamma_{\ell} \neq 0$.
But since $\pi_{*}(F) \otimes(\mathbb{O}) \rightarrow \pi_{*}(W(\ell+1)) \otimes(\mathbb{O}$ ) is injective, it follows from the Mapping Theorem [4] that the rational category, cat ${ }_{0}$, satisfies $\operatorname{cat}_{0} F \leq \operatorname{cat}_{0}(W(\ell+1)) \leq$ $\operatorname{dim} W(\ell+1) \leq n$. In particular the product of $n+1$ classes in $H^{k+1}(F ; \mathbb{O})$ vanishes, which contradicts the above assertion for $\ell=n+1$.

Proof of Theorem 1.2 Let $\widetilde{X}$ be the universal cover of the $n$-dimensional CW complex $X$. If for some $k, \max _{k+2 \leq i \leq k+n} \operatorname{rk} \pi_{i}(X)<\infty$, then Lemma5.1applied to $Y=\widetilde{X}$, also asserts that $\mathrm{rk} \pi_{k+1}(X)<\infty$. It follows that

$$
\operatorname{rk} \pi_{i}(X)<\infty, \quad 2 \leq i \leq k+n
$$

Hence (cf. (1.1)) $H_{i}(\widetilde{X} ; \mathbb{O})$ is finite dimensional for $i \leq k+n$, and so (since $\widetilde{X}$ is $n$ dimensional), $H_{*}(\widetilde{X} ; \mathbb{O})$ is finite dimensional. This implies in turn that $\operatorname{rk} \pi_{i}(X)$ is finite for all $i$ and thus that $X$ is not $\pi$-rank infinite.

Proof of Theorems 1.1 and 1.6 Theorems 1.1 and 1.6 deal with the ranks of a rationally hyperbolic $n$-dimensional connected CW complex $X$. Thus in proving these theorems we may replace $X$ by its universal cover; i.e., we may restrict to the case where $X$ is simply connected. Since $\operatorname{rk} \pi_{i}(X)<\infty$ for $i \geq 2$, the Betti numbers of $X$ are finite. We can thus suppose that $X$ is a finite complex.

In this case we let $(\wedge V, d)$ be the minimal Sullivan model of $X$ ( 6$])$. Then $H(\wedge V, d) \cong H^{*}\left(X ;(\mathbb{O})\right.$ and $V \cong \pi_{*}(X) \otimes(\mathbb{O}$. It follows that $(\wedge V, d)$ satisfies $(\mathrm{H})$ with $n=\operatorname{dim} X$ and $h=\max _{i} \operatorname{dim} H_{i}(X ; \mathbb{O})$. Moreover the homotopy log index, $\alpha_{X}$, satisfies

$$
\alpha_{X}=\limsup _{k} \frac{\log \operatorname{dim} V^{k}}{k}=\limsup _{k} \frac{\log \operatorname{dim} L_{k}}{k}
$$

where $L=\left\{L_{k}\right\}$ is the homotopy Lie algebra of $(\wedge V, d)$. In particular, in the terminology of Sections 3 and $4, \alpha_{X}=\log$ index $L=\alpha_{L}$.

With these translations the first assertion of Theorem 1.1 coincides with Theorem 4.5 while Theorem 1.6 coincides with the corollary to Theorem 3.9. It remains to prove the second assertion of Theorem [1.1 In fact, the right-hand inequality in the first assertion of Theorem1.1 implies that for some fixed $c>0, \operatorname{rk} \pi_{i}(X) \leq c e^{\alpha_{X} i}$ for all $i \geq 2$. Now suppose for some $k$ that $\operatorname{rk} \pi_{k}(X)>\max \left\{1, \frac{(2 n)^{n}}{e^{\alpha_{X}}}\right\} \cdot e^{\alpha_{X}}$. Then $\operatorname{dim} V^{k}>(2 n)^{n} \geq[2(m+1)]^{m+1}$, where $m=\operatorname{cat}(\wedge V, d)$. Thus, as in Lemma3.3, $k$ extends to an infinite sequence $k=k_{0}<k_{1}<\cdots$ such that for each $i \geq 1$, $k_{i}=\ell_{i} k_{i-1}-1$, some $2 \leq \ell_{i} \leq m+1$, and also

$$
\operatorname{dim} V^{k_{i}} \geq\left[\frac{1}{2(m+1)}\right]^{m+1}\left(\operatorname{dim} V^{k_{i-1}}\right)^{\ell_{i}}
$$

Now write $\operatorname{dim} V^{k_{i}}=\lambda_{i} e^{\alpha_{X} k_{i}}, i \geq 0$. Then with $i=1$ this inequality gives

$$
\lambda_{1} e^{\alpha_{X}\left(\ell_{1} k_{0}-1\right)} \geq\left[\frac{1}{2(m+1)}\right]^{m+1}\left[\lambda_{0} e^{\alpha_{X} k_{0}}\right]^{\ell_{1}}
$$

Thus

$$
\lambda_{1} \geq\left[\frac{1}{2(m+1)}\right]^{m+1} e^{\alpha_{X}} \lambda_{0}^{\ell_{1}}
$$

Since $n \geq m+1$ and since by hypothesis $\lambda_{0}=\sigma(2 n)^{n} e^{-\alpha_{X}}$ for some $\sigma>1$, we may write $\lambda_{1}=\sigma \lambda_{0}^{\ell_{i}-1}$. But we also supposed that $\lambda_{0} \geq 1$, and thus $\lambda_{1} \geq \sigma \lambda_{0}$. In particular $\lambda_{1}>\sigma \max \left\{1,(2 n)^{n} e^{-\alpha_{X}}\right\}$. We may now iterate to obtain $\lambda_{i+1}>$ $\sigma^{i} \max \left\{1,(2 n)^{n} e^{-\alpha_{X}}\right\}$. Since $\sigma>1$, this gives $\lambda_{i} \rightarrow \infty$ in contradiction with our earlier observation that $\lambda_{i} \leq c$ for all $i$.
Proof of Theorem1.7 We are given a number $\alpha \in(0, \infty)$ and a sequence $\delta_{k} \rightarrow 0$ of nonnegative numbers, and we have to construct a rationally hyperbolic simply connected wedge of spheres $X$ such that $\alpha_{X}=\alpha$ and such that for any $c, d>0$ there is an infinite sequence $k_{\ell}$ for which

$$
\max _{k_{\ell} \leq i \leq k_{\ell}+d} \frac{\operatorname{rk} \pi_{i}(X)}{k_{\ell}}<\alpha-c \delta_{k_{\ell}} .
$$

First recall from [6] that if $Y$ is any finite wedge of spheres of dimension $\geq 2$, then the Poincaré series $\Omega Y(z)=\sum_{i=0}^{\infty} \operatorname{dim} H_{i}\left(\Omega Y ;(\mathbb{O}) z^{i}\right.$ is given by

$$
\Omega Y(z)=\frac{1}{1-f_{Y}(z)}
$$

where $f_{Y}(z)=\sum_{j \geq 1} \operatorname{dim} H_{j+1}(Y ; \mathbb{Z}) z^{j}$. Thus the $\log$ index $\alpha_{Y}$ is the unique number such that $1-f_{Y}\left(e^{-\alpha_{Y}}\right)=0$.

We construct $X$ as the union of an increasing sequence of spaces $X(\ell)$ such that

$$
X(1)=\bigvee_{j=1}^{r_{1}} S_{j}^{q_{1}+1} \quad \text { and } \quad X(\ell+1)=X(\ell) \vee \bigvee_{j=1}^{r_{\ell+1}} S^{q_{\ell+1}+1}
$$

Here $\left(r_{\ell}\right)$ and $\left(q_{\ell}\right)$ are sequences to be determined, and the $S_{j}^{q_{\ell}+1}$ are all copies of the $\left(q_{\ell}+1\right)$-sphere.

To begin, set $r_{1}=2$ and choose $q_{1}$ so large that $1-2 e^{-\alpha q_{1}}>0$. Then $\alpha_{X(1)}<\alpha$. Next, suppose $X(\ell)$ has been constructed with $\alpha_{X(\ell)}<\alpha$ and, for simplicity, denote $X(\ell)$ by $Y: \alpha_{Y}<\alpha$. Suppose then that $Z=Y \vee \vee_{j=1}^{r} S_{j}^{q+1}$ for some $q$ and $r$ and define $f_{Y}(z)$ and $\Omega Y(z)$ as above. Then $\alpha_{Z}$ is determined by the equation

$$
1-f_{Y}\left(e^{-\alpha_{Z}}\right)-r e^{-\alpha_{Z} q}=0
$$

Next, choose an integer $p_{\ell}$ so that the following conditions hold:
(i) $\frac{\log \mathrm{rk} \pi_{j}(Y)}{j}<\alpha_{Y}+\frac{p_{\ell}}{p_{\ell}+\ell} \frac{\alpha-\alpha_{Y}}{3}$ for $j \geq p_{\ell}$;
(ii) $\ell \delta_{j}<\frac{\alpha-\alpha_{Y}}{3}$ for $j \geq p_{\ell}$;
(iii) $\frac{\ell}{p_{\ell}} \alpha_{Y}<\frac{\alpha-\alpha_{Y}}{3}$.

Then for $j \in\left[p \ell, p_{\ell}+\ell\right]$ we have

$$
\begin{equation*}
\frac{\log \mathrm{rk} \pi_{j}(Y)}{p_{\ell}}<\alpha-\ell \delta_{j} \tag{5.1}
\end{equation*}
$$

Indeed,

$$
\begin{aligned}
\frac{\log \mathrm{rk} \pi_{j}(Y)}{p_{\ell}} & <\frac{p_{\ell}+\ell}{\ell} \frac{\log \mathrm{rk} \pi_{j}(Y)}{j}<\frac{p_{\ell}+\ell}{\ell} \alpha_{Y}+\frac{\alpha-\alpha_{Y}}{3} \\
& <\alpha_{Y}+\frac{\alpha-\alpha_{Y}}{3}+\frac{\alpha-\alpha_{Y}}{3}=\alpha-\frac{1}{3}\left(\alpha-\alpha_{Y}\right) \\
& <\alpha-\ell \delta_{j}
\end{aligned}
$$

Now, given $q$, choose $r=r(q)$ to be the least integer satisfying $r>e^{\frac{1}{2}\left(\alpha+\alpha_{Y}\right) q}$. The $\log$ index of $\vee_{j=1}^{r} S_{j}^{q+1}$ is then greater than $\frac{1}{2}\left(\alpha+\alpha_{Y}\right)$ and so, trivially,

$$
\begin{equation*}
\alpha_{Z}>\frac{1}{2}\left(\alpha+\alpha_{Y}\right) . \tag{5.2}
\end{equation*}
$$

Moreover, we have, for sufficiently large $q$, that

$$
\begin{equation*}
\alpha_{Z}<\alpha \tag{5.3}
\end{equation*}
$$

Indeed, since $r-1 \leq e^{\frac{1}{2}\left(\alpha+\alpha_{Y}\right)}$, it follows that
$1-f_{Z}\left(e^{-\alpha}\right)=1-f_{Y}\left(e^{-\alpha}\right)-(r-1) e^{-\alpha q}-e^{-\alpha q} \geq 1-f_{Y}\left(e^{-\alpha}\right)-e^{-\frac{1}{2}\left(\alpha-\alpha_{Y}\right) q}-e^{-\alpha q}$.
Thus for $q$ sufficiently large, $1-f_{Z}\left(e^{-\alpha}\right)>0$, and (5.3) follows.
Now choose $q_{\ell+1}$ so that (5.3) holds for $q=q_{\ell+1}$ and also so that $q_{\ell+1}>p_{\ell}+\ell$. Then set $r_{\ell+1}=r\left(q_{\ell+1}\right)$; thus $X(\ell+1)=Z$ and by (5.3), $\alpha_{X(\ell+1)}<\alpha$. We may thus iterate the construction to produce the infinite sequence $X(1) \subset X(2) \subset \cdots$ and we set $X=\cup_{\ell} X(\ell)$.

To complete the proof we observe first that (5.2) implies that

$$
\alpha_{X(\ell+1)}>\alpha-\frac{1}{2}\left(\alpha-\alpha_{X(\ell)}\right), \quad \ell \geq 1
$$

Since $\alpha_{X} \geq \alpha_{X(\ell)}$ for all $\ell$, it follows that $\alpha_{X} \geq \alpha$. Moreover, by construction there is some fixed $\lambda$ such that $\operatorname{dim} H_{i+1}\left(X ;(\mathbb{O}) \leq \lambda^{i}\right.$ for all $i \geq 0$. As stated in [7, Theorem 4] this implies that $\alpha_{X}<\infty$ and, for some integer $s$,

$$
\max _{k \leq i \leq k+s} \frac{\log \mathrm{rk} \pi_{i}(X)}{k} \rightarrow \alpha_{X} \quad \text { as } k \rightarrow \infty
$$

In particular this holds for the subsequence $k_{\ell}=p_{\ell}+\ell-s$ :

$$
\begin{equation*}
\max _{k_{\ell} \leq i \leq k_{\ell}+s} \frac{\log \operatorname{rk} \pi_{i}(X)}{k_{\ell}} \rightarrow \alpha_{X} . \tag{5.4}
\end{equation*}
$$

Since for $\ell>s$ we have $p_{\ell}<k_{\ell} \leq k_{\ell}+s=p_{\ell}+\ell$, it follows from (5.1) that the limit in (5.4) is at most $\alpha$; i.e., $\alpha_{X} \leq \alpha$. Thus $\alpha_{X}=\alpha$.

Finally let $c>0$ and an integer $d>0$ both be arbitrary, and choose any integer $\ell>\max (c, d)$. Then $\pi_{i}(X)=\pi_{i}(X(\ell))$ for $i \leq q_{\ell+1}$, and so since $q_{\ell+1}>p_{\ell}+\ell$, we have from (5.1) that

$$
\begin{aligned}
\max _{p_{\ell}+\ell-d \leq i \leq p_{\ell}+\ell} \frac{\operatorname{rk} \pi_{j}(X)}{p_{\ell}+\ell-d} & \leq \max _{p_{\ell}+\ell-d \leq i \leq p_{\ell}+\ell} \frac{\operatorname{rk} \pi_{j}(X(\ell))}{p_{\ell}} \\
& <\alpha_{X}-\ell \delta_{p_{\ell}+\ell-d}<\alpha_{X}-c \delta_{p_{\ell}+\ell-d}
\end{aligned}
$$

Now the sequence $k_{\ell}=p_{\ell}+\ell-d$ goes to $\infty$ with $\ell$, and we have

$$
\max _{k_{\ell} \leq i \leq k_{\ell}+d} \frac{\operatorname{rk} \pi_{j}(X)}{k_{\ell}}<\alpha-c \delta_{k_{\ell}} .
$$

## References

[1] J. F. Adams and P. J. Hilton, On the chain algebra of a loop space. Comment. Math. Helvetici 30(1956), 305-330. http://dx.doi.org/10.1007/BF02564350
[2] D. J. Anick, The smallest singularity of a Hilbert series. Math. Scand. 51(1982), no. 1, 35-44.
[3] I. K. Babenko, Analytical properties of Poincaré series of a loop space. Mat. Zametki 27(1980), no. 5, 751-765, 830.
[4] Y. Félix and S. Halperin, Rational LS category and its applications. Trans. Amer. Math. Soc. 273(1982), no. 1, 1-38.
[5] Y. Félix, S. Halperin, and J.-C. Thomas, The homotopy Lie algebra for finite complexes. Inst. Hautes Études Sci. Publ. Math. 56(1983), 179-202.
[6] , Rational homotopy theory. Graduate Texts in Mathematics, 205, Springer-Verlag, New York, 2001.
[7] , Exponential growth and an asymptoptic formula for the ranks of homotopy groups of a finite 1-connected complex. Ann. of Math. 170(2009), no. 1, 443-464. http://dx.doi.org/10.4007/annals.2009.170.443
[8] , Lie algebra of polynomial growth. J. London Math. Soc. 43(1991), no. 3, 556-566. http://dx.doi.org/10.1112/jlms/s2-43.3.556
[9] J. Friedlander and S. Halperin, An arithmetic characterization of the rational homotopy groups of certain spaces. Invent. Math. 53(1979), no. 2, 117-133. http://dx.doi.org/10.1007/BF01390029
[10] I. M. Gelfand and A. A. Kirillov, Sur les corps liés aux algèbres enveloppantes des algèbres de Lie. Inst. Hautes Études Sci. Publ. Math. 31(1966), 5-19
[11] D. Gottlieb, Evaluation subgroups of homotopy groups. Amer. J. Math. 91(1969), 729-756. http://dx.doi.org/10.2307/2373349
[12] S. Halperin, Torsion gaps in the homotopy of finite complexes. II. Topology 30(1991), no. 3, 471-478. http://dx.doi.org/10.1016/0040-9383(91)90026-Z
[13] G. R. Krause and T. H. Lenagan, Growth of algebras and Gel'fand-Kirillov dimension. Research Notes in Mathematics, 116, Pitman, Boston, MA, 1985.
[14] P. Lambrechts, Analytic properties of Poincaré series of spaces. Topology 37(1998), no. 6, 1363-1370. http://dx.doi.org/10.1016/S0040-9383(97)00083-9
[15] , On the ranks of homotopy groups of two-cones. Topology Appl. 108(2000), no. 3, 303-314. http://dx.doi.org/10.1016/S0166-8641(99)00142-X
[16] J. Milnor and J. C. Moore, On the structure of Hopf algebras. Annals of Math. 81(1965), 211-264. http://dx.doi.org/10.2307/1970615
[17] J. H. van Lint and R. M. Wilson, A course in combinatorics. Second ed., Cambridge University Press, Cambridge, 2001.

Université Catholique de Louvain, 1348, Louvain-La-Neuve, Belgium
e-mail: felix@math.ucl.ac.be
University of Maryland, College Park, MD 20742-3281, USA e-mail: shalper@umd.edu

CNRS.UMR 6093-Université d'Angers, 49045 Bd Lavoisier, Angers, France
e-mail: jean-claude.thomas@univ-angers.fr

