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Abstract

A star is a planar set of three lines through a common point in which the angle between each pair is 60◦.
A set of lines through a point in which the angle between each pair of lines is 60 or 90◦ is star-closed
if for every pair of its lines at 60◦ the set contains the third line of the star. In 1976 Cameron, Goethals,
Seidel and Shult showed that the indecomposable star-closed sets in Euclidean space are the root systems
of types An , Dn , E6, E7 and E8. This result was a key part of their determination of all graphs with least
eigenvalue −2. Subsequently, Cvetković, Rowlinson and Simić determined all star-closed extensions of
these line systems. We generalize this result on extensions of line systems to complex n-space equipped
with a hermitian inner product. There is one further infinite family, and two exceptional types arising from
Burkhardt and Mitchell’s complex reflection groups in dimensions five and six. The proof is a geometric
version of Mitchell’s classification of complex reflection groups in dimensions greater than four.

2000 Mathematics subject classification: 51F15, 20F55, 51M20.
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1. Introduction

In a fundamental paper [2], Cameron, Goethals, Seidel and Shult consider sets of lines
through the origin of Rn in which the angle between every pair of lines is 60◦ or 90◦.
In this context a star is a set of three coplanar lines such that the angle between each
pair is 60◦. A set of lines through the origin is star-closed if for each pair of lines at
60◦ the set contains the third line of the star; it is indecomposable if it cannot be written
as the disjoint union of nonempty mutually orthogonal subsets. The indecomposable
star-closed sets of lines in Rn correspond to the root systems of types An , Dn , E6, E7
and E8 (see [2]). This result was a major tool in the determination of the graphs whose
adjacency matrix has least eigenvalue −2. Cvetković et al. give a complete account
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in their book [5] and they determine the embeddings between Euclidean star-closed
line systems. We extend these classification and embedding results to star-closed sets
of lines in complex space Cn . The main results are collected in Theorems 7.2, 7.3
and 9.1.

The classification of star-closed line systems in Rn is equivalent to the well-known
classification (see [1]) of Coxeter groups whose Dynkin diagram is ‘simply laced’. The
classification of star-closed line systems in Cn relates in a similar way to a theorem of
Mitchell [9] on complex reflection groups in dimensions greater than four. Mitchell’s
results form an essential part of the Shephard and Todd [10] classification of primitive
complex reflection groups. (See Kantor [7] for an overview.)

2. Reflections and star-closed line systems

The complex vector space Cn of dimension n comes equipped with
the standard hermitian inner product (u, v) between u = (u1, u2, . . . , un) and
v = (v1, v2, . . . , vn) defined by (u, v)= u1v1 + u2v2 + · · · + unvn . A linear
transformation ψ :Cn

→Cn is unitary if it preserves the inner product; that is, if
(uψ, vψ)= (u, v) for all u, v ∈Cn .

In this paper, a vector u ∈Cn is a root if (u, u)= 2. If u is a root, 〈u〉 denotes
the line spanned by u. Roots u and v (or the lines they span) are said to be at 60◦ if
|(u, v)| = 1; they are at 90◦ if (u, v)= 0. This coincides with the usual notion in Rn .
A star consists of three coplanar lines through the origin such that each pair is at 60◦.
As in the Euclidean case, given two lines at 60◦, there is a unique star containing them.

A set S of lines through the origin of Cn is a line system if each pair of lines is at
60◦ or 90◦. The paper of Delsarte et al. [6] provides explicit bounds on the size of
a line system. In particular, every line system is finite, and Koornwinder [8] gives a
short, elegant proof of this finiteness result.

A line system S is star-closed if for each pair of lines at 60◦ the third line of the star
belongs to S. Our immediate aim is to show that star-closed line systems correspond
to certain finite groups generated by reflections of order two.

Given a root a, the complex reflection in the hyperplane a⊥ perpendicular to a is
the unitary transformation ρa defined by vρa = v − (v, a)a.

We say that a is a root of ρa and note that ρa = ρb if and only if 〈a〉 = 〈b〉. The
order of ρa is two, but there are complex reflections of order greater than two acting
on Cn (see [10]). The latter will not enter into our calculations.

LEMMA 2.1. Given roots a and b we have |ρaρb| = 2 if and only if a and b are at 90◦

and |ρaρb| = 3 if and only if a and b are at 60◦.

PROOF. We may suppose that a and b are linearly independent. The reflections ρa
and ρb fix the subspace 〈a, b〉 and the matrices of the restrictions of ρa and ρb with
respect to the basis a, b are

A =

[
−1 0
−(b, a) 1

]
and B =

[
1 −(a, b)
0 −1

]
.
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Consequently,

AB =

[
−1 (a, b)
−(b, a) |(a, b)|2 − 1

]
and the order m of ρaρb is also the order of AB.

The eigenvalues of AB are exp(2π ih/m) and exp(−2π ih/m) for some h coprime
to m, where 1≤ h < m. On taking the trace we see that |(a, b)|2 − 2= 2 cos(2πh/m)
and so |(a, b)| = 2| cos(πh/m)|. The result follows. 2

LEMMA 2.2. Given roots a and b at 60◦, the root c = bρa =−(b, a)aρb spans the
third line of the star determined by a and b. Furthermore, ρc = ρbρaρb = ρaρbρa .

PROOF. We have bρa = b − (b, a)a =−(b, a)(a − (a, b)b)=−(b, a)aρb. Further-
more, (bρa, b)= 1 and (bρa, a)=−(b, a), whence bρa is at 60◦ to a and b. 2

THEOREM 2.3. Given a line system S in Cn and a set of roots 6 of S, the order of
ρaρb is one, two or three, for all a, b ∈6. Furthermore, S is star-closed if and only
if Sρa = S for all a ∈6. Conversely, if G is a group of unitary transformations of Cn

such that the order of the product of every pair of reflections of order two in G is at
most three, then the set of lines spanned by the roots of these reflections is a star-closed
line system.

PROOF. This is an immediate consequence of the preceding two lemmas. 2

A line system S is decomposable if there is a partition of the set of roots into a pair
of nonempty subsets A and B such that (a, b)= 0 for all a ∈ A, b ∈ B. In this case we
write S = A ⊥ B. The line system is indecomposable if it is not decomposable. We
write S = kT to indicate that S is the orthogonal sum of k copies of T .

Let W (S) denote the group generated by the reflections ρa , where a is a root of S.
Every line system S is the orthogonal sum S = S1 ⊥ S2 ⊥ · · · ⊥ Sk of indecomposable
line systems Si and S is star-closed if and only if every Si is star-closed. In this case
the group W (S) is the direct product of the groups W (Si ).

THEOREM 2.4. A star-closed line system S is indecomposable if and only if W (S)
acts transitively on the lines of S.

PROOF. Suppose that ` and m are lines of S with roots a and b, respectively. If
(a, b) 6= 0, the reflection whose root spans the third line of the star containing a and
b takes ` to m. If S is indecomposable, there are roots a = a0, a1, . . . , ak = b such
that (ai−1, ai ) 6= 0 for 1≤ i ≤ k. Thus there is an element of W (S) taking ` to m and
hence W (S) is transitive on S.

Conversely, suppose that S = A ⊥ B, where A and B are star-closed and nonempty.
If a is the root of an element of A, then ρa fixes A and B, and so W (S) is not transitive
on S. 2
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The considerations so far show that star-closed line systems correspond to groups
generated by reflections of order two in which the order of the product of any two
reflections is at most three. Consequently, the indecomposable line systems in Rn are
the well-known root systems of types An , Dn , E6, E7 and E8. In Cn they correspond to
the complexification of these root systems and to the root systems of the imprimitive
groups G(3, 3, n), or the primitive groups G33 and G34 in the Shephard and Todd
notation. Mitchell [9] proved that for a primitive group acting on a space of dimension
at least five, the reflections have order two and the order of the product of any two
reflections is at most three.

We generalize the results of Cvetković et al. [5, Chapter 3] on one-line extensions of
Euclidean line systems to the complex case. This leads to the classification of all star-
closed line systems and thus provides an alternative proof of part of the classification
of complex reflection groups.

3. Extensions of line systems

Given a star-closed line system S, the star-closure X∗ of a subset X of S is the
intersection of all star-closed line systems in S that contain X ; it can be obtained from
X by successively adjoining the third line of the star of each pair of lines at 60◦, and
so W (X∗) is generated by the reflections ρa where a runs through the roots of X . The
star-closure of a set of roots is defined to be the star-closure of the lines that they span.

Every line system in Rn is a subset of a star-closed system [2, Lemma 2.3].
However, in Cn this is no longer true. For example, consider the star with roots
a = (1,−1, 0), b = (0, 1,−1) and c = (−1, 0, 1). If v = (1, 0, ω), where ω is a
primitive cube root of unity, then the lines 〈a〉, 〈b〉 and 〈v〉 are pairwise at 60◦ but
they are not part of a star-closed line system because 〈c〉 and 〈v〉 are neither at 60◦ nor
at 90◦.

Given star-closed line systems S and T in Cn , we say that T is a simple extension of
S if T 6= S and if T is the star-closure of S ∪ {`} for some line ` ∈ T ; in [5, p. 72] this
is called a one-line extension of S. We say that T is a minimal extension of S if for all
star-closed line systems U such that S ⊆U & T we have S =U . There are examples
of simple extensions that are not minimal in Section 7.

The dimension of the line system S is defined to be the dimension of the linear span
〈S〉 of S.

Two line systems S1 and S2 are said to be equivalent if there is a unitary
transformation ψ : 〈S1〉 → 〈S2〉 such that S1ψ = S2. In this case we write S1 ' S2.

THEOREM 3.1. If S and T are indecomposable star-closed line systems, and S ⊂ T ,
then there is a sequence S = S0 ⊂ S1 ⊂ · · · ⊂ Sk = T of indecomposable star-closed
line systems such that, for 1≤ i ≤ k, Si is a simple extension of Si−1.

PROOF. Since T is indecomposable, there is a line ` ∈ T that is neither in S nor
orthogonal to S. Let S1 be the star-closure of S ∪ {`}. The set T is finite, |T \ S1|<

|T \ S|, and thus the result follows by induction. 2
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4. Line systems for imprimitive reflection groups

For each positive integer m, let Um denote the group of all mth roots of unity.
Given a positive integer n and a divisor p of m, define G(m, p, n) to be the semidirect
product of the group of diagonal matrices

A(m, p, n)= {diag(θ1, θ2, . . . , θn) | (θ1θ2 · · · θn)
m/p
= 1, θi ∈Um}

by the group Sym(n) of n × n permutation matrices.
Shephard and Todd [10] showed that every irreducible imprimitive complex

reflection group is conjugate to G(m, p, n) for some m > 1. The reflections in
G(m, p, n) have order two and the order of the product of any two of them is at most
three if and only if m = p and m ≤ 3.

For n ≥ 2, let D(m)
n be the line system for the group G(m, m, n). If e1, e2, . . . , en

is an orthonormal basis for Cn , representatives for the roots of D(m)
n are the m

(n
2

)
vectors ei − ζe j , for 1≤ i < j ≤ n, where ζ ∈Um . In particular, the roots of D(2)

n are

the vectors ei ± e j for 1≤ i < j ≤ n, and the roots of D(3)
n are the vectors ei − e j ,

ei − ωe j and ei − ω
2e j for 1≤ i < j ≤ n, where ω is a primitive cube root of unity.

If m = 1, the subgroup A(1, 1, n) is trivial and G(1, 1, n) is the symmetric group
Sym(n). The line system for G(1, 1, n) is denoted by An−1, and its roots are the
vectors ei − e j , where i < j . Thus a star is a line system of type A2.

The line systems D(2)
n (n ≥ 3), D(3)

n (n ≥ 2) and An (n ≥ 1) are indecomposable
and star-closed; moreover, An−1 is a subset of D(2)

n and D(3)
n . In low dimensions some

of these line systems are equivalent: A2 'D(3)
2 , A3 'D(2)

3 and D(2)
2 ' 2A1.

The group W (An−1)= Sym(n) acts transitively on the lines of D(2)
n not in An−1

and transitively on the lines of D(3)
n not in An−1. Thus D(2)

n and D(3)
n are minimal

extensions of An−1.

5. Line systems for primitive reflection groups

In addition to the line systems defined in the previous section there are just five other
indecomposable star-closed line systems that we shall encounter: the line systems
of types E6, E7 and E8 in Euclidean space, and the complex line systems of types
K5 and K6 discovered by Mitchell [9]. (The notation for the complex line systems
was introduced by Cohen [3] and there are descriptions in the Atlas of Finite Groups
[4, pp. 26, 52].)

The line system E8 is the union of D(2)
8 and the set X of lines spanned by the 64

roots 1
2 (e1 ± e2 ± · · · ± e8), where there are an even number of positive coefficients.

This line system is star-closed and contains 120 lines. The sets D(2)
8 and X are the

orbits of W (D(2)
8 ) on E8.

The stabilizer of z = 1
2 (e1 + e2 + · · · + e8) in W (D(2)

8 ) is Sym(8) and this group

has two orbits on the lines of E8 at 60◦ to z: the 28 lines of D(2)
8 with roots
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ei + e j (1≤ i < j ≤ 8) and the 28 lines of X whose roots have two or six negative
coefficients. These orbits are interchanged by the action of ρz . It follows that W (E8)

acts transitively on the lines and stars of E8.
The line system E7 is the set of 63 lines of E8 orthogonal to z. Since W (E8) is

transitive on lines, if ` ∈ E8 the lines of E8 orthogonal to ` form a star-closed line
system equivalent to E7. Furthermore, E7 is indecomposable since A7 ⊂ E7.

The line system E6 is the set of 36 lines of E8 orthogonal to the star with roots
e1 − e2, e2 − e3 and e1 − e3. The 15 lines of E6 orthogonal to z form a subsystem
equivalent to A5 and thus A5 ⊥A1 ⊂ E6.

In order to describe the remaining examples it will be convenient to represent
vectors by their coordinates with respect to the orthonormal basis e1, e2, . . . , en
of Cn .

Let ω denote the cube root of unity 1
2 (−1+ i

√
3) and set θ = ω − ω2

= i
√

3. The

line system K6 is the union of D(3)
6 with the set of lines spanned by all the 81 roots

θ−1(1, α2, . . . , α6), where αi is a power of ω and
∏6

i=2 αi = 1. These 126 lines form

a star-closed line system in C6 and since D(3)
6 ⊂K6, it is indecomposable.

The line system K6 is equivalent to K6, which is the union of D(2)
6 with the set

of 96 lines spanned by the images of 1
2 (1, 1, 1, 1, 1, θ) under the action of W (D(2)

6 ).
To see this, let Jn denote the n × n matrix in which every entry is 1 and let U =
( 1

6ωθ J6 + I ) diag(1, 1, 1, 1, 1, ω). Then U is a unitary matrix, and the map v 7→ vU

is an equivalence between K6 and K6. The vectors ei − e j , where 1≤ i < j ≤ 5, are
the roots of the line system A4 in both K6 and K6. The transformation U sends the
subsystem A5 of K6 to the star-closure in K6 of A4 with the line 〈e5 − ωe6〉.

Thus, in K6, the line system A4 is contained in three line systems of type A5,
representing the orbits of W (K6) on subsystems of type A5. They are obtained
by taking the star closures of A4 with lines 〈e5 − e6〉, 〈e5 − ωe6〉 and 〈e5 − ω

2e6〉,
respectively.

The line system K5 is the subsystem of K6 orthogonal to θ−1(1, 1, . . . , 1). The
group W (K6) is transitive on lines and thus for all ` ∈K6, the 45 lines of K6
orthogonal to ` form a line system equivalent to K5. In particular, since the lines
of D(3)

4 are orthogonal to e1 − e2, we see that K5 contains line systems of type D(3)
4 .

It will be useful later to know that K5 is equivalent to the line system K5 in C5

that is the union of the 12 lines of D(2)
4 (on the first four coordinates), the 32 lines

spanned by the images of 1
2 (1, 1, 1, i

√
3,
√

2) under the action of W (D(2)
4 ), and the

line 〈(0, 0, 0, 0,
√

2)〉. The unitary transformation ψ :C5
→C6 such that eiψ = ei

(1≤ i ≤ 4) and e5ψ = (1/
√

2)(e5 + e6) defines an equivalence between K5 and the
K5-subsystem of K6 orthogonal to e5 − e6.

In K6, the 20 lines orthogonal to e6 are the lines of D(2)
5 . These lines together with

the 16 images of 〈 12 (1, 1, 1, 1, 1, θ)〉 under the action of W (D(2)
5 ) form a line system

equivalent to E6. The equivalence is given by the transformation ϕ :C6
→C8 where
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eiϕ = ei (1≤ i ≤ 5) and e6ϕ = θ
−1(e6 + e7 + e8).

In K6 the A5 subsystem which is the star-closure of A4 and e5 − e6 is orthogonal
to θ−1(1, 1, . . . , 1) and thus lies in K5. However, the other A5 subsystems extending
A4 are interchanged by complex conjugation and furthermore there is no line of K6
orthogonal to either of them.

Thus the first A5 subsystem has simple extensions to A5 ⊥A1, E6, K5 and D(3)
6

whereas the second and third subsystems have simple extensions to A6, D(2)
6 , D(3)

6
and to K6 itself. The A6 extension is the star-closure of the lines 〈e1 − e2〉, 〈e2 − e3〉,
〈e3 − e4〉, 〈e4 − e5〉, 〈e5 − ωe6〉 and 〈θ−1(e1 + e2 + · · · + e6)〉.

6. The Goethals–Seidel decomposition

Throughout this section suppose that S is an indecomposable star-closed line system
in Cn and that 6 is a set of roots for S. We refine the choice of 6 as we proceed.

Assume that S has at least two lines. We choose roots a and b corresponding to
a pair of lines at 60◦ and scale b so that (a, b)=−1. Then c =−a − b is a root
that spans the third line of the star of a and b and we can suppose that a, b and c
belong to 6. Extending the notation of [2], the Goethals–Seidel decomposition has
components:

0a = {x ∈6 | (a, x)= 0 and (b, x) 6= 0},

0b = {x ∈6 | (b, x)= 0 and (c, x) 6= 0},

0c = {x ∈6 | (c, x)= 0 and (a, x) 6= 0},

1 = {x ∈6 | (a, x)= 0 and (b, x)= 0}, and

3 = {x ∈6 \ {a, b, c} | (a, x)(b, x)(c, x) 6= 0}.

It is easy to see that 6 is the disjoint union of the sets {a, b, c}, 0a , 0b, 0c, 1 and
3. Some of these sets may be empty; indeed, we shall see that S is a Euclidean line
system if and only if 3= ∅. In D(3)

n every line is in a unique star such that 0a = ∅.
Scale the roots x ∈ 0a so that (b, x)= 1, and hence (c, x)=−1. Similarly, scale

x ∈ 0b so that (c, x)= 1, and scale x ∈ 0c so that (a, x)= 1.

LEMMA 6.1. 0b = 0aρc = {x + c | x ∈ 0a} and 0c = 0aρb = {x − b | x ∈ 0a}.

PROOF. If x ∈ 0a , then (x, c)=−1 and thus xρc = x + c. Furthermore, (b, x + c)
= 0 and (c, x + c)= 1, hence x + c ∈ 0b. Similarly xρb = x − b ∈ 0c. Conversely,
for y ∈ 0b we have yρc = y − c ∈ 0a , and for z ∈ 0c we have zρb = z + b. Thus
0b = 0aρc and 0c = 0aρb. 2

The following lemma shows that cube roots of unity enter into our calculations in
an essential way.

LEMMA 6.2. Suppose that σ is a star and that ` /∈ σ is a line at 60◦ to a line of σ with
root a. Let v be the root of ` such that (a, v)= 1 and let V be the subspace spanned
by σ and `.
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(i) If ` is orthogonal to a line of σ with root b, where (a, b)=−1, then there is
an orthonormal basis of V with respect to which a, b and v have coordinates
(1,−1, 0), (0, 1,−1) and (0,−1,−1). In this case the star-closure of σ and `
is D(2)

3 .
(ii) If ` is at 60◦ to all three lines 〈a〉, 〈b〉 and 〈c〉 of σ , where a + b + c = 0

and (a, b)=−1, then (b, v) ∈ {ω, ω2
} and there is an orthonormal basis of V

with respect to which a, b and v have coordinates (1,−1, 0), (0, 1,−1) and
(0,−1, (b, v)). In this case the star-closure of σ and ` is D(3)

3 .

PROOF. First choose a vector e ∈ V orthogonal to a and b and such that (e, e)= 3.
Since (a, b)=−1 the vectors 1

3 (e + 2a + b), 1
3 (e − a + b) and 1

3 (e − a − 2b) form
an orthonormal basis of V with respect to which a and b have coordinates (1,−1, 0)
and (0, 1,−1). If v has coordinates (α, β, γ ) with respect to this basis, then
β = α − 1.

If (b, v)= 0, then γ = β = α − 1. On the other hand, if ` is at 60◦ to b and c, and if
θ = (b, v), then |θ | = |1+ θ | = 1 and hence θ is ω or ω2. In both cases it follows that
v has coordinates (α, α − 1, α + θ), where θ =−1 if (b, v)= 0. Since (v, v)= 2 we
have 3|α|2 + (θ̄ − 1)α + (θ − 1)ᾱ = 0. The matrix I − ᾱ(1− θ̄ )−1 J is unitary, fixes
a and b and takes v to (0,−1, θ). Thus the star-closure of σ and ` exists: in case (i) it
is D(2)

3 whereas in case (ii) it is D(3)
3 . 2

COROLLARY 6.3 (see [2]). If S is a line system in Rk , then S is a subset of a star-
closed line system, and every line of S not in a given star σ of S is orthogonal to at
least one line of σ .

PROOF. Case (ii) of the lemma cannot occur. Therefore, if m and n are lines of S at
60◦ and if p is the third line of the star of m and n in Rk , then any line ` 6= p of S is
at 60◦ or 90◦ to p. Thus S ∪ {p} is again a line system and we obtain a star-closed
line system by successively adjoining the third line of the star of each pair of lines
at 60◦. 2

Scale the roots v ∈3 so that (a, v)= 1. By Lemma 6.2 (ii), (b, v) ∈ {ω, ω2
} and

the star-closure of a, b and v is equivalent to D(3)
3 .

The results obtained so far allow us to determine all star-closed line systems in
low dimensions.

THEOREM 6.4. Let S be a star-closed line system of dimension at most three.

(i) If dim S = 1, then S 'A1 and S consists of a single line.
(ii) If dim S = 2, then S is equivalent to D(2)

2 ' 2A1 or to a star D(3)
2 'A2.

(iii) If dim S = 3, then S is equivalent to 3A1, A1 ⊥A2, A3 'D(2)
3 or D(3)

3 .

PROOF. (i) and (ii). The result is clear when dim S = 1. In C2, there is a unique star
containing a pair of lines at 60◦ and a unique line orthogonal to a given line: thus S is
either a pair of orthogonal lines or a star.
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(iii) If S is decomposable, then S =A1 ⊥ T , where T is a star-closed system of
dimension two. In this case S is equivalent to 3A1 or A1 ⊥A2.

If S is indecomposable and a simple extension of A2, then by Lemma 6.2 S is
equivalent to D(2)

3 or D(3)
3 . The line system A3 is a simple extension of A2 and

therefore it is equivalent to D(2)
3 .

It follows from Theorem 3.1 that to complete the proof it is enough to show that
neither D(2)

3 nor D(3)
3 have simple extensions in C3. By way of contradiction, suppose

that S contains a line system T and a root v = (α, β, γ ) such that 〈v〉 /∈ T , where
T is either D(2)

3 or D(3)
3 . If v is orthogonal to a = (1,−1, 0) and b = (0, 1,−1)

then α = β = γ and on taking the inner product of v with (1, 1, 0) or (1,−ω, 0) we
reach a contradiction. Thus we may suppose that (a, v)= 1 and hence β = α − 1. If
(b, v)= 0, then γ = α − 1. If θ = (b, v) 6= 0, then |θ | = |1+ θ | = 1 and hence θ is
ω or ω2. Thus v = (α, α − 1, α + θ), where θ is −1, ω or ω2. As in Lemma 6.2 we
have 3|α|2 + (θ̄ − 1)α + (θ − 1)ᾱ = 0.

If T =D(2)
3 , then d = (1, 1, 0) is a root of T , which is not orthogonal to v.

Therefore |(d, v)| = 1 and hence 2|α|2 − α − ᾱ = 0. Combined with the previous
equation this implies that α is 0 or 1. But then S contains D(3)

3 and this is a
contradiction since the lines 〈(1, 1, 0)〉 and 〈(1,−ω, 0)〉 are neither at 60◦ nor 90◦.

If T =D(3)
3 , then (1,−ω, 0) and (1,−ω2, 0) are roots of T . If both these roots are

at 60◦ to v, then

3|α|2 + (ω − 1)α + (ω2
− 1)ᾱ = 0 and

3|α|2 + (ω2
− 1)α + (ω − 1)ᾱ = 0.

On adding these equations we find that 2|α|2 − α − ᾱ = 0. As before α = 0 or α = 1
and again we arrive at a contradiction. The remaining possibility is that v is orthogonal
to exactly one of (1,−ω, 0) or (1,−ω2, 0). But in neither case is there a solution
for α. 2

LEMMA 6.5. Suppose that x, y ∈ 0a , where x 6= y, and set µ= (x, y). Then
µ ∈ {0, 1,−ω,−ω2

} and the vectors a, b, x and y are linearly independent.

(i) If µ= 0, then z = b − c − x − y ∈ 0a and (x, z)= (y, z)= 0. The star-closure
of a, b, x and y is equivalent to D(2)

4 . Furthermore, if w ∈ 0a , then

(w, x)+ (w, y)+ (w, z)= 2.

(ii) If µ= 1, then a multiple of x − y belongs to 1. The star-closure of a, b, x and
y is equivalent to A4.

(iii) Ifµ=−ω orµ=−ω2, thenµx + µ̄y ∈ 0a and a + b − µx − y ∈3. The star-
closure of a, b, x and y is equivalent to D(3)

4 .
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PROOF. It follows from Lemma 6.2 applied to −y and the star of c and x that
µ ∈ {0, 1,−ω,−ω2

}. The Gram matrix of the vectors a, b, x and y is
2 −1 0 0
−1 2 1 1
0 1 2 µ

0 1 µ̄ 2


and its determinant is 4+ 2(µ+ µ̄)− 3|µ|2, which is never 0. Therefore, a, b, x and
y are linearly independent. In particular, the star-closure T of a, b, x and y is a line
system of dimension four.

The star-closure of the roots r = (1,−1, 0, 0, 0), s = (0, 1,−1, 0, 0) and
t = (0, 0, 1,−1, 0) is A3, represented as a line system in C5. The map ϕ such that
rϕ = a, sϕ = b and tϕ =−x preserves inner products and extends to an isometry
from A3 to the star-closure of a, b and x . For each possibility for µ we define a vector
u ∈C5 such that ϕ extends to an isometry between the star-closure of r , s, t and u
and T .

(i) If µ= 0, put u = (1, 1, 0, 0, 0) and define uϕ = y. Then the star-closure of r ,
s, t and u is D(2)

4 and isometric to T . From Lemma 6.1 we have x + c, y − b ∈6, and
since (x + c, y − b)=−1 it follows that x + c + y − b is a root. Taking z equal to
b − c − x − y we find that z ∈ 0a and (x, z)= (y, z)= 0. Thus, x + y + z = b − c
and so (w, x)+ (w, y)+ (w, z)= 2 for all w ∈ 0a .

(ii) If µ= 1, put u = (0, 0, 1, 0,−1) and define uϕ =−y. The star-closure of r , s,
t and u is A4 and isometric to T . Furthermore (0, 0, 0, 1,−1)ϕ = x − y and so x − y
is a root of S. Since (a, x − y)= (b, x − y)= 0, a multiple of x − y belongs to 1.

(iii) If µ is −ω or −ω2, put u = (0, 0, 1, µ, 0) and define uϕ =−y. Then the star-
closure of r , s, t and u is D(3)

4 and isometric to T . Then x − µy is a root of S spanning
the third line of the star of x and y. Its multiple z = µx + µ̄y satisfies (a, z)= 0
and (b, z)= 1 and thus z ∈ 0a . Since y + c ∈ 0b and (x, y + c)=−µ̄ we see that
x + µ̄(y + c) is a root of S. If v =−µx − y − c, then (a, v)= 1, (b, v)=−µ̄ and
(c, v)=−µ; hence v ∈3. 2

7. Extensions of line systems of type D(2)
n and D(3)

n

In preparation for the theorems of this section we first characterize the extensions
D(k)

n ⊂D(k)
n+1, where k is 2 or 3. To this end, let V =Cn+1 and let e1, e2, . . . , en+1 be

an orthonormal basis of V . For the roots of D(k)
n we take the vectors ei − ζe j , where

ζ is a kth root of unity and 1≤ i < j ≤ n.
If S is a simple extension of D(k)

n , we may suppose that S is a line system
in V and that S is the star-closure of D(k)

n and a line ` with root x . We write
x = (α1, α2, . . . , αn+1) using coordinates with respect to the basis e1, e2, . . . , en+1.

LEMMA 7.1. Suppose that S is the star-closure in V of D(k)
n and a line ` with root

x = (α1, α2, . . . , αn+1) as above. If S is indecomposable and if αi = 0 for some i ≤ n,
then S is equivalent to D(k)

n+1.

https://doi.org/10.1017/S1446788708000955 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788708000955


[11] Embeddings of complex line systems and finite reflection groups 221

PROOF. The group G(k, 1, n) acts on Cn+1 by permuting the first n coordinates and
multiplying their values by kth roots of unity, thus fixing the line system D(k)

n . In
particular, we may suppose that α1 = 0 and since S is indecomposable we have α j 6= 0
for some j ≤ n.

On taking inner products with e1 − ei we see that for i ≤ n, either αi = 0 or
|αi | = 1. Since (x, x)= 2 it follows that αi 6= 0 for exactly two values of i . If
these values are i and j with i < j , we scale x so that αi = 1. If j ≤ n and if ζ
is a kth root of unity, then (x, ei − ζe j )= 1− α jζ . If k = 2 and α j 6= ±1, then
|1− α j | = |1+ α j | = 1, which is a contradiction. If k = 3, then α j 6= 1 and hence

|1− α j | = 1. It follows that α j is−ω or−ω2 and thus ` ∈D(3)
n , contrary to the choice

of `.
The only possibility is that j = n + 1 and |αn+1| = 1. The (n + 1)× (n + 1)

diagonal matrix diag(1, 1, . . . , 1,−α−1
n+1) is unitary; it fixes every root of D(k)

n and

sends x to ei − en+1. Thus S is equivalent to D(k)
n+1. 2

THEOREM 7.2. If S is an indecomposable star-closed line system and a simple
extension of D(2)

n for n ≥ 3, then the extension is equivalent to one of:

D(2)
n ⊂D(2)

n+1, D(2)
3 ⊂A4, D(2)

3 ⊂D(3)
4 , D(2)

4 ⊂K5, D(2)
5 ⊂ E6,

D(2)
5 ⊂K6, D(2)

6 ⊂K6, D(2)
6 ⊂ E7, D(2)

7 ⊂ E8 or D(2)
8 ⊂ E8.

These extensions are minimal except that

D(2)
4 ⊂D(2)

4 ⊥A1 ⊂K5, D(2)
5 ⊂D(2)

6 ⊂K6, D(2)
5 ⊂ E6 ⊂K6,

D(2)
6 ⊂D(2)

6 ⊥A1 ⊂ E7 and D(2)
7 ⊂D(2)

8 ⊂ E8.

PROOF. In the notation introduced above we may suppose that S is a line
system in Cn+1 and that S is the star-closure of D(2)

n and a line ` with root
x = (α1, α2, . . . , αn+1). From Lemma 7.1 we may suppose that αi 6= 0 for all i ≤ n.

Suppose that for some i, j, k ≤ n, the six quantities±αi ,±α j and±αk are distinct.
On taking inner products with the roots ei ± e j we find that |αi − α j | = |αi + α j | = 1.
From this and the corresponding calculations with ei ± ek and e j ± ek it follows that

|αi |
2
± (ᾱiα j + αi ᾱ j )+ |α j |

2
= 1,

|αi |
2
± (ᾱiαk + αi ᾱk)+ |αk |

2
= 1, and

|α j |
2
± (ᾱ jαk + α j ᾱk)+ |αk |

2
= 1.

Thus |αi |
2
= |α j |

2
= |αk |

2
= (1/2). Putting θ = αi ᾱ j we find that θ + θ̄ = 0 and

θ θ̄ = (1/4), whence θ =±(1/2)i . Thus αi =±iα j and similarly αi =±iαk . But
then α j =±αk , which is a contradiction.

We have shown that there exist α 6= ±β such that αi ∈ {α,−α, β,−β} for all i ≤ n.
On replacing x by an image under G(2, 1, n) we may suppose that for all i ≤ n, αi is
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either α or β. If there are k values of i such that αi = α, then without loss of generality
k ≥ n − k. Since n ≥ 3 we have k ≥ 2 and therefore |α| = 1

2 .
Suppose at first that k 6= n. Then |α + β| = |α − β| = 1 and consequently we

have |α|2 ± (ᾱβ + αβ̄)+ |β|2 = 1. It follows that |α|2 + |β|2 = 1, ᾱβ + αβ̄ = 0
and therefore |β|2 = 3

4 . If n − k ≥ 2, then |β| = 1
2 , which is a contradiction. Thus

n = k + 1 and β =±i
√

3 α.
We scale x so that α = 1

2 and β = 1
2 i
√

3. Thus

x = 1
2 (1, 1, . . . , 1, i

√
3, 2αn+1)

and it follows that 2= (x, x)= 1
4 k + 3

4 + |αn+1|
2. That is, k + 4|αn+1|

2
= 5 and

hence k ≤ 5. We consider each possibility for k in turn, noting that multiplying the
last coordinate of x by a root of unity does not change the equivalence class of S.

The case k = 2, n = 3. We have |αn+1| =
1
2

√
3 and we take

x =− 1
2ω

2(1, 1, i
√

3, i
√

3).

If y = (1, 1, 0, 0), then (x, y)=−ω2 and so from Lemma 6.5 with a = (1,−1, 0, 0)
and b = (0, 1,−1, 0) it follows that S is equivalent to D(3)

4 .

The case k = 3, n = 4. We have |αn+1| = 1/
√

2 and so without loss of generality
x = 1

2 (1, 1, 1, i
√

3,
√

2). It follows that S is the line system K5 'K5 described in

Section 5. In particular, (0, 0, 0, 0,
√

2) is a root of S and so D(2)
4 ⊥A1 ⊂ S.

The case k = 4, n = 5. We have |αn+1| =
1
2 and we take

x = 1
2 (1, 1, 1, 1, i

√
3, 1).

The vectors x and 1
2 (−1,−1,−1, 1,−i

√
3, 1) are roots of S and the third line of their

star is spanned by (0, 0, 0, 1, 0, 1). The star-closure of this vector with D(2)
5 is D(2)

6 .
It follows that S is the line system K6 defined in Section 5 and thus S is equivalent to
K6. We have D(2)

5 ⊂D(2)
6 ⊂K6 and so the extension is simple but not minimal.

As shown in Section 5, D(2)
5 ⊂ E6 ⊂K6. The group W (D(2)

5 )= G(2, 2, 5) has three

orbits on the roots of K6 not in D(2)
5 . Their lengths are 10, 16 and 80, and their star-

closures with D(2)
5 are equivalent to the line systems D(2)

6 , E6 and K6.

The case k = 5, n = 6. In this case αn+1 = 0 and therefore we regard S as a line system
in C6. That is, we take x = 1

2 (1, 1, 1, 1, 1, i
√

3). As in the previous case, S is the line
system K6, which is equivalent to K6.
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The case k = n. In this case k/4+ |αn+1|
2
= 2 and so k ≤ 8. Therefore we may take

x = 1
2 (1, 1, . . . , 1,

√
8− k), and since all coordinate values are real, the results of

[5, Theorem 3.3.3] apply. In particular, we obtain the extensions

D(2)
3 ⊂A4, D(2)

4 ⊂D(2)
5 , D(2)

5 ⊂ E6,

D(2)
6 ⊂ E7, D(2)

7 ⊂ E8 and D(2)
8 ⊂ E8.

These extensions are minimal except for D(2)
6 ⊂ E7 and D(2)

7 ⊂ E8, where we have

D(2)
6 ⊂D(2)

6 ⊥A1 ⊂ E7 and D(2)
7 ⊂D(2)

8 ⊂ E8. 2

THEOREM 7.3. If S is an indecomposable star-closed line system and a simple
extension of D(3)

n , where n ≥ 2, then the extension is equivalent to one of:

D(3)
n ⊂D(3)

n+1, D(3)
2 ⊂D(2)

3 , D(3)
4 ⊂K5, D(3)

5 ⊂K6 or D(3)
6 ⊂K6.

The extensions are minimal except for D(3)
5 ⊂D(3)

6 ⊂K6.

PROOF. We may suppose that S is the star-closure in Cn+1 of D(3)
n and a line `

with root x = (α1, α2, . . . , αn+1). Furthermore, by Lemma 7.1, we may suppose that
αi 6= 0 for all i ≤ n.

If, for i, j ≤ n, none of αi − α j , αi − ωα j , αi − ω
2α j are 0, then

|αi |
2
− αi ᾱ j − ᾱiα j + |α j |

2
= 1,

|αi |
2
− ω2αi ᾱ j − ωᾱiα j + |α j |

2
= 1, and

|αi |
2
− ωαi ᾱ j − ω

2ᾱiα j + |α j |
2
= 1.

Therefore, |αi |
2
+ |α j |

2
= 1 and hence αi ᾱ j + ᾱiα j = ω

2αi ᾱ j + ωᾱiα j = 0. Conse-
quently αi ᾱ j = 0, contrary to assumption. Thus for all j ≤ n we find that α j is equal
to α1, ωα1 or ω2α1. We can now transform x so that α1 = α2 = · · · = αn . Taking the
inner product with e1 − ωe2 we find that |α1 − ω

2α1| = 1 and hence |α j | = 1/
√

3 for
all j ≤ n.

We have (x, x)= 1
3 n + |αn+1|

2
= 2 and therefore n ≤ 6. In the following, we let

θ = i
√

3= ω − ω2.

The case n = 2. It follows from Lemma 6.2 with a = (ω,−ω2, 0), b = (1,−1, 0) and
v = x =−θ−1(1, 1, 2) that S is equivalent to D(2)

3 .

The case n = 3. We have |αn+1| = 1 and we may scale x so that x =−θ−1(1, 1, 1, θ).
The group G(3, 3, 3) acts on S and so y =−θ−1(1, 1, 1, ωθ) is a root of S such that
(x, y)=−ω. Thus from Lemma 6.5 with a = (1,−1, 0, 0) and b = (ω,−ω2, 0, 0) it
follows that S is equivalent to D(3)

4 .

The case n = 4. We have |αn+1|
2
=

2
3 and we may certainly suppose that

x = θ−1(1, 1, 1, 1,
√

2). The linear transformation ϕ :C5
→C6 given by eiϕ = ei

(1≤ i ≤ 4) and e5ϕ = (1/
√

2)(e5 + e6) defines an equivalence between S and the K5
subsystem of K6 orthogonal to e5 − e6 (see Section 5).
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The case n = 5. In this case |αn+1|
2
=

1
3 and therefore we may suppose that

x = θ−1(1, 1, 1, 1, 1, 1). The group G(3, 3, 5) acts on S and therefore the element
y = θ−1(ω, ω, ω, ω, ω2, 1) is a root of S. The third line of the star of x and y is
spanned by z = (0, 0, 0, 0, 1,−ω2). The star-closure of D(3)

5 and z is D(3)
6 . Thus S is

the line system K6 defined in Section 5 and the extension is simple but not minimal.

The case n = 6. In this case αn+1 = 0. Therefore we may suppose that S is a
line system in C6 and that x = θ−1(1, 1, 1, 1, 1, 1). As in the previous case we
have S =K6.

All extensions except D(3)
5 ⊂D(3)

6 ⊂K6 are minimal. 2

8. Further structure of line systems in Cn

Throughout this section let S be an indecomposable star-closed line system in Cn

and let 6 be a set of roots for S. As in Section 6 choose roots a and b corresponding
to a pair of lines at 60◦ and scale b so that (a, b)=−1. Put c =−a − b and define
0a , 0b, 0c, 1 and 3 as before.

LEMMA 8.1. If 0a 6= ∅, then {〈x − y〉 | x, y ∈ 0a and (x, y)= 1} is the set of lines
spanned by the elements of 1.

PROOF. If x, y ∈ 0a and (x, y)= 1, then x − y is a root of S and a multiple belongs
to 1.

To prove the converse we extend the argument of [2]. Suppose that z ∈1 and that
there exists x ∈ 0a such that (z, x) 6= 0. Scale z so that (z, x)=−1. Then x + z is
a root of S and z + x ∈ 0a because (a, x + z)= 0 and (b, x + z)= 1. Furthermore
(x + z, x)= 1 and z = (x + z)− x . To complete the proof suppose that 1′ 6= ∅,
where

1′ = {z ∈1 | (z, x)= 0 for all x ∈ 0a}.

We show that this leads to a contradiction. The roots a, b, c and, by Lemma 6.1, the
elements of 0a , 0b and 0c are orthogonal to every element of 1′. Moreover, we have
just shown that every element of1 \1′ is a multiple of the difference of two elements
of 0a and therefore orthogonal to every element of 1′. Since S is indecomposable it
follows that there exists s ∈3 and t ∈1′ such that (s, t) 6= 0.

By Lemma 6.2 (ii) the star-closure of a, b and s is equivalent to D(3)
3 and by

Theorem 7.3 the star-closure T of a, b, s and t is equivalent to D(3)
4 . Since t is

orthogonal to a and b we may suppose that a and b correspond to (1,−1, 0, 0) and
(1,−ω, 0, 0), respectively. If u ∈ 0a , it follows from Theorem 7.3 that the star-closure
of T and u is D(3)

5 or K5. But in D(3)
5 we have 0a = ∅ and in K5 there is an element

of 0a not orthogonal to t . This contradiction completes the proof. 2

COROLLARY 8.2. If 0a 6= ∅, the roots of S can be normalized so that every
root is a linear combination of elements of {a, b, c} ∪ 0a with coefficients from
{±1,±ω,±ω2

}.
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PROOF. From Lemmas 6.1 and 6.2 the result holds for the elements of 0b, 0c and
1. If s ∈3 and x ∈ 0a it follows from Lemma 6.2 (ii) and Theorem 7.3 that the star-
closure T of a, b, x and s is D(3)

4 . In D(3)
4 we may suppose that a = (1,−1, 0, 0),

b = (0, 1,−1, 0) and x = (0, 0,−1, 1). If y = (0, 0,−1, ω), then T is the star-
closure of a, b, x and y. We have y ∈ 0a and s is a linear combination of a, b, x
and y with coefficients from {±1,±ω,±ω2

}. 2

THEOREM 8.3. If 0a = ∅, then S is D(3)
n for some n.

PROOF. S is indecomposable hence 3 6= ∅, otherwise S = {a, b, c} ⊥1. If s ∈3,
the star-closure of a, b and s is D(3)

3 and it follows from Theorems 3.1 and 7.3 that S

is D(3)
n or that S contains K5 or K6. However, if S contains K5 or K6, then 0a 6= ∅. 2

We are now able to characterize the Euclidean line systems.

THEOREM 8.4. The line system S is the complexification of a Euclidean line system
if and only if 3= ∅.

PROOF. If S is Euclidean, it follows from Lemma 6.2 (ii) that 3= ∅.
Conversely, if 3= ∅, then (x, y) ∈ {0, 1} for all x 6= y ∈ 0a . But the roots a, b

together with 0a generate the entire root system and therefore the inner product of
every pair of roots is real. It follows that S is the complexification of a Euclidean
root system. 2

9. Extensions of line systems of types An, En and Kn

THEOREM 9.1. Suppose that S is an indecomposable star-closed line system and a
simple extension of T , where T is one of An(n ≥ 2), En(n = 6, 7, 8) or Kn(n = 5, 6).
Then the extension T ⊂ S is equivalent to one of:

An ⊂An+1, An ⊂D(2)
n+1, An ⊂D(3)

n+1,

A4 ⊂K5, A5 ⊂K5, A5 ⊂ E6, A5 ⊂K6,

A6 ⊂K6, A6 ⊂ E7,

A7 ⊂ E7, A7 ⊂ E8, A8 ⊂ E8,

E6 ⊂ E7, E6 ⊂K6, E7 ⊂ E8 or K5 ⊂K6.

The extensions are minimal except that for suitable choices of A5 subsystems
we have

A4 ⊂A5 ⊂K5,

A5 ⊂A5 ⊥A1 ⊂ E6 ⊂K6, A5 ⊂K5 ⊂K5 ⊥A1 ⊂K6,

A5 ⊂A6 ⊂K6, A5 ⊂D(2)
6 ⊂K6, A5 ⊂D(3)

6 ⊂K6,

A6 ⊂A7 ⊂ E7, A7 ⊂A8 ⊂ E8 and E7 ⊂ E7 ⊥A1 ⊂ E8.
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PROOF. We take S to be a line system in Cn+1, where n = dim T . In all cases A2 ⊂ S
and therefore, by Theorem 6.4, either D(2)

3 ⊆ S or D(3)
3 ⊆ S.

If there is no subsystem of S equivalent to D(3)
3 , then by Theorem 8.4 S is Euclidean

and the result follows from [5, Theorems 3.3.2 and 3.3.5].
Thus we may suppose that D(3)

3 ⊆ S and therefore, by Theorems 3.1 and 7.3, that S

is equivalent to D(3)
n , D(3)

n+1, K5, K6 or to a simple extension of K5 or K6.

If S is equivalent to D(3)
m for some m, then each element of S is in a unique star

with roots a, b and c such that 0a = ∅. It follows from Theorem 8.3 that stars ofthis
type cannot wholly lie in T and therefore |T | ≤ 1

3 |D(3)
m | =

(m
2

)
. This eliminates all

possibilities for T except An and therefore the extension is An ⊂D(3)
n+1.

If S is K5 or K6, then from Section 5 we see that all possible simple extensions
exist, namely A4 ⊂K5, A5 ⊂K5, A5 ⊂K6, A6 ⊂K6, K5 ⊂K6 and E6 ⊂K6.

If S is a simple extension of K5, then we may suppose, in the notation of
Section 5, that K5 ⊂ S ⊂C6. In particular, S contains the 12 lines of D(2)

4 , the
line spanned by u = (0, 0, 0, 0,

√
2, 0) and the 32 images of the lines spanned by

v = 1
2 (1, 1, 1, i

√
3,
√

2, 0) under the action of W (D(2)
4 ).

Suppose that S is the star-closure of K5 and a root x = (α1, α2, . . . , α6). If
α1 = α2 = α3 = α4 = 0, then (x, u)=

√
2 α5 and (x, v)= (1/

√
2)α5, whence α5 = 0

and S is equivalent to K5 ⊥A1. Therefore, if αi = 0 for some i ≤ 4, the argument of
Lemma 7.1 shows that we may take x to be (1, 0, 0, 0, α5, α6). Then (x, u)=

√
2α5

and (x, v)= 1
2 + (1/

√
2)α5, whence α5 =±1/

√
2. Thus, up to equivalence, x =

(1, 0, 0, 0, 1/
√

2, 1/
√

2). The unitary transformation C6
→C6 given by ei 7→ ei (1≤

i ≤ 4), e5 7→ (1/
√

2)(e5 + e6), and e6 7→ (1/
√

2)(e5 − e6) defines an equivalence
between S and K6.

We may now suppose that αi 6= 0 for i ≤ 4. A variation of the ar-
gument of Theorem 7.2 shows that we may assume that α1 = α2 = α3

=
1
2 and that α4 is either 1

2ε or 1
2εi
√

3, where ε =±1. If x = 1
2

(1, 1, 1, ε, 0, 2α6), then (x, v)= 1
4 (3− εi

√
3), which is a contradiction. If x =

1
2 (1, 1, 1, εi

√
3, 0, 2α6), then (x, v)= 3

4 (1+ ε) and so ε =−1 in this case. But
w = 1

2 (−1, 1, 1,−i
√

3,
√

2, 0) is a root of S and (x, w)= 1, hence x − w =
(1, 0, 0, 0,−1/

√
2, α6) is also a root of S, reducing us to the previous case. Thus

from now on we may suppose that α5 6= 0 and hence |α5| = 1/
√

2. If α4 = εi
√

3, then
α6 = 0 and (x, v)= 1

4 (3+ 3ε + 2
√

2α5). It follows that ε =−1 and α5 =±1/
√

2.
But then x ∈K5, which is a contradiction.

Thus we may suppose that x = 1
2 (1, 1, 1, ε, 2α5, 2α6), whence |α5| = |α6|

= 1/
√

2 and so (x, v)= 1
4 (3− εi

√
3+ 2

√
2α5). Consideration of the star of x and

u shows that we are free to choose the sign of α5. Thus if ε = 1 we may suppose that
α5 =−ω

2/
√

2 and if ε =−1, we may take α5 =−ω/
√

2. Then (x, v)= 1 in both
cases. But then x − v is a root whose first three coordinates are 0 and again we reduce
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to a previous case. Thus, up to equivalence, K6 is the only indecomposable simple
extension of K5.

Finally, suppose that S is the star-closure of K6 and a root x = (α1, α2, . . . , α7)

in C7. We have D(3)
6 ⊂K6 and the star-closure of D(3)

6 and x is indecomposable.

From Theorem 7.3 the only indecomposable simple extensions of D(3)
6 are D(3)

7 and

K6. Furthermore, if D(3)
7 ⊆ S, then equality holds, since there are no indecomposable

extensions of D(3)
7 in C7 (Theorem 7.3). But then |K6| ≤ |D(3)

7 |, which is a
contradiction.

From the proof of case n = 6 of Theorem 7.3 we see that α7 = 0, hence S
is contained in C6. In C6 there are just three extensions of D(3)

6 equivalent to

K6 : the star-closures of D(3)
6 with θ−1(1, 1, 1, 1, 1, 1), θ−1(1, 1, 1, 1, 1, ω) and

θ−1(1, 1, 1, 1, 1, ω2), respectively, where θ = ω − ω2. On the other hand, no two
of the roots just given are at 60◦ or 90◦. Therefore, K6 has no indecomposable simple
extensions.

The list of simple extensions that are not minimal follows from the descriptions of
the line systems given in Sections 4 and 5. 2

An immediate consequence of the classification of extensions of line systems is
the following theorem, essentially due to Mitchell [9], for line systems of primitive
reflection groups.

THEOREM 9.2. If S is an indecomposable star-closed line system, then S is equivalent
to An , D(2)

n , D(3)
n , E6, E7, E8, K5 or K6.
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