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#### Abstract

We characterise finite unitary rings $R$ such that all Sylow subgroups of the group of units $R^{*}$ are cyclic. To be precise, we show that, up to isomorphism, $R$ is one of the three types of rings in $\{O, E, O \oplus E\}$, where $O \in\left\{G F(q), \mathbb{Z}_{p^{\alpha}}\right\}$ is a ring of odd cardinality and $E$ is a ring of cardinality $2^{n}$ which is one of seven explicitly described types.
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## 1. Introduction

In this paper, we examine the properties of finite rings in which every Sylow subgroup of the group of units is cyclic. In 1966, Erickson [3] showed that the order of a finite noncommutative ring (without unity) is squarefree. In 1968, Eldridge [2] extended this result and proved that if $R$ is a finite ring with unity of order $m$ such that $m$ is cubefree, then $R$ is a commutative ring. In 1989, Groza [5] showed that if $R$ is a finite ring and at most one simple component of the semi-simple ring $R / J(R)$ is a field of order 2, then $R^{*}$ (the group of units of $R$ ) is a nilpotent group if and only if $R$ is a direct sum of two-sided ideals that are homomorphic images of group algebras of type $S P$, where $S$ is a particular commutative finite ring and $P$ is a finite $p$-group for a prime number $p$. More recently, in 2009, Dolzan [1] improved this result and described the structure of finite rings in which the group of units is nilpotent. Here we characterise the structure of all finite unitary rings $R$, in which every Sylow subgroup of the group of units $R^{*}$ is cyclic. Let $F$ be a field and let $M_{n}(F)$ and $T_{n}(F)$ be respectively the set of all $n \times n$ square and upper triangle matrices over $F$. Also, let $G F(q)$ be the Galois field of finite order $q$. The main result of this paper is the following theorem.

[^0]Theorem 1.1. Let $R$ be a unitary ring of finite cardinality $2^{n} m$, where $n$ is a positive integer and $m$ is a positive odd number. If all Sylow subgroups of $R^{*}$ are cyclic, then, up to isomorphism, $R$ is one of the three types of rings in $\{O, E, O \oplus E\}$, where $O \in\left\{G F(q), \mathbb{Z}_{p^{\alpha}}: p\right.$ a prime number $\}$ is a ring of cardinality $m$ and $E$ is a ring of cardinality $2^{n}$ which is one of the following seven explicitly described types:

$$
\begin{aligned}
& E \in\left\{M_{2}(G F(2)), T_{2}(G F(2)), T_{2}\left(G F(2) \bigoplus_{i=1}^{k} G F\left(2^{n_{i}}\right)\right),\right. \\
&\left.\mathbb{Z}_{4}, \mathbb{Z}_{4} \bigoplus_{i=1}^{k} G F\left(2^{n_{i}}\right), \bigoplus_{i=1}^{k} G F\left(2^{n_{i}}\right)\right\},
\end{aligned}
$$

where $\operatorname{gcd}\left(n_{i}, n_{j}\right)=1$ for $1 \leq i, j \leq k$ and $i \neq j$, or

$$
E \cong M_{2}(G F(2)) \bigoplus_{i=1}^{k} G F\left(2^{n_{i}}\right),
$$

where $\operatorname{gcd}\left(n_{i}, n_{j}\right)=1=\operatorname{gcd}\left(2, n_{i}\right)$ for $1 \leq i, j \leq k$ and $i \neq j$. Furthermore, if $R=O \oplus E$, then $\operatorname{gcd}\left(\left|O^{*}\right|,\left|E^{*}\right|\right)=1$.

In the proof of the theorem, we use the following concepts and notations. Let $R$ be a ring with identity $1 \neq 0$. We denote by $\operatorname{char}(R)$ the characteristic of $R$, by $J(R)$ the Jacobson radical of $R$, by $R^{*}$ the set of all unit elements of $R$ (or the group of units of $R$ ), and by $R_{0}$ the prime subring of $R$ (the subring generated by the identity element 1 ). The cardinality of a set $X$ is denoted by $|X|$. For a given prime number $p$, the set of all Sylow $p$-subgroups of $R^{*}$ is denoted by $\operatorname{Syl}_{p}\left(R^{*}\right)$. For $g \in R^{*}$, the smallest positive integer $m$ such that $g^{m}=1$ is called the order of $g$ in $R^{*}$ and is denoted by $o(g)$. The subgroup generated by $g$ in $R^{*}$ is denoted by $\langle g\rangle$. For a subset $S$ of $R$, we denote by $R_{0}[S]$ the subring generated by $\left\{S \cup R_{0}\right\}$ or equivalently by $\{S \cup\{1\}\}$. The ring of all $n \times n$ matrices over $R$ is denoted by $M_{n}(R)$ and the ring of integers modulo $m$ is denoted by $Z_{m}$. For a pair of elements $a, b \in R$, the Lie bracket of $a$ and $b$ is $[a, b]=a b-b a$. Finally, $G F\left(p^{m}\right)$ denotes the unique finite field of characteristic $p$ and order $p^{m}$.

## 2. Proof of Theorem 1.1

We begin with two elementary lemmas.
Lemma 2.1. Let $R$ be a ring and $I$ an ideal of $R$ such that $I \subseteq J(R)$. If all Sylow subgroups of $R^{*}$ are cyclic, then all Sylow subgroups of $(R / I)^{*}$ are cyclic. In addition, $(R / I)^{*}=\left(R^{*}+I\right) / I$.

Proof. The canonical epimorphism $f: R^{*} \longrightarrow(R / I)^{*}$ defined by $f(a)=a+H$ shows that every Sylow subgroup of $(R / I)^{*}$ is cyclic. Clearly, $\left(R^{*}+I\right) / I \subseteq(R / I)^{*}$. For the reverse inclusion, let $x+I \in(R / I)^{*}$. Then there exists $y+I \in(R / I)^{*}$ such that $x y+I=1+I$. It follows that $x y-1 \in I$. Since $I \subseteq J(R)$, we have $x y=x y-1+1 \in R^{*}$, so $x \in R^{*}$ and $x+I \in\left(R^{*}+I\right) / I$.

Lemma 2.2. Suppose that $R$ is a unitary finite local ring with a nontrivial minimal ideal $I$ and $J(R)$ is commutative. Then $J(R)=\mathrm{Ann}_{R}(I)$.

Proof. By [4, Theorem 2.4], there is an integer $m$ such that $J(R)^{m}=0$. Suppose $I^{n}=0$ and $I^{n-1} \neq 0$, where $2 \leq n \leq m$. It is clear that $I^{n-1}=I$. Since $2 n-2 \geq n$, we see that $I^{2}=\left(I^{n-1}\right)^{2}=0$. Therefore $n=2$. Let $u \in I$ and $h \in J(R)$. If $h u \neq 0$, then $R h u R=I=R u R$ and $u=\sum_{\text {finite }} r h u s$, for some $r, s \in R$. By commutativity of $J(R)$,

$$
u=\sum_{\text {finite }}(r h)(u s)=\sum_{\text {finite }}(u s)(r h)=\sum_{\text {finite }} u(s r h)=\sum_{\text {finite }} s r h u,
$$

and hence $u\left(\sum_{\text {frinte }} s r h-1\right)=0$. Since $\left(\sum_{\text {frinte }} s r h\right)-1 \in R^{*}$, clearly $u=0$, which is a contradiction. Consequently $h u=0$ for all $h \in J(R)$, that is, $J(R)=(I)$.

Remark 2.3. Let $R=A \oplus B$ be a finite ring, where $A$ and $B$ are two ideals of $R$. Then $R^{*}=A^{*} \oplus B^{*}$ and $1=1_{A}+1_{B}$, where $1_{A}$ and $1_{B}$ are the identity elements of $A$ and $B$, respectively. It is also clear that $A^{*}+1_{B} \leq R^{*}$ and $A^{*}+1_{B} \cong A^{*}$. In addition, if $p \mid \operatorname{gcd}\left(\left|A^{*}\right|,\left|B^{*}\right|\right)$ for some prime number $p$, then by Cauchy's Theorem, $R^{*}$ has two elements $a+1_{B}$ and $1_{A}+b$ with the same order $p$. Clearly, $\left\langle a+1_{B}\right\rangle \neq\left\langle 1_{A}+b\right\rangle$, and this implies that the Sylow $p$-subgroups of $R^{*}$ are not cyclic. This idea can be generalised for any similar finite decomposition of $R$.

We need the following lemma, which is a direct consequence of [5, Lemma 1.1].
Lemma 2.4. If $R$ is a finite unitary ring of odd cardinality, then $R=R_{0}\left[R^{*}\right]$.
The first step in the proof of the theorem is to characterise all finite unitary rings $R$ of odd cardinality with a specific assumption.

Proposition 2.5. Let $R$ be a unitary ring of finite odd cardinality $m$. If every Sylow subgroup of $R^{*}$ is cyclic, then, up to isomorphism, $R$ is either a finite field or $\mathbb{Z}_{p^{t}}$, for a positive integer $t$.

Proof. Let $|R|=m=p_{1}^{\alpha_{1}} \cdots p_{k}^{\alpha_{k}}$ be the canonical prime factorisation. Then

$$
R=R_{1} \oplus R_{2} \oplus \cdots \oplus R_{k},
$$

where each $R_{i}$ is an ideal of order $p_{i}^{\alpha_{i}}$. If $k>1$, then Remark 2.3 shows that 2-Sylow subgroups of $R^{*}$ are not cyclic. Hence either $k=1$ or $|R|=p^{\alpha}$, for a prime number $p$ and positive integer $\alpha$. We continue the proof by induction on $\alpha$. First suppose that $|R|=p^{2}$. From [2], every unitary ring of order $p^{\alpha}$ with $\alpha<3$ is commutative. Hence $R$ is either a field of order $p^{2}$ or one of the rings $\mathbb{Z}_{p^{2}}$ and $\mathbb{Z}_{p} \oplus \mathbb{Z}_{p}$. Again, Remark 2.3 removes the case $\mathbb{Z}_{p} \oplus \mathbb{Z}_{p}$ and the ring $R$ is as desired. Now let $|R|=p^{\alpha}$, where $\alpha>2$ and consider the following two cases depending on the Jacobson radical: $J(R)=0$ or $J(R) \neq 0$.

Case 1. If $J(R)=0$, then $R$ is a semi-simple Artinian ring and by the structure theorem of Artin-Wedderburn $R \cong \bigoplus_{i=1}^{t} M_{n_{i}}\left(D_{i}\right)$, where all $D_{i}$ are finite fields (see [6, page 33] and [7]). By Remark 2.3 we may consider $t=1$ or $R \cong M_{n}(D)$, where $D$ is a finite
field and $n$ is a positive integer. If $n=1$, then $R=D$ is a finite field, as desired. So suppose that $n>1$. Since $R$ has odd cardinality, $\operatorname{char}(D) \neq 2$, and hence $-1 \neq 1$ and the two diagonal matrices $\operatorname{diag}(-1,1, \ldots, 1)$ and $\operatorname{diag}(-1,-1, \ldots,-1)$ belong to the same Sylow 2-subgroup of $G L_{n}(D)$ (the general linear group). This shows that the Sylow 2-subgroups of $G L_{n}(D)$ are not cyclic, which is a contradiction.

Case 2. Suppose $J(R) \neq 0$. An induction argument guarantees that every proper subring of $R$ is commutative. Suppose that $R$ is noncommutative.

If $R^{*}$ is a nilpotent group, then it is a direct product of its Sylow subgroups which are all cyclic, so $R^{*}$ is an abelian group. Therefore, by Lemma 2.4, $R$ is commutative, which contradicts our assumption. Hence $R^{*}$ is not a nilpotent group.

Let $H$ be an ideal of $R$ with $0 \neq H \subseteq J(R)$. By Lemma 2.1, every Sylow subgroup of $(R / H)^{*}$ is cyclic. By induction, the ring $R / H$ is commutative and the additive commutator subgroup of $R$ is contained in $H$, that is, $[R, R] \subseteq H$. Let $M$ be a maximal ideal of $R$. Then $R / M$ is a simple commutative ring and so is a finite field. By [5, Lemma 1.2], $1+J(R)$ is a $p$-group and $o(-1)=2$. Therefore $\operatorname{Syl}_{p}\left(R^{*}\right)$ and $\operatorname{Syl}_{2}\left(R^{*}\right)$ are nonempty. Let $\left\{M_{1}, \ldots, M_{k}\right\}$ be the set of all maximal ideals of $R$. Then $R / J(R)=R /\left(M_{1} \cap \cdots \cap M_{k}\right) \cong R / M_{1} \times \cdots \times R / M_{k}$, from which $(R / J(R))^{*} \cong$ $\left(R / M_{1}\right)^{*} \times \cdots \times\left(R / M_{k}\right)^{*}$. Lemma 2.1 and Remark 2.3 guarantee that $k=1$ and so $R$ is a local ring. Let $\left|R / M_{1}\right|=p^{\gamma}$ with $\gamma \leq \alpha$. Clearly $J(R)=M_{1}$. So $(R / J(R))^{*}=$ $\langle x+J(R)\rangle=p^{\gamma}-1$. Since $|R|=p^{\gamma}|J(R)|$, we have $|R|=\left(p^{\gamma}-1+1\right)|J(R)|$ and then $|R|-|J(R)|=\left|R^{*}\right|=\left(p^{\gamma}-1\right)|J(R)|=o(x+J(R))|J(R)|$. Also, since $\operatorname{gcd}\left(p^{\gamma}-1, p\right)=1$ and $1+J(R)$ is a normal $p$-subgroup of $R^{*}$,

$$
|J(R)|=|1+J(R)| \leq|P| \leq|J(R)| .
$$

Thus $1+J(R)=P$. Since $|\langle x\rangle P|=|\langle x\rangle||P| /|\langle x\rangle \cap P|=\left|R^{*}\right|$, we have $R^{*}=\langle x\rangle P$. Since $R=R_{0}\left[R^{*}\right]$ and $R$ is not commutative, the equality $R^{*}=\langle x\rangle P$ shows that $x \notin Z\left(R^{*}\right)$. Since $J(R)$ is commutative and $R / J(R)$ is a finite field, $J(R)$ is not a central ideal (otherwise $R$ would be a commutative ring, which is a contradiction). So there exists $w \in J(R)$ such that $w x \neq x w$. Consequently, $R=R_{0}[w, x]$. Let $I$ be a minimal ideal of $R$. We consider two subcases: $Z(R) \cap I \neq 0$ or $Z(R) \cap I=0$.

Subcase 1. Suppose $0 \neq a \in Z(R) \cap I$. By Lemma 2.2, $J(R)=\operatorname{Ann}_{R}(I)$. It follows that $I=R a=\left(R^{*} \cup J(R)\right) a=\left\{\sum_{\text {fnite }} n_{i} a: n_{i} \in R^{*}\right\}$. Let $y \in R^{*}$. Then $y+J(R)=x^{i}+J(R)$ for some integer $i$ with $0 \leq i \leq p^{\gamma}-1$, that is, $y=x^{i}+s$ for some element $s \in J(R)$. Hence $y a=x^{i} a+s a=x^{i} a$ and so $I=\left\{0, x a, \ldots, x^{p^{\gamma}-1} a\right\} \subseteq J(R)$. Since $x x^{i} a=x^{i} a x, w\left(x^{i} a\right)=$ ( $\left.x^{i} a\right) w$ and $R=R_{0}[x, w]$, we have $x^{i} a \in Z(R)$, and so $I \subseteq Z(R)$. Also, for all $u, v \in R^{*}$, we have $u v-v u \in I$ and so $u v u^{-1} v^{-1}-1 \in I \subseteq Z(R)$. Therefore $u v u^{-1} v^{-1} \in Z\left(R^{*}\right)$ and the multiplicative derived subgroup of $R^{*}$ is a central subgroup of $R^{*}$. It follows that $R^{*}$ is nilpotent and so abelian, which implies that $R$ is commutative and contradicts our assumption.
Subcase 2. Let $Z(R) \cap I=0$. If $0 \neq b \in I$, then $b w=w b$ and $[b, x] \neq 0$. Hence $R=R_{0}[b, x]$ and we may consider $w=b \in I$. Let $m_{1}, m_{2} \in J(R)$. Since $J(R)$ is a
commutative ring and $x m_{1}, m_{2} x \in J(R)$,

$$
\left(x m_{1}\right) m_{2}=m_{2}\left(x m_{1}\right)=\left(m_{2} x\right) m_{1}=m_{1} m_{2} x
$$

Since $R=R_{0}[w, x]$, we conclude that $m_{1} m_{2} \in Z(R)$ and so $J(R)^{2} \subseteq Z(R)$. If $J(R)^{2} \neq 0$, then by the induction hypothesis $R / J(R)^{2}$ is a commutative ring, and so $0 \neq[R, R] \subseteq$ $J(R)^{2} \cap I$. Since $I$ is a minimal ideal and $J(R)^{2}$ is an ideal, $I \subseteq J(R)^{2} \subseteq Z(R)$, which is a contradiction.

Hence $J(R)^{2}=0$. By considering $R$ as a local ring, for all $s \in J(R)$, we find $\operatorname{Ann}_{R}(s)=J(R)$. We claim that $I=J(R)$. Otherwise consider $l \in J(R) \backslash I$. Since $R=$ $R_{0}[w, x]$, we have $l=\left(\sum_{\text {frite }} n_{i} x^{i}\right)+c$, where $c \in I$ and $n_{i} \in R_{0}$. Since $l-c \in J(R)$, we have $a=\sum_{\text {finite }} n_{i} x^{i} \in J(R)$. Then $a w=w a$ and $a x=x a$. It follows that $a \in Z(R) \cap J(R)$. Let $H=R a$. Since $\operatorname{Ann}_{R}(a)=J(R)$,

$$
H=R a=\left(R^{*} \cup J(R)\right) a=\left\{\sum_{\text {finite }} n_{i} a: n_{i} \in R^{*}\right\}=\left\{0, x a, \ldots, x^{p^{\gamma}-1} a\right\} \subseteq J(R) .
$$

If $H \neq 0$, we reach a contradiction by an argument similar to that in Subcase 1. If $H=0$, then $l=c \in I$, which is again a contradiction. Therefore $I=J(R)$. Since $R / J(R)$ is a finite field, we deduce that $\operatorname{char}(R / J(R))=p \neq 0$. Hence $p+J(R)=J(R)$ and $p \in J(R)$. Let $L=p R$. If $L \neq 0$, then $J(R)=L$ and $p \in Z(R) \cap J(R)$, which is a contradiction. Therefore $L=p R=0$, so $\operatorname{char}(R)=p$. Let $h \in J(R)$. Since $(1+h)^{p}=1^{p}+h^{p}=1$, we see that $P=1+J(R)$ is an elementary abelian $p$-group and since $P$ is a cyclic group, we have $|P|=p$. Thus $|J(R)|=|P|=p$. Since $|J(R)|=\left|\left\{0, w, x w, \ldots, x^{p-1} w\right\}\right| \leq p$, there exists an integer $i$ such that $1 \leq i \leq p-1$ and $x^{i} w=x^{p} w$. Since $w \neq 0$, we have $x^{p-i}-1 \in J(R) \backslash\{0\}$. Since $J(R)$ is a commutative ideal, we have $\left(x^{p-i}-1\right) w=$ $w\left(x^{p-i}-1\right)$. Also, $\left(x^{p-i}-1\right) x=x\left(x^{p-i}-1\right)$, and so $x^{p-i}-1 \in Z(R) \cap J(R)=0$. Hence $o(x+J(R)) \leq p-1$ and $\left|(R / J(R))^{*}\right|=p-1$. Therefore $|R|=|J(R)| p=p^{2}$. This contradicts our first assumption that $|R| \notin\left\{p, p^{2}\right\}$.

To sum up, the two subcases show that $R$ is a commutative ring. Now, let $I$ be the minimal ideal contained in $J(R)$ with $\operatorname{char}(I)=p^{i}$. If $i>1$, then $I p$ is a nontrivial ideal of $R$, so $I=I p$. Let $s \in I$. Then $s=\sum v p$ for some $v \in I$. It follows that $s p^{i-1}=\sum v p^{i}=0$, and so $\operatorname{char}(I)=p^{i-1}$, which is a contradiction. Therefore $\operatorname{char}(I)=p$. Clearly, $I^{2}=0$. For all $s \in I$, we have $(1+s)^{p}=1$. Therefore $1+I$ is an elementary abelian $p$-group. Since Sylow $p$-subgroups of $R^{*}$ are cyclic, we have $|1+I|=|I|=p$. Therefore $I=\{0, a, 2 a, 3 a, \ldots,(p-1) a\}$ for any nonzero element $a \in I$. By the first part of the proof of Case $2, R$ is a local ring. By the induction hypothesis, $R / I$ is a finite field or $R / I \cong \mathbb{Z}_{p^{v}}$ where $v$ is a positive integer.

First, suppose $R / I$ is a finite field. Then $I=J(R)$ and $|R / I|=p^{v}$ for some positive integer $v(v \leq t)$. Therefore $(R / I)^{*}$ is a cyclic group. Let $w$ be a generator for this group. A similar argument to that given in the first part of this case shows that $I=\left\{0, a, w a, \ldots, w^{p^{v}-1} a\right\}$ where $p^{v}-1=o(w+I)$. If $w^{i} a=w^{j} a$ for $i<j \leq p^{v}-1$, then $w^{j-i}-1 \in \operatorname{Ann}_{R}(a)=I$. Then $w^{j-i}+I=1+I$ and so $o(w+I) \leq j-i<p^{v}-1$, which is a contradiction. If $v>1$, then $|I|>p$, which is a contradiction. If $v=1$, then $|R|=p^{2}$, which is again a contradiction. Now, let $R / I \cong \mathbb{Z}_{p^{v}}$. If $v=1$, then
$|R|=p^{2}$, a contradiction. Hence $v>1$. Clearly, either $\operatorname{char}(R)=p^{v+1}$ or $\operatorname{char}(R)=p^{v}$. If $\operatorname{char}(R)=p^{v+1}$, then $R \cong \mathbb{Z}_{p^{v+1}}$, as desired. So suppose that $\operatorname{char}(R)=p^{v}$. Since $o\left(1+p^{v-1}\right)=p$, we deduce that $I=R p^{v-1}=\left\{j p^{v-1}: j=0,1, \ldots, p-1\right\}$. Let $o(x+I)$ $=p^{v-1}$ for some $x \in R$. Since $R / I \cong Z_{p^{v}}$ and $o(x+I)=p^{v-1}$, we have $x-j \in J(R)$ for some integer $j$. Since $o\left(1+p^{v-1}(x-j)\right)=p$, we have $p^{v-1}(x-j) \in I$. So there is an integer $1 \leq f \leq p-1$ such that $p^{v-1}(x-j)=p^{v-1} f$. Therefore $p^{v-1}(x-j-f)=0$. If $x-j-f \in J(R)$, then $f \in J(R)$, which is a contradiction. If $x-j-f \in R^{*}$, then $p^{v-1}=0$, which is also a contradiction.

In the following three propositions, we characterise the rings of order $2^{n}$, all of whose Sylow subgroups are cyclic. Since in this case $2||R|$, Proposition 2.5 may no longer be true. As an example, let $R$ be the set of all $2 \times 2$ matrices over the finite field $G F(2)$. Then $R^{*} \cong S_{3}$, where $S_{3}$ is the symmetric group of order 6 and all its Sylow subgroups are cyclic, but $R$ is noncommutative, is not a finite field and is not isomorphic with $Z_{p^{t}}$ for any integer $t$. For simplicity, we denote by $\Delta$ the set of all rings $R$ with $R \cong M_{2}(G F(2))$ or $R \cong M_{2}(G F(2)) \bigoplus_{i=1}^{k} G F\left(2^{n_{i}}\right)$, where $\operatorname{gcd}\left(n_{i}, n_{j}\right)=1=\operatorname{gcd}\left(2, n_{i}\right)$ for all $i, j$ with $1 \leq i, j \leq k$ and $i \neq j$.

Proposition 2.6. Let $R$ be a unitary ring of finite cardinality $2^{n}$, such that $R=R_{0}\left[R^{*}\right]$. If every Sylow subgroup of $R^{*}$ is cyclic, then either $R$ is commutative or $R \in \Delta$.

Proof. Let $R$ be a noncommutative ring with minimal cardinality satisfying the assumptions stated in the proposition. We aim to show that $R \in \Delta$. We consider two cases depending on the Jacobson radical: either $J(R)=0$ or $J(R) \neq 0$.

Case 1. If $J(R)=0$, then $R$ is a semi-simple Artinian ring and by the ArtinWedderburn structure theorem, $R \cong \bigoplus_{i=1}^{t} M_{n_{i}}\left(D_{i}\right)$, where all the $D_{i}$ are finite fields. If $t=1$, the only possible case is $R \cong M_{2}(G F(2)) \in \Delta$. Let $t>1$. If $n_{i}=1$ for all $i$, then $R$ is a commutative ring, a contradiction. It follows that there is some $n_{i}$ with $n_{i}>1$ and, as above, this implies that $n_{i}=2$ and $D_{i}=G F(2)$. If there are two distinct indices $i$ and $j$ such that $n_{i}>1$ and $n_{j}>1$, then $M_{n_{i}}\left(D_{i}\right) \cong M_{n_{j}}\left(D_{i}\right) \cong M_{2}(G F(2))$ and the Sylow 2 -subgroups of $R^{*}$ are not cyclic, a contradiction. Therefore $n_{j}=1$ for all $j \neq i$ and $\operatorname{gcd}\left(\left|D_{j}^{*}\right|,\left|D_{s}^{*}\right|\right)=1$ for $1 \leq j \neq s \leq t$, that is, $R \in \Delta$, as desired.
Case 2. Suppose $J(R) \neq 0$. We show that this case always leads to a contradiction.
Let $I$ be a minimal ideal of $R$ with $0 \neq I \subseteq J(R)$. Arguing as in the proof of Proposition 2.5, $\operatorname{char}(I)=2, I^{2}=0$ and $I$ is an elementary abelian 2-group. Since a Sylow 2-subgroup of $R^{*}$ is cyclic, $|I|=2$ or $I=\{0, a\}$ for the unique nonzero element $a \in I$. Since $1+I \triangleleft R^{*}$, we have $1+I \leq Z\left(R^{*}\right)$ and, from $R=R_{0}\left[R^{*}\right]$, it follows that $\operatorname{Ann}_{R}(I)$ is a two-sided ideal. By Lemma 2.2, $(R / I)^{*}=\left(R^{*}+I\right) / I$. Moreover every Sylow subgroup of $(R / I)^{*}$ is cyclic. By the minimality of $R$, either $R / I$ is a commutative ring or $R / I \in \Delta$.

First, suppose $R / I$ is a commutative ring. Then $[R, R] \subseteq I$. Since $R=R_{0}\left[R^{*}\right]$ and $R$ is noncommutative, there are two elements $x, y \in R^{*}$, such that $x y \neq y x$, and at least one of them, say $x$, has odd order. Then $x y x^{-1} y^{-1}+I=1+I=1+\{0, a\}$ and
$x^{2} y x^{-2} y^{-1}+I=1+I=1+\{0, a\}$, so $x y x^{-1} y^{-1}=1+a=x^{2} y x^{-2} y^{-1}$, which implies $y x=x y$, a contradiction. Now suppose that $R / I \in \Delta$. Either $R / I \cong M_{2}(G F(2))$ or $R / I \cong M_{2}(G F(2)) \bigoplus_{i=1}^{k} G F\left(2^{n_{i}}\right)$, where $\operatorname{gcd}\left(n_{i}, n_{j}\right)=1=\operatorname{gcd}\left(2, n_{i}\right)$ for $1 \leq i, j \leq k$ and $i \neq j$. Let $A$ be an ideal of $R$ containing $I$ such that $R / A \cong M_{2}(G F(2))$ and let $z+A \in(R / A)^{*}$ with $o(z+A)>1$. Then $a z \in I=\{0, a\}$, so $a z=a$ and $z-1 \in \operatorname{Ann}_{R}(I)$. Since $R / A$ is a simple ring and $\operatorname{Ann}_{R}(I)=R a=a R$ is a two-sided ideal, it follows that $\operatorname{Ann}_{R}(I) \subseteq A$, from which $z-1 \in A$ and $o(z+A)=1$, a contradiction.

Let $\Gamma$ be the set of all finite rings $R$ such that $R \cong \mathbb{Z}_{2^{v}}$ or $R \cong \bigoplus_{i=1}^{k} G F\left(2^{n_{i}}\right)$ or $R \cong \mathbb{Z}_{2^{v}} \bigoplus_{i=1}^{k} G F\left(2^{n_{i}}\right)$, where $\operatorname{gcd}\left(n_{i}, n_{j}\right)=1$ for $i \neq j$ and $v=1,2$. Let $m$ be a positive integer and let $C_{m}$ be a cyclic group of order $m$. We recall that for $v \geq 3$ the group $\left(\mathbb{Z}_{2^{v}}\right)^{*} \cong C_{2^{v-2}} \times C_{2}$ is not cyclic.

Proposition 2.7. Let $R$ be a unitary commutative ring of finite cardinality $2^{n}$, such that $R=R_{0}\left[R^{*}\right]$. If every Sylow subgroup of $R^{*}$ is cyclic, then $R \in \Gamma$.
Proof. We proceed by induction on $n$. The case $|R|=2^{2}$ has already been discussed. Let $n>2$. We consider two cases depending on the Jacobson radical: $J(R)=0$ or $J(R) \neq 0$.

Case 1. Let $J(R)=0$. Then $R$ is a semi-simple ring and by the Wedderburn structure theorem, $R \cong \bigoplus_{i=1}^{k} R_{i}$ is a direct product of matrix rings over division rings. Since $R$ is a commutative ring, all the $R_{i}$ are finite fields and, by Remark 2.3, $\operatorname{gcd}\left(\left|\left(R_{i}\right)^{*}\right|,\left|\left(R_{j}\right)^{*}\right|\right)$ $=1$ for $1 \leq i \neq j \leq k$. Consequently, $R \in \Gamma$.

Case 2. Suppose $J(R) \neq 0$ and let $I \subseteq J(R)$ be a minimal ideal of $R$. Arguing as in the proof of Proposition 2.5, $\operatorname{char}(I)=2, I^{2}=0$ and $I$ is an elementary abelian 2group. Since a Sylow 2-subgroup of $R^{*}$ is cyclic, $|I|=2$ or $I=\{0, a\}$, for a unique nonzero element $a \in I$. Let $y \in R \backslash \operatorname{Ann}_{R}(a)$. Since $y a \in I$, we have $(y-1) a=0$ and $y-1 \in \operatorname{Ann}_{R}(a)$. Hence the group index $\left[(R,+):\left(\operatorname{Ann}_{R}(a),+\right)\right]=2$. By induction, $R / I \cong \mathbb{Z}_{2^{v}}$ or $R / I \cong \bigoplus_{i=1}^{k} G F\left(2^{n_{i}}\right)$ or $R / I \cong \mathbb{Z}_{2^{v}} \bigoplus_{i=1}^{k} G F\left(2^{n_{i}}\right)$, where $\operatorname{gcd}\left(n_{i}, n_{j}\right)=1$ for $i \neq j$ and $v=1,2$.

If $R / I \cong \mathbb{Z}_{2^{v}}$, we claim that $R \cong \mathbb{Z}_{2^{c}}$, where $c=1,2$. Let $\operatorname{char}(R)=2^{r}$. First suppose that $r=v$. If $2^{r}=0$, then $\left(1+2^{r-1}\right)^{2}=1$ and $2^{r-1}=a \in I$, a contradiction (because $R / I \cong \mathbb{Z}_{2^{r}}$ ). Hence $\operatorname{char}(R)=2^{v+1}$ and $R \cong Z_{2^{v+1}}$, where $v+1=2$, 3. If $v=2$, then $R^{*} \cong C_{2} \times C_{2}$, which is impossible. Hence $R / I \nsubseteq \mathbb{Z}_{2^{v}}$. Now, suppose that $R / I \cong G F\left(2^{v}\right)$. By the earlier arguments, we may consider $v>1$. Let $(R / I)^{*}=\langle z+I\rangle$. Then there exists $y \in R$ such that $y(z-1)+I=1+I$. Since $z \notin \operatorname{Ann}_{R}(a)$, we have $z-1 \in$ $\operatorname{Ann}_{R}(a)$. But then $y(z-1)-1 \in I \subseteq \operatorname{Ann}_{R}(a)$ and $-1 \in \operatorname{Ann}_{R}(a)$, a contradiction. Therefore $R / I \nsupseteq G F\left(2^{v}\right)$ and $R / I \not \equiv \mathbb{Z}_{2^{v}}$. It follows that either $R / I \cong \bigoplus_{i=1}^{k} G F\left(2^{n_{i}}\right)$ or $R / I \cong \mathbb{Z}_{2^{v}} \bigoplus_{i=1}^{k-1} G F\left(2^{n_{i}}\right)$, where $k>1, v=1,2$ and $\operatorname{gcd}\left(n_{i}, n_{j}\right)=1$ for $i \neq j$. Clearly $|J(R)| \leq 4$. Let $\left\{M_{1}, \ldots, M_{k}\right\}$ be the set of all maximal ideals of $R$. By the previous arguments, we may consider $k>1$. We may assume that $M_{1}=\operatorname{Ann}_{R}(a)$. Then $f: R / M_{1} \oplus R / M_{2} \oplus \cdots \oplus R / M_{k} \cong R / J(R)$. Let $f\left(\left(1+M_{1}, M_{2}, M_{3}, \ldots, M_{k}\right)\right)=x+J(R)$. It is clear that $\left|\left(\operatorname{Ann}_{R}(x)+J(R)\right) / J(R)\right|=|R| / 2|J(R)|$, so $|R x|=\left|R / \operatorname{Ann}_{R}(x)\right|=2|J(R)|$.

Since $a x \neq 0$, we have $a \notin \operatorname{Ann}_{R}(x)$. Since $I$ is the unique minimal ideal of $R$ and $a \notin \operatorname{Ann}_{R}(x)$, we have $\operatorname{Ann}_{R}(x) \cap J(R)=0$. If $I=J(R)$, then clearly $I \subseteq R x$. So suppose that $I \neq J(R)$. Then $J(R)=\left\{0, b, b^{2}=a, b^{3}\right\}$. Since $J(R) \cap \operatorname{Ann}_{R}(x)=0$, we have $b x \neq 0$. Then $J(R) x \subseteq R x$. If $J(R) x \neq J(R)$, then $x b^{i}=0$ for some positive integer $i$ and so $x b^{2 i}=x a=0$, a contradiction. It follows that $J(R) \subseteq R x$ and so $R=\operatorname{Ann}_{R}(x) \oplus R x$. By the induction hypothesis, $\operatorname{Ann}_{R}(x)$ and $R x$ belong to the set $\Gamma$. Clearly $\operatorname{gcd}\left(\left|\left(\operatorname{Ann}_{R}(x)\right)^{*}\right|,\left|(R x)^{*}\right|\right)=1$ and so $R \in \Gamma$, as desired.

Proposition 2.8. Let $R$ be a unitary ring of finite cardinality $2^{n}$ and $H=R_{0}\left[R^{*}\right]$ and suppose that every Sylow subgroup of $R^{*}$ is a cyclic group. If $H$ is a commutative ring and $R$ is noncommutative, then either $R \cong T_{2}(G F(2))$ or $R \cong T_{2}(G F(2)) \oplus A$ where $A \in \Gamma$ and $\operatorname{gcd}\left(\left|A^{*}\right|, 2\right)=1$.

Proof. Let $R$ be a finite noncommutative ring with minimal cardinality $2^{n}$, such that every Sylow subgroup of $R$ is cyclic. Let $I \subseteq J(R)$ be a minimal ideal of $R$. From [3], every unitary noncommutative ring of order 8 is isomorphic to $T_{2}(G F(2))$, so we may assume that $|R|>8$. By the minimality of $R$, either $R / I$ is a commutative ring or $R / I \cong T_{2}(G F(2))$ or $R / I \cong T_{2}(G F(2)) \oplus A$ where $A \in \Gamma$ and $\operatorname{gcd}\left(\left|A^{*}\right|, 2\right)=1$.

First suppose that $R / I$ is noncommutative. Suppose that $f: R / I \cong T_{2}(G F(2)) \oplus A$. Let $T / I$ be a subring of $R / I$, such that $T / I \cong T_{2}(G F(2)) / I$. It is clear that $T_{o}\left[T^{*}\right] \neq T$ and $|J(T)|=4$. By induction $T=T_{2}(G F(2))$ or $T_{2}(G F(2)) \oplus B$ where $B \in \Gamma$ and $\operatorname{gcd}\left(\left|B^{*}\right|, 2\right)=1$. Hence $|J(T)|=2$, a contradiction. Therefore $R / I \cong T_{2}(G F(2))$, $|R|=16, \operatorname{char}(R) \leq 4, R$ is a local ring and $J(R)=\{0, a, b, a+b\}$ where $a \in I \backslash\{0\}$. If $b^{2}=0$, then $o(1+b)=2$, and so a Sylow 2-subgroup of $R^{*}$ is not cyclic, a contradiction. If $b^{2} \neq 0$, then $a b=a(a+b)=0$ and $b(a+b)=b^{2}=(a+b) b$, so $J(R)$ is a commutative ideal. Choose $z \in R$ with $f(z+I)=1$. Then $z-1 \in J(R)$, since $f(z-1+I) \in J\left(T_{2}(G F(2))\right.$. Therefore $z \in C_{R}(J(R))$. Since the ring generated by $z$ and $J(R)$ is $R$, it follows that $R$ is a commutative ring, a contradiction.

Now suppose that $R / I$ is commutative. Let $\left\{M_{1}, \ldots, M_{k}\right\}$ be the set of all maximal ideals of $R$ and let $a \in I \backslash\{0\}$. If $k=1$, then $J(R)=M_{1}=\operatorname{Ann}_{R}(a)$, because $R / I$ is commutative. Since $\left[R: \operatorname{Ann}_{R}(a)\right]=2$, we have $R=R_{0}[(1+J(R))]=R_{0}\left[R^{*}\right]$, a contradiction. So $k>1$ and we may assume that $M_{1}=\operatorname{Ann}_{R}(a)$. We have $f$ : $R / M_{1} \oplus R / M_{2} \oplus \cdots \oplus R / M_{k} \cong R / J(R)$. Let $f\left(\left(1+M_{1}, M_{2}, M_{3}, \ldots, M_{k}\right)\right)=x+J(R)$ where $x \in R$. It is clear that $\operatorname{Ann}_{R}(x) \cong R / M_{2} \oplus \cdots \oplus R / M_{k} \in \Gamma$ is a commutative ring, so $\left|\left(\operatorname{Ann}_{R}(x)+J(R)\right) / J(R)\right|=|R| / 2|J(R)|$. Since $a x \neq 0$, we have $a \notin \operatorname{Ann}_{R}(x)$. Since $I$ is the unique minimal ideal of $R$ and $a \notin \operatorname{Ann}_{R}(x)$, we have $\operatorname{Ann}_{R}(x) \cap J(R)=0$. Then $|R x|=\left|R / \operatorname{Ann}_{R}(x)\right|=2|J(R)|$. If $I=J(R)$, then $I \subseteq R x$. So suppose that $I \neq J(R)$. Then $J(R)=\left\{0, b, b^{2}=a, b^{3}\right\}$. Since $J(R) \cap \operatorname{Ann}_{R}(x)=0$, we have $b x \neq 0$ and $J(R) x \subseteq R x$. If $J(R) x \neq J(R)$, then $x b^{i}=0$ for some positive integer $i$ and so $x b^{2 i}=x a=0$, a contradiction. It follows that $J(R) \subseteq R x$, and hence that $R=\operatorname{Ann}_{R}(x) \oplus R x$. Since $R$ is not commutative, neither is $R x$. By the induction hypothesis, either $R x \cong$ $T_{2}(G F(2))$ or $R x \cong T_{2}(G F(2)) \oplus B$ where $B \in \Gamma$ and $\operatorname{gcd}\left(\left|B^{*}\right|, 2\right)=1$. Hence either
$R \cong \operatorname{Ann}_{R}(x) \oplus T_{2}(G F(2))$ or $R \cong \operatorname{Ann}_{R}(x) \oplus T_{2}(G F(2)) \oplus B$ for some positive integer $k$, where $\operatorname{gcd}\left(\left|B^{*}\right|, 2\right)=1$. Clearly, $\operatorname{Ann}_{R}(x) \oplus B=A \in \Gamma$.

Proof of Theorem 1.1. Let $|R|=p_{1}^{\alpha_{1}} \cdots p_{k}^{\alpha_{k}}$ be the canonical factorisation of $|R|$ into prime powers. Then $R=R_{1} \oplus R_{2} \oplus \cdots \oplus R_{k}$, where each $R_{i}$ is an ideal of order $p_{i}^{\alpha_{i}}$ containing $1_{R_{i}}$. We may assume that $p_{1}$ is a the smallest prime divisor of $|R|$. Let $E=1$ and $O=R$ if $p_{1}>2$, and $E=R_{1}$ and $O=R_{2} \oplus \cdots \oplus R_{t}$ if $p_{1}=2$. By Proposition 2.5, $O$ is either a finite field or $\mathbb{Z}_{p^{t}}$, for a positive integer $t$.

First suppose that $E$ is noncommutative. If $E=E_{0}\left[E^{*}\right]$, then by Proposition 2.6, $E \in \Delta$. If $E \neq E_{0}\left[E^{*}\right]$, then by Proposition $2.8, E \in \Gamma$.

Now suppose that $E$ is a commutative ring. If $J(E)=0$, then by the Wedderburn structure theorem $E \in \Gamma$. Therefore suppose that $J(E) \neq 0$. Let $I$ be a minimal ideal of $E$ contained in $J(E)$ and $T=E_{0}\left[E^{*}\right]$. By Proposition 2.7, $T \cong \mathbb{Z}_{2^{2}}$ or $T \cong \mathbb{Z}_{2^{2}} \bigoplus_{i=1}^{s} G F\left(2^{n_{i}}\right)$, where $\operatorname{gcd}\left(n_{i}, n_{j}\right)=1$ for $i \neq j$. If $T=E$, then clearly, $E \in \Gamma$. Suppose that $T \neq E$. Then $2 \nmid\left|(E / I)^{*}\right|=\left|\left(T^{*}+I\right) / I\right|$ and $J(E)=I$. Let $\left\{M_{1}, \ldots, M_{q}\right\}$ be the set of all maximal ideals of $E$ and let $a \in I \backslash\{0\}$. If $q=1$, then $J(E)=$ $M_{1}=\operatorname{Ann}_{E}(a)$. Since $\left[E: \operatorname{Ann}_{E}(a)\right]=2$, we have $E=E_{0}[(1+J(E))]=E_{0}\left[E^{*}\right]=T$, a contradiction. So $q>1$. We may assume that $M_{1}=\operatorname{Ann}_{E}(a)$. Then $f: E / M_{1} \oplus$ $E / M_{2} \oplus \cdots \oplus E / M_{q} \cong E / J(E)$. Let $f\left(\left(1+M_{1}, M_{2}, M_{3}, \ldots, M_{q}\right)\right)=x+J(E)$, where $x \in E$. By a similar argument to that in Proposition 2.8, $E=\operatorname{Ann}_{E}(x) \oplus E x$ and $J(E) \subseteq E x$. Clearly $\operatorname{gcd}\left(\left(\operatorname{Ann}_{E}(x)\right)^{*}, 2\right)=1$, because $\operatorname{Ann}_{E}(x) \cap J(E)=0$. Since $J(E) \subseteq E x$ and $|E x|=4$, we have $E x \cong \mathbb{Z}_{2^{2}}$ and it follows that $E \in \Gamma$. The rest of the proof is clear.
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