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1. Introduction. Throughout this article $p$ denotes a fixed number such that $1 \leq p<\infty$. The definition of a real $L_{p}$ space associated with a measure space is well known. These spaces are Banach Spaces and, with the usual partial ordering of (equivalence classes of) functions, also Banach Lattices. A (linear) operator between them is called positive if it preserves the order, or, equivalently, if it maps non-negative functions into non-negative functions. A contraction is an operator whose norm is not more than one. Finally, a projection $P$ is an idempotent contraction. Our purpose in this article is to prove the following theorem.
(1.1) Theorem. Let $T: L \rightarrow L$ be a positive contraction on an $L_{p}$ Space $L$. Then there exists another $L_{p}$ Space $B$ and a positive invertible isometry $Q: B \rightarrow B$ so that $D T^{n}=P Q^{n} D$ for all $n=0,1,2, \ldots$, where $D: L \rightarrow B$ is a positive isometric imbedding of $L$ into $B$ and $P: B \rightarrow B$ is a positive projection.

In the next section we will prove this theorem in the case where $L$ is a finite dimensional $L_{p}$ space. Then we will show, following an observation of W. B. Johnson [7], that this special case implies the general proof.

The proof of the finite dimensional case follows from the more general results obtained in [5]. We will, however, give here a simpler proof that applies only in the finite dimensional case. This proof is similar to the one given in [1] for a more special case. We will describe the constructions of $B, Q, D, P$ in detail, which is somewhat different from the construction in [1], but we will leave the verification of $D T^{n}=P Q^{n} D$ to the reader, which can be done along the same lines as in [1].

The proof in the general case, as observed by W. B. Johnson, is a direct consequence of some general techniques in Banach Spaces, mainly developed by D. Dacunha-Castelle and J. L. Krivine in [6]. We need, however, only very few definitions and results from this theory and we will give a self-contained account of them. We note that the original definitions in [6] use ultrafilters;

[^0]here we will use the Stone-Cech compactification instead, as discussed e.g. in Royden [9], which may be a more common background for the readers in Analysis.

Finally, the proof of Theorem (1.1) in the general case is a non-constructive proof, as should be obvious from its dependence on the Stone-Cech compactification. A constructive proof is given in [3] for the special case where $L$ is a separable $L_{p}$ Space. Other constructive proofs for more specialized cases were given in [2] and [4].

The authors are very grateful to Professor W. B. Johnson for his remarks on this problem.
2. Finite dimensional case. We start with a few general remarks. Let ( $X, \mathscr{F}$, $\mu$ ) be a measure space and $L_{p}=L_{p}(X, \mathscr{F}, \mu)$. We let $L_{p}^{+}$be the class of non negative functions in $L_{p}$ and we identify the adjoint of $L_{p}$ with $L_{q}=L_{q}(X, \mathscr{F}$, $\mu$ ) in the usual manner, where $q=p(p-1)^{-1}$ if $p>1$ and $q=\infty$ if $p=1$; hence $g \in L_{q}$ represent the functional that maps $f \in L_{p}$ into ( $f, g$ ) $=\int f g d \mu$. We need the Hölder's Inequality. If $f \in L_{p}^{+}$and $g \in L_{q}^{+}$then $\int f g \leq\|f\|_{p}\|g\|_{q}$ with equality if and only if $g$ is a multiple of $f^{p-1}$, assuming $\|f\|_{p}>0$ and $p>1$. Also note that if $f \in L_{p}^{+}$then $f^{p-1} \in L_{q}^{+}$and $\left\|f^{p-1}\right\|_{q}=\|f\|_{p}^{p / q}=\|f\|_{p}^{p-1}$.

We now consider a positive contraction $T: L_{p} \rightarrow L_{p}$ and also its adjoint $T^{*}: L_{q} \rightarrow L_{q}$. In terms of these operators we define a non-linear operator $M: L_{p}^{+} \rightarrow L_{q}^{+}$as $M f=T^{*}(T f)^{p-1}, f \in L_{p}^{+}$, which will play a central role in this section. Note that $(f, M f)=\left(T f,(T f)^{p-1}\right)=\|T f\|_{p}^{p}$.
(2.1) Lemma. If $\lambda=\sup \left\{T f \mid f \in L_{p}^{+},\|f\|_{p}=1\right\}$ then $\lambda=\|T\|$.

Proof. It is clear that $\lambda \leq\|T\|$. Also, if $f \in L_{p}^{+}$then $\|T f\|_{p}=\left\|T f^{+}-T f^{-}\right\|_{p} \leq$ $\left\|T f^{+}+T f^{-}\right\|_{p} \leq \lambda\left\|f^{+}+f^{-}\right\|_{p}=\lambda\|f\|_{p}$. Hence $\|T\| \leq \lambda$.
(2.2) Lemma. Let $p>1$ and let $f \in L_{p}^{+}$satisfy $\|T f\|_{p}=\|T\|\|f\|_{p}>0$. Then $M f=$ $\|T\|^{p} f^{p-1}$.

Proof. First note that $\|M f\|_{q} \leq\left\|T^{*}\right\|\left\|(T f)^{p-1}\right\|_{q}=\|T\|\|T f\|_{p}^{p-1}=\|T\|^{p}\|f\|_{p}^{p-1}$. Also, $\|T\|^{p}\|f\|_{p}^{p}=\|T f\|_{p}^{p}=\left(T f,(T f)^{p-1}\right)=(f, M f)$ which shows that

$$
\begin{equation*}
\|M f\|_{q}=\|T\|^{p}\|f\|_{p}^{p-1} \tag{*}
\end{equation*}
$$

and also that we have the equality case in Hölder's inequality. Therefore $M f=k f^{p-1}$ and $\left({ }^{*}\right)$ implies that $k=\|T\|^{p}$. This completes the proof.

If $E \in \mathscr{F}$ is a measurable set, let $L_{p}(E)$ be the class of $L_{p}$ functions with support in $E$.
(2.3) Lemma. Let $p>1$ and let $\lambda_{E}=\sup \left\{\|T f\| \mid f \in L_{p}^{+}(E),\|f\|_{p}=1\right\}$. If $u \in$ $L_{p}^{+}(E)$ with $\|T u\|_{p}=\lambda_{E}\|u\|_{p}>0$ then $\chi_{E} M u=\lambda_{E}^{p} u^{p-1}$, where $\chi_{E}$ is the characteristic function of $E$.

Proof. Let $T_{E}: L_{p} \rightarrow L_{p}$ be defined as $T_{E} f=T \chi_{E} f, f \in L_{p}$. Then $\left(T_{E}\right)^{*} g=$ $\chi_{E} T^{*} g, g \in L_{q}$, from the definitions. Also, $\left\|T_{E}\right\|=\lambda_{E}$ by Lemma (2.1). Hence the proof follows from Lemma (2.2) applied to $T_{E}$, by noticing that $T u=T_{E} u$.
(2.4) Lemma. Let $f, g \in L_{p}^{+}, f \cdot g=0$ and $M f \leq f^{p-1}$. Then $f M g=0$ and $M(f+g)=M f+M g$.

Proof. To see that $f M g=0$, we note that $(f, M g)=\left(T f,(T g)^{p-1}\right)=0$. In fact, this is equivalent to the fact that $T f$ and $(T g)^{p-1}$ have disjoint supports, or that $(T f)^{p-1}$ and $T g$ have disjoint supports. But this is true, since $0 \leq\left(T g,(T f)^{p-1}\right)=$ $(g, M f) \leq\left(g, f^{p-1}\right)=0$. Therefore $f M g=0$. Now $[T(f+g)]^{p-1}=(T f+T g)^{p-1}=$ $(T f)^{p-1}+(T g)^{p-1}$, since $T f$ and $T g$ have disjoint supports. Hence $M(f+g)=$ $M f+M g$.

We now restrict ourselves to the finite dimensional case. Hence we assume that $X=\{1, \ldots, n\}$ consists of $n$ points with masses $m_{i}>0$. We denote functions on $X$ as $n$-dimensional vectors $r=\left(r_{i}\right)$ and represent $T: L_{p} \rightarrow L_{p}$ by an $n \times n$ matrix $T=\left(t_{i j}\right)$ so that $(T r)_{j}=\Sigma_{i} T_{i j} r_{i}$. Note that $\left(T^{*} s\right)_{i}=\Sigma_{j} m_{j} m_{i}^{-1} T_{i j} s_{j}$.
(2.5) Theorem. There exists a vector $u=\left(u_{i}\right) \in L_{p}^{+}$with strictly positive coordinates so that $M u \leq u^{p-1}$.

Proof. If $p=1$ then we may let $u_{i}=1$ for all $i=1, \ldots, n$. If $p>1$ then the theorem follows from a finite number of applications of the following lemma, starting, for example, with the vector $\alpha=0$.
(2.6) Lemma. Let $\alpha \in L_{p}^{+}$satisfy $M \alpha \leq \alpha^{p-1}$ and assume that some coordinates of $\alpha$ are zero. Then there exists an $\tilde{\alpha} \in L_{p}^{+}$, whose support is strictly larger than the support of $\alpha$, so that $M \tilde{\alpha} \leq \tilde{\alpha}^{p-1}$.
Proof. Let $E=\left\{i \mid i \in X, \alpha_{i}=0\right\}$ and $B=\left\{r \mid r \in L_{p}^{+}(E),\|r\|_{p}=1\right\}$. Since we are in a finite dimensional space, $B$ is a compact set. Hence if $\lambda_{E}=$ $\sup \left\{\|T r\|_{p} \mid r \in B\right\}$, as also defined in the statement of Lemma (2.3), then there exists a $\beta \in B$ so that $\|T \beta\|_{p}=\lambda_{E}\|\beta\|_{p}=\lambda_{E}$. Therefore, by Lemma (2.3), $\chi_{E} M \beta=\lambda_{E}^{p} \beta^{p-1} \leq \beta^{p-1}$. But, applying Lemma (2.4) with $f=\alpha$ and $g=\beta$, we first see that $\alpha M \beta=0$, i.e. that $\chi_{E} M \beta=M \beta$, and then also that

$$
M(\alpha+\beta)=M \alpha+M \beta \leq \alpha^{p-1}+\beta^{p-1}=(\alpha+\beta)^{p-1},
$$

where the last equality follows from the fact that $\alpha \beta=0$. Hence $\tilde{\alpha}=\alpha+\beta$ gives the required vector.

We will now prove Theorem (1.1) in the finite dimensional case. Hence we assume that $L=L_{p}(X, \mathscr{F}, \mu)$, where, as we have already defined, $X=$ $\{1, \ldots, n\}$ consists of $n$ points. We will construct $B, Q, D$ and $P$ explicitiy and then show that they have the properties stated in Theorem (1.1). We fix a
vector $u \in L^{+}$as obtained in Theorem (2.5) and let $v=T u$. the construction we are about to give is similar to the one given in [1] and reduces exactly to that construction if $v$ has also strictly positive coordinates and if $M u=u^{p-1}$.

We first construct a measure space $(Z, \mathscr{G}, \nu)$ and then define $B$ as $B=L_{p}(Z$, $\mathscr{G}, \nu)$. The set $Z$ will be a subset of the two dimensional cartesian plane $O x y$, the $\sigma$-algebra $\mathscr{G}$ and the measure $\nu$ will be the restriction of the ordinary two dimensional Lebesgue measure to $Z$. We denote the one and two dimensional Lebesgue measures as $\ell$ and $\boldsymbol{\ell}^{2}$, with the corresponding differentials $d x$ and $d x d y$, respectively.

Let $I_{i}$ 's be $n$ disjoint intervals on the $x$-axis with $\ell\left(I_{i}\right)=m_{i}$ and $J_{i}$ 's $n$ disjoint intervals on the $y$-axis with $\ell\left(J_{i}\right)=1$. We let $E_{i}=I_{i} \times J_{i}, Z_{0}=\bigcup_{i=1}^{n} E_{i}$ and complete this set $Z_{0}$ to a doubly infinite disjoint sequence of sets $Z_{k}, k=0, \pm 1$, $\pm 2, \ldots$, by choosing the other $Z_{k}$ 's arbitrarily with $\ell^{2}\left(Z_{k}\right)>0$. We then let $Z=\left(J_{-\infty<k<\infty} Z_{k}\right.$.

This defines $(Z, \mathscr{G}, \nu)$ and also $B$. To define $Q: B \rightarrow B$ we will first define a transformation $\tau: Z \rightarrow Z$ as follows.

Let $X_{0}=\left\{j \mid j \in X, v_{j}>0\right\}$, where $v=T u$, and let $P=X \times X_{0}$. For each ( $i$, $j) \in P$ we let $\xi_{i j}=T_{i j} u_{i} / v_{j}, n_{i j}=T_{i j}\left(v_{j}^{p-1} / u_{i}^{p-1}\right) m_{j} / m_{i}$ and note that for each $j \in X_{0}$ we have $\sum_{i} \xi_{i j}=1$, since $v=T u$, and also that for each $i \in X$ we have $\sum_{j \in X_{0}} \eta_{i j} \leq$ 1 , because of $M u \leq u^{p-1}$. Hence we can divide each $I_{i}, j \in X_{0}$, into $n$ disjoint subintervals $I_{i j}$ with $\ell\left(I_{i j}\right)=\xi_{i j} m_{j}$ and for each $i \in X$ we can find subintervals $J_{i j}$, $j \in X_{o}$, in $J_{i}$ so that $\ell\left(j_{i j}\right)=\eta_{i j}$. We then let $S_{i j}=I_{i j} \times J_{i}, R_{i j}=I_{i} \times J_{i j},(i, j) \in P$, and $S=\cup S_{i j}, R=U R_{i j}$, where both unions are taken over $(i, j) \in P$.

For each $(i, j) \in P, R_{i j}$ and $S_{i j}$ are two rectangles with non-zero $\ell^{2}$-measures. Hence one can find an affine transformation $\tau_{i j}: R_{i j} \rightarrow S_{i j}$ of the form

$$
\tau_{i j}(x, y)=\left(a_{i j} x+b_{i j}, c_{i j} y+d_{i j}\right)
$$

with constants $a_{i j}, b_{i j}, c_{i j}, d_{i j}$, so that $\tau_{i j} R_{i j}=S_{i j}$, up to $\ell^{2}$-null sets. We then define $\tau$ on $R$ as $\tau_{i j}$ on each $R_{i j}$. Hence $\tau$ transforms $R$ onto $S$. If $\ell^{2}\left(Z_{0}-R\right)=0$ then we define $\tau$ as the identify transformation on $\bigcup_{k=1}^{\infty} Z_{k}$. If $\ell^{2}\left(Z_{0}-R\right)>0$ we define $\tau$ to map $Z_{0}-R$ onto $Z_{1}$ and to map $Z_{k}$ onto $Z_{k+1}, k \geq 1$. Similarly, if $\ell^{2}\left(Z_{0}-S\right)=0$ then we define $\tau$ as the identity on $\bigcup_{k=1}^{\infty} Z_{-k}$. If $\ell^{2}\left(Z_{0}-S\right)>0$ we then define $\tau$ to map $Z_{-k}$ onto $Z_{-k+1}, k \geq 2$, and to map $Z_{-1}$ onto $Z_{0}-S$. Hence $\tau: Z \rightarrow Z$ is defined and it is clear that we can make $\tau$ invertible and measurable and non-singular in both directions.

Let $\tau$ transport the measure $\nu$ to $\sigma$, defined as $\sigma(G)=\nu\left(\tau^{-1} G\right), G \in \mathscr{G}$. Let $\rho=d \sigma / d \nu$ and define $Q: B \rightarrow B$ as $(Q f)(x, y)=(\rho(x, y))^{1 / p} f\left(\tau^{-1}(x, y)\right),(x, y) \in$ $Z, f \in B$. It is then well known (and very easy to verify) that $Q$ is a positive invertible isometry of $B$.

The definition of $D: L \rightarrow B$ is simple. If $\chi_{E_{i}}$ is the characteristic function of $E_{i}=I_{i} \times J_{i}$ and $r=\left(r_{i}\right) \in L$ then $D r=\sum_{i=1}^{n} r_{i} \chi_{E_{i}}$. Finally, $P: B \rightarrow B$ is defined as $P f=E\left(\chi_{z_{0}} f\right)$ where $E$ is the conditional expectation operator with respect to
the partition $\left\{E_{1}, \ldots, E_{n}\right\}$ of $Z_{0}$. More explicitly, $P f=\sum_{i=1}^{n} \chi_{E_{i}} 1 / m_{i} \int_{E_{i}} f d \nu$. A routine generalization of the arguments given in (2.10), (2.12), (2.13) of [1] shows that $D T^{n}=P Q^{n} D$ for all $n=0,1, \ldots$ As already mentioned, this will be left to the reader.
3. Ultraproducts of Banach Spaces. Let $A$ be a directed set and let $\zeta$ be the class of all bounded real valued functions $z: A \rightarrow$. These functions are called bounded nets and also identified by the collection of their values as $z=\left\{z_{\alpha}\right\}$ or as $\left\{z_{\alpha}\right\}_{\alpha \in A}$. Note that $\zeta$ is an algebra of functions with the usual pointwise definitions of linear operations and multiplication. We also let lim $\inf _{\alpha} z_{\alpha}=$ $\sup _{\alpha_{1} \in A}\left[\inf _{\alpha_{2} \geq \alpha_{1}} z_{\alpha_{2}}\right]$ and $\lim \sup _{\alpha} z_{\alpha}=-\lim \inf _{\alpha}\left(-z_{\alpha}\right)$. Finally note that if $u: \mathbb{R} \rightarrow \mathbb{R}$ is continuous and if $z \in \zeta$ then $(u \circ z)_{\alpha}=u\left(z_{\alpha}\right)$ defines a bounded net.
(3.1) Lemma. There exists a homomorphism (i.e. a linear and multiplicative function) LIM: $\zeta \rightarrow \mathbb{R}$ so that if $z \in \zeta$ then $\lim \inf _{\alpha} Z_{\alpha} \leq \operatorname{LIM} z \leq \lim \sup _{\alpha} z_{\alpha}$ and if $u: \mathbb{R} \rightarrow \mathbb{R}$ is continuous then $\operatorname{LIM}\left(u^{\circ} z\right)=u(\operatorname{LIM} z)$.

Proof. Consider $A$ as a topological space with its discrete topology (i.e. each subset of $A$ is open). Then $A$ is a locally compact Hausdorff space. Let $A^{*}$ be the Stone-Cech compactification of $A$. Then, by definition, $A^{*}$ is a compact Hausdorff space and $\boldsymbol{A}$ is imbedded homeomorphically as a dense open subset of $A^{*}$ so that any bounded (automatically continuous) function $z: A \rightarrow \mathbb{R}$ has a (necessarily unique) extension to a continuous function $z^{*}: A^{*} \rightarrow \mathbb{R}$. For each $\alpha \in A$, let $C_{\alpha}$ be the closure of $\{\beta \mid \beta \in A, \beta \geq \alpha\}$ in $A^{*}$. Since $A$ is a directed set, the family $\left\{C_{\alpha}\right\}_{\alpha \in A}$ has the finite intersection property. Therefore $\bigcap_{\alpha \in A} C_{\alpha}$ contains a point $\alpha^{*}$. We then let LIM $z=z^{*}\left(\alpha^{*}\right)$. It is easy to see that this satisfies the requirements of the lemma.

A function as obtained in this lemma will be called a limit functional. For the rest of this paper we are going to choose and fix a limit functional. We denote its value also as $\operatorname{LIM}_{\alpha} z_{\alpha}$. If $\left\{z_{\alpha}\right\}$ is a convergent net then $\operatorname{LIM}_{\alpha} z_{\alpha}=\lim _{\alpha} z_{\alpha}$. Note that if $z, z^{\prime} \in \zeta$ for which there is an $\alpha_{0}$ so that $z_{\alpha}=z_{\alpha}^{\prime}$ for all $\alpha \geq \alpha_{0}$, then $\operatorname{LIM}_{\alpha} z_{\alpha}=\operatorname{LIM}_{\alpha} z_{\alpha}^{\prime}$.

After these preliminaries we define the ultraproducts of Banach Spaces as follows. Let $A$ be a directed set and let $W_{\alpha}$ be a Banach space for each $\alpha \in A$. From this collection $\left\{W_{\alpha}\right\}$ of Banach Spaces we will define a new Banach Space $W$ which will be called the ultraproduct of $W_{\alpha}$ 's. Points in $W$ are collections of the form $w=\left\{w_{\alpha}\right\}$, indexed by $\alpha \in A$, so that $w_{\alpha} \in W_{\alpha}$ for each $\alpha \in A$ and so that $\left\{\left\|w_{\alpha}\right\|\right\}$ is a bounded net. Linear combinations in $W$ are defined as $a v+b w=\left\{a v_{\alpha}+b w_{\alpha}\right\}$ and the norm as $\|w\|=\operatorname{LIM}_{\alpha}\left\|w_{\alpha}\right\|$. Here, $v, w \in W$ and $a, b \in \mathbb{R}$. It is clear that this is only a pseudonorm, since $\|w\|=0$ does not imply that $w=0$, i.e. that $w_{\alpha}=0$ for all $\alpha \in A$. We define an equivalence relation in $W$ as $w \sim w^{\prime}$ if and only if $\left\|w-w^{\prime}\right\|=0$. To obtain a norm, $W$ must be replaced,
as usual, by the set of equivalence classes. It will be more convenient, however, to work directly with the elements of $W$ and distinguish between the equalities and equivalences in $B$.

## (3.2) Theorem. W is a Banach Space.

Proof. It is clear that $W$ is a (pseudo) normed vector space. As it is well known, the completeness is equivalent to Lemma 3.4 below. Before then we note a technical fact.
(3.3) Lemma. For each $w \in W$ there exists $a v \in V$ so that $v \sim w$ and so that $\left\|v_{\alpha}\right\| \leq\|w\|(=\|v\|)$ for all $\alpha \in A$.

Proof. If $\|w\|=0$ then let $v_{\alpha}=0$. If $\|w\|>0$, then define $\lambda_{\alpha}=\left(\|w\| /\|w\| \vee\left\|w_{\alpha}\right\|\right)$ and let $v_{\alpha}=\lambda_{\alpha} w_{\alpha}$ Then $\left\|v_{\alpha}\right\| \leq\|w\|$ and also $v \sim w$, since $\operatorname{LIM}_{\alpha} \lambda_{\alpha}=1$ and, consequently $\|v-w\|=\operatorname{LIM}_{\alpha}\left|1-\lambda_{\alpha}\right|\left\|w_{\alpha}\right\|=0$.
(3.4) Lemma. Let $\left\{w^{n}\right\}_{n=1}^{\infty}$ be a sequence in $W$ so that $\sum_{n=1}^{\infty}\left\|w^{n}\right\|<\infty$. Then there is a $w \in W$ so that $\sum_{n=1}^{\infty} w^{n}=w$ in $W$, i.e. that $\lim _{n}\left\|\sum_{i=1}^{n} w^{i}-w\right\|=0$.

Proof. For each $n$ find a $v^{n} \sim w^{n}$ so that $\left\|v_{\alpha}^{n}\right\| \leq\left\|w^{n}\right\|$, by the previous lemma. Hence $\sum_{n=1}^{\infty}\left\|v_{\alpha}^{n}\right\|<\infty$ for each $\alpha \in A$ and since $W_{\alpha}$ is a Banach space and there is a $w_{\alpha}$ so that $\sum_{n=1}^{\infty} v_{\alpha}^{n}=w_{\alpha}$ in $W_{\alpha}$. Then $\left\{w_{\alpha}\right\} \in W$, since $\left\|w_{\alpha}\right\| \leq$ $\sum_{n=1}^{\infty}\left\|v_{\alpha}^{n}\right\| \leq \sum_{n=1}^{\infty}\left\|w^{n}\right\|$ for all $\alpha \in A$. Also, $\left\|\sum_{i=1}^{n} w^{i}-w\right\|=\left\|\sum_{i=1}^{n} v^{i}-w\right\|=$ $\operatorname{LIM}_{\alpha}\left\|\sum_{i=1}^{n} v_{\alpha}^{i}-w_{\alpha}\right\| \leq \operatorname{LIM}_{\alpha} \sum_{i=n+1}^{\infty}\left\|v_{\alpha}^{i}\right\| \leq \operatorname{LIM}_{\alpha} \sum_{i=n+1}^{\infty}\left\|w^{i}\right\|=\sum_{i=n+1}^{\infty}\left\|w^{i}\right\|$ converges to zero as $n \rightarrow \infty$.

Now we will observe that if each $W_{\alpha}$ is an $L_{p}$ space then $W$ is isomorphic to an $L_{p}$ Space. In fact, introduce a partial order into $W$ as $v \leq w$ being equivalent to $v_{\alpha} \leq w_{\alpha}$ for each $\alpha \in A$. The corresponding maximum and minimum operations are $v \vee w=\left\{v_{\alpha} \vee w_{\alpha}\right\}, v \wedge w=\left\{v_{\alpha} \wedge w_{\alpha}\right\}$, respectively, and the positive cone of $W$ is $w^{+}=\{w \mid w \in W, w \geq 0\}$. The following lemma shows that these operations can be defined on the equivalence classes of $W$ and that they are continuous with respect to the norm topology. Hence it is easily seen that $W$ becomes a Banach Lattice with these definitions.
(3.5) Lemma. If $v \sim v^{\prime}$ and $w \sim w^{\prime}$ then $v \vee w \sim v^{\prime} \vee w^{\prime}$ and $v \wedge w \sim v^{\prime} \wedge w^{\prime}$. If $v^{n}$ and $w^{n}$ converge respectively to $v$ and $w$ in $W$ then $v^{n} \vee w^{n}$ and $v^{n} \wedge w^{n}$ converge, respectively, to $v \vee w$ and $v \wedge w$ in $W$.

Proof. We prove only the statements for the maximum operation. They will obviously follow from

$$
\left\|v \vee w-v^{\prime} v w^{\prime}\right\| \leq\left\|v-v^{\prime}\right\|+\left\|w-w^{\prime}\right\|
$$

which is obtained from

$$
\left|v_{\alpha} \vee w_{\alpha}-v_{\alpha}^{\prime} \vee w_{\alpha}^{\prime}\right| \leq\left|v_{\alpha}-v_{\alpha}^{\prime}\right|+\left|w_{\alpha}-w_{\alpha}^{\prime}\right|,
$$

first using the Minkowski's inequality and then applying the limit functional.
(3.6) Lemma: If $v, w \in W^{+}$and if $v \wedge w=0$ then $\|v+w\|^{p}=\|v\|^{p}+\|w\|^{p}$.

Proof. Integrate

$$
\left|v_{\alpha}\right|^{p}+\left|w_{\alpha}\right|^{p} \leq\left|v_{\alpha}+w_{\alpha}\right|^{p} \leq\left|v_{\alpha}+\left(v_{\alpha} \wedge w_{\alpha}\right)\right|^{p}+\left|w_{\alpha}+\left(v_{\alpha} \wedge w_{\alpha}\right)\right|^{p}
$$

to get the corresponding inequalities in the norm of $W_{\alpha}$ and apply the limit functional to get

$$
\|v\|^{p}+\|w\|^{p} \leq\|v+w\|^{p} \leq\|v+v \wedge w\|^{p}+\|w+v \wedge w\|^{p}=\|v\|^{p}+\|w\|^{p} .
$$

A generalization of a Theorem of Kakutani (see, e.g. p. 112 of [8]) shows that a Banach Lattice with the property stated in Lemma 3.6 is order isomorphic to an $L_{p}$ Space. Hence if each $W_{\alpha}$ is an $L_{p}$ Space then there exists another $L_{p}$ Space $B$ so that $W$ can be identified with $B$ by means of a positive isometric isomorphism $\Psi: W \rightarrow B$.
4. The main proof in the general case. Let $L$ be the $L_{p}$ Space associated with an arbitrary measure space $(X, \mathscr{F}, \mu)$. By a semi-partition of $X$ we mean a finite disjoint collection of measurable sets with finite measures. Let $A$ be the set of all semi-partitions of $X$. Introduce a partial order into $A$ as $\alpha \leq \alpha^{\prime}$ meaning that each set in $\alpha$ is a union of some sets in $\alpha^{\prime}$. Then it is clear that $A$ becomes a directed set. For each $\alpha \in A$ let $E_{\alpha}: L \rightarrow L$ be the conditional expectation operator with respect to the semi-partition $\alpha$, mapping functions to their average values on the sets of $\alpha$ and to zero outside of these sets. Note that for each fixed $f \in L$ the net $\left\{E_{\alpha} f\right\}$ converges to $f$ in the sense that $\lim _{\alpha}\left\|f-E_{\alpha} f\right\|=0$. Finally let $L_{\alpha}=E_{\alpha} L$ be the range of $E_{\alpha}$, which is a finite dimensional $L_{p}$ Space.

Now let $T: L \rightarrow L$ be a positive contraction. We define $T_{\alpha}: L \rightarrow L_{\alpha}$ as $T_{\alpha}=E_{\alpha} T E_{\alpha}$. A simple argument shows that $\lim _{\alpha}\left\|T_{\alpha}^{n} f-T^{n} f\right\|=0$ for each $f \in L$, and for integer $n=1,2, \ldots$ The operator $T_{\alpha}$ can also be considered as acting on $L_{\alpha}$. Hence we have a positive contraction $T_{\alpha}: L_{\alpha} \rightarrow L_{\alpha}$ of a finite dimensional $L_{p}$ Space. Therefore the dilation theorem for finite dimensional spaces shows that for each $\alpha \in A$ there exists an $L_{p}$ Space $W_{\alpha}$, a positive invertible isometry $Q_{\alpha}: W_{\alpha} \rightarrow W_{\alpha}$ a positive projection $P_{\alpha}: W_{\alpha} \rightarrow W_{\alpha}$ and a positive isometry $D_{\alpha}: L_{\alpha} \rightarrow W_{\alpha}$ so that $D_{\alpha} T_{\alpha}^{n}=P_{\alpha} Q_{\alpha}^{n} D_{\alpha}$ for each $n=0,1,2, \ldots$ We then construct the ultraproduct $W$ of $W_{\alpha} \mathrm{s}$ and define $Q: W \rightarrow W, P: W \rightarrow W$ and $D: L \rightarrow W$ as $Q\left\{w_{\alpha}\right\}=\left\{Q_{\alpha} w_{\alpha}\right\}, P\left\{w_{\alpha}\right\}=\left\{P_{\alpha} w_{\alpha}\right\}$ and $D f=\left\{D_{\alpha} E_{\alpha} f\right\}$, where $w=\left\{w_{\alpha}\right\} \in W$ and $f \in L$. Now to see that $P Q^{n} D=D T^{n}$, we apply both sides to a function $f \in L$ :

$$
P Q^{n} D f=\left\{P_{\alpha} Q_{\alpha}^{n} D_{\alpha} E_{\alpha} f\right\}, \quad D T^{n} f=\left\{D_{\alpha} E_{\alpha} T^{n} f\right\}
$$

and note that $P_{\alpha} Q_{\alpha}^{n} D_{\alpha} E_{\alpha} f=D_{\alpha} T_{\alpha}^{n} E_{\alpha} f=D_{\alpha} T_{\alpha}^{n} f \quad$ and also that $\left\|D_{\alpha} T_{\alpha}^{n} f-D_{\alpha} E_{\alpha} T^{n} f\right\|=\left\|T_{\alpha}^{n} f-E T^{n} f\right\|$ since $D_{\alpha}$ is an isometry. But $\lim _{\alpha} \| T_{\alpha}^{n} f-$ $E_{\alpha} T^{n} f \|=0$, which shows that $\left\{D_{\alpha} T_{\alpha}^{n} f\right\} \sim\left\{D_{\alpha} E_{\alpha} T^{n} f\right\}$ or that $P Q^{n} D f \sim D T^{n} f$. Hence $P Q^{n} D=D T^{n}$.

It is now clear that, in the partial ordering of $W$ given in the previous section, $Q: W \rightarrow W$ is a positive invertible isometry, $D: L \rightarrow W$ is a positive isometry, and $P: W \rightarrow W$ is a positive projection. Although $W$ is obtained as a general Banach Lattice, the theorem of Kakutani mentioned at the end of the previous section shows that there is an $L_{p}$ Space $B$ and a positive isometric isomorphism $\Psi: W \rightarrow B$. This $\Psi$ can be used to transport $Q, D, P$ to similar operators $Q^{\prime}, D^{\prime}, P^{\prime}$ related to $B$ as $Q^{\prime}=\Psi Q \Psi^{-1}: B \rightarrow B, D^{\prime}=\Psi D: L \rightarrow B$, $P^{\prime}=\Psi P \Psi^{-1}: B \rightarrow B$. Then it is clear that all the requirements of Theorem (1.1) are satisfied.

Finally, we will mention the following point. If $L$ and $B$ are two $L_{p}$ spaces and if $D: L \rightarrow B$ is a positive isometry then $D L$ can be characterized as follows. If $B=L_{p}(Z, \mathscr{G}, \nu)$, then there exists a sub $\sigma$-algebra $\mathscr{G}_{0} \subset \mathscr{G}$ and a set $Z_{0} \in \mathscr{G}_{0}$ so that $D L=L_{p}\left(Z_{0}, Z_{0} \cap \mathscr{G}_{0}, \nu_{0}\right)$, where $\nu_{0}$ is the restriction of $\nu$ to $Z_{0} \cap \mathscr{G}_{0}$. Hence there is a natural positive projection $\Pi: B \rightarrow B$ so that $\Pi B=$ $D L$. This is defined as $\Pi f=E\left(\chi_{z_{0}} f\right), f \in B$, where $E$ is the conditional expectation with respect to $\mathscr{G}_{0}$. Although in Theorem (1.1) we have this positive isometry $D: L \rightarrow B$, the positive projection $P: B \rightarrow B$ (we omit the primes from $D$ and $P$ to simplify the notation) obtained in the above proof is not the natural projection $\Pi$. A more careful analysis of the representation of $W$ as an $L_{p}$ Space shows that $\Pi Q^{n} D=P Q^{n} D$, i.e. that $\Pi$ can also be used as the positive projection required in Theorem (1.1). We will, however, omit this.
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