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Advective dispersion of solutes in long thin axisymmetric channels is important to the
analysis and design of a wide range of devices, including chemical separation systems and
microfluidic chips. Despite extensive analysis of Taylor dispersion in various scenarios,
most studies focus on long-term dispersion behaviour and cannot capture the transient
evolution of the solute zone across the spatial variations in the channel. In the current
study, we analyse the Taylor–Aris dispersion for arbitrarily shaped axisymmetric channels.
We derive an expression for solute dynamics in terms of two coupled ordinary differential
equations, which allow prediction of the time evolution of the mean location and axial
(standard deviation) width of the solute zone as a function of the channel geometry.
We compare and benchmark our predictions with Brownian dynamics simulations for a
variety of cases, including linearly expanding/converging channels and periodic channels.
We also present an analytical description of the physical regimes of transient positive
versus negative axial growth of solute width. Finally, to further demonstrate the utility of
the analysis, we demonstrate a method to engineer channel geometries to achieve desired
solute width distributions over space and time. We apply the latter analysis to generate
a geometry that results in a constant axial width and a second geometry that results in a
sinusoidal axial variance in space.

Key words: dispersion, coupled diffusion and flow

1. Introduction

Advective dispersion of solutes in long thin tubes is important to the design and
optimization of a wide range of devices, from chemical processing and separations
systems, to microfluidic chips (Brenner & Edwards 1993). G.I. Taylor (1953) first
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reported a closed-form solution for the long-term dispersive behaviour of a solute in a
circular cylindrical tube driven by a fully developed Poiseuille flow. His original solution
considered a regime where axial molecular diffusion (molecular diffusion in the axial
direction) is negligible compared to the dispersion effect, but radial molecular diffusion
continues to play a role because of the radial concentration gradient from the convection.
In terms of inequalities, this original analysis is applicable for L/a � Pea � 6.9, where
L is the characteristic channel length, a is the radius of the tube, and Pea is a Péclet
number based on a. Aris (1956) later included the effects of axial molecular diffusion of
the solute and introduced the method of moments, which enabled treatment of all stages of
the dispersive process in long thin channels with fairly arbitrary cross-sections. Dispersion
analyses, including molecular diffusion and dynamic regimes where radial diffusion times
are much shorter than advection times, are typically termed Taylor–Aris analyses. Since
these seminal papers, there has been much work analysing the dispersion behaviour in
various systems. Brenner & Edwards (1993) includes a broad range example analyses,
including dispersion of flows through porous media and effects of chemical reactions and
surface adsorption.

A significant emphasis has been placed on the dispersion problem in spatially-periodic
channel geometries. The seminal work of H. Brenner (1980) (which is later referred as
Brenner–Aris theory, or the macrotransport paradigm) provided a generalized framework
to predict the long-term dispersion behaviour of point-size particles in any spatially
periodic channels or porous media. This approach solves an elliptical partial differential
equation of a cell field B (commonly referred as the B field) defined on a periodic unit cell,
and uses this to compute a long-term dispersion tensor. Hoagland & Prud’Homme (1985)
applied Brenner–Aris theory to the dispersion in a long thin, axisymmetric channel with
a sinusoidal variation of radius along the streamwise direction. They presented numerical
solutions of the method of moments for arbitrary wavelengths, and they also derived an
analytical expression for the long-term dispersion of solute in the limit of long wavelength,
which compared well with their numerical model. Bolster, Dentz & Le Borgne (2009)
performed an analysis similar to that of Hoagland & Prud’Homme (1985) in axisymmetric
channel with a sinusoidal variation of radius, and extended the results by comparing
the predictions with Brownian dynamics simulations. Dorfman and his coworkers also
used Brenner’s method but for the advective component considered electrophoretic and
electro-osmotic flows with finite double layers (Yariv & Dorfman 2007; Dorfman 2008,
2009). Later, Adrover, Venditti & Giona (2019) considered dispersion of both point and
finite-sized particles in a long thin sinusoidal channel. For point particles, they obtained
various asymptotic expressions for the effective long-term dispersion coefficient in the
limits of large and small Pea.

Methods other than Brenner’s theory were also proposed to analyse the dispersion
in periodic channels. For example, Rosencrans (1997) followed the centre manifold
theory of Mercer & Roberts (1990) and derived the dispersion coefficient for periodic
curved channels. They hypothesized that their analysis extended to strong variations
in geometry but did not support this with numerical analyses. In a series of papers,
Martens and his coworkers explored the dispersion process in periodic channels from the
(Lagrangian) perspectives of individual particles and formulated dispersion theory based
on the Fick–Jacobs equation (Martens et al. 2011, 2013a,b, 2014).

Several studies also addressed the dispersion problem in spatially non-periodic systems.
Early work from Saffman (1959) analysed the long-term longitudinal dispersion in the
direction of mean flow in a random porous media where the flow satisfies Darcy’s
law. Gill, Ananthakrishnan & Nunge (1968) analysed analytically and numerically the
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Taylor dispersion in arbitrary axisymmetric channels

dispersion in a velocity entrance region where the flow field is not fully developed.
Gill & Güceri (1971) later investigated numerically the dispersion in diverging channels
over a wide range of angles of divergence and Péclet number. Smith (1983) described
the longitudinal dispersion in a varying channel in terms of the memory effect of the
dispersion coefficient, and also investigated the changes in dispersion coefficients in
several profiles that are pertinent to geophysics, such as sudden changes in breadth,
centrifugally driven secondary flow associated with the curvature in the flow path, and
changes in the depth profile. Mercer & Roberts (1990) used centre manifold theory
to derive the spatially dependent dispersion coefficient in channels with varying flow
properties. Although they claimed that their approach may be applicable to time-dependent
flow and variable diffusivity, the dispersion coefficient alone can be misleading in
predicting actual dispersion behaviour. Horner, Arce & Locke (1995) studied the Taylor
dispersion in an axisymmetric system with two linear profiles of radius changes, which was
intended to approximate the convergent and divergent sections of stenosis sites in arteries.
Bryden & Brenner (1996) analysed the Taylor–Aris dispersion in a diverging conical
channel and a flared, axisymmetric Venturi tube geometry. They used multiple time scale
analysis to obtain an asymptotic expression for the effective dispersion coefficient, and
derived a partial differential equation (PDE) for a conditional probability density function
describing the solute. However, the latter work neither provided a solution for this PDE nor
analysed the long-term dispersion and growth of a solute zone. Stone & Brenner (1999)
also investigated the dispersion in a different spatially non-periodic system. This work
considered dispersion in a radially expanding flow between large parallel plates. That flow
results in a mean velocity that varies in the streamwise direction and therefore exhibits a
location-dependent dispersion coefficient.

Note that all the aforementioned literature considers the spatial dispersion problem,
as the dispersion process is quantified by the spatial moments of the averaged solute
distribution. An alternative framework of temporal dispersion problem, proposed by
Danckwerts (1953), quantifies the dispersion process in terms of its temporal moments.
This formulation is particularly useful when the solute is monitored at a given distance
from the inlet, and can also be useful in analysing and benchmarking results from
numerical models (Rodrigues 2021). Although the formulations are different, the spatial
moments and temporal moments of the dispersion process have been shown to be
interrelated (Vikhansky & Ginzburg 2014; Ginzburg & Vikhansky 2018).

To our knowledge, all previous analyses focused on the long-term dispersion behaviour
and were not able to provide a simple prediction of both the short-term and long-term
spatial evolution of solute. We also know of no analytical work towards Taylor–Aris
dispersion in an arbitrarily shaped axisymmetric channel. Such analyses have significant
potential to influence the design and analyses of a wide range of systems, including
microfluidic devices. In the current study, we analyse the Taylor–Aris dispersion in an
arbitrarily shaped axisymmetric channel with a slowly varying radius. We derive an
expression for solute dynamics in terms of two coupled ordinary differential equations
(ODEs). These two ODEs enable prediction of the time evolution of the solute zone based
on channel geometry and the assumed lubrication flow. We compare and benchmark our
predictions with Brownian dynamics analysis. We further develop a formulation useful
in inverse problems where channels are designed to achieve desired spatial distribution
of solute variance. We demonstrate this for the design of two channel geometries of
specialized function. The first geometry results in a constant axial variance, and the second
results in a sinusoidal axial variance in space.
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2. Theory

2.1. Taylor–Aris dispersion in arbitrarily shaped cylinders
We analyse Taylor–Aris dispersion for flow in an axisymmetric channel with a slowly
varying, arbitrary radius a = a(x) (figure 1). We define variables for the first and second
derivatives as β(x) = da/dx and γ (x) = d2a/dx2. Given the azimuthal symmetry, the
concentration c(x, r, t) of a solute evolves according to the following convection–diffusion
equation in cylindrical coordinates:

∂c
∂t

+ ur
∂c
∂r

+ ux
∂c
∂x

= D
(

1
r

∂

∂r

(
r

∂c
∂r

)
+ ∂2c

∂x2

)
. (2.1)

For the velocity field, the Navier–Stokes equation is solved with the assumptions typical of
lubrication theory. That is, we consider a slowly varying radius with a characteristic radius
much smaller than the axial distance of interest (Langlois & Deville 1964, pp. 229–240).
Hence we write the velocity field as

ux(x, r) = 2U(x)
(

1 − r2

a(x)2

)
+ O(U0 Re ε2, U0ε

2),

ur(x, r) = 2β(x) U(x)
(

r
a(x)

− r3

a(x)3

)
+ O(U0 Re ε3, U0ε

3),

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (2.2)

where Re is the Reynolds number, and ε is our primary smallness parameter defined as the
ratio between the characteristics radius a0 (i.e. the radius at x = 0) and the characteristic
axial length scale of radius variation λ (table 1). The second terms on the right-hand side
indicate the order of magnitude of the truncation error associated with this asymptotic
approximation. Here, U0 is the characteristic mean axial velocity defined as the mean
axial velocity at x = 0. We also assume that the characteristic width of the solute zone σ

is much smaller than the characteristic wavelength of radius variation, or σ/λ� 1. For
the Taylor–Aris analysis, we follow the notation of Stone & Brenner (1999) and expand
each variable into cross-sectional averages of the form 〈(·)〉 ≡ (1/π a(x)2)

∫ a(x)
0 2πr(·) dr

and deviations therefrom defined as (·)′ ≡ (·) − 〈(·)〉. Whence the area-averaged velocity
components are

〈ux〉 = U(x), 〈ur〉 = 8
15

β(x) U(x), (2.3a,b)

u′
x = U(x)

(
1 − 2r2

a(x)2

)
, u′

r = 2β(x) U(x)
(

r
a(x)

− r3

a(x)3 − 4
15

)
. (2.4a,b)

We then expand the convective–diffusion equation as

∂〈c〉
∂t

+ ∂c′

∂t
+ 〈ur〉 ∂c′

∂r
+ u′

r
∂c′

∂r
+ U(x)

∂〈c〉
∂x

+ U(x)
∂c′

∂x
+ u′

x
∂〈c〉
∂x

+ u′
x
∂c′

∂x

= D
(

1
r

∂

∂r

(
r

∂c′

∂r

)
+ ∂2〈c〉

∂x2 + ∂2c′

∂x2

)
. (2.5)
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Taylor dispersion in arbitrary axisymmetric channels

The area average of the latter equation is then

∂〈c〉
∂t

+ 〈ur〉
〈
∂c′

∂r

〉
+
〈
u′

r
∂c′

∂r

〉
+ U(x)

∂〈c〉
∂x

+ U(x)
〈
∂c′

∂x

〉
+
〈
u′

x
∂c′

∂x

〉
= D

(〈
1
r

∂

∂r

(
r

∂c′

∂r

)〉
+ ∂2〈c〉

∂x2 +
〈
∂2c′

∂x2

〉)
. (2.6)

We simplify four of the terms in (2.6) using Leibniz’s rule, integration by parts and the
chain rule, as follows:

〈
∂c′

∂r

〉
= 1

a(x)2

∫ a(x)

0
2r

∂c′

∂r
dr = 2

a(x)2

∫ a(x)

0

(
∂

∂r
(rc′) − c′

)
dr

= 2
a(x)2

(
a c′∣∣

r=a −
∫ a

0
c′ dr

)
, (2.7)〈

∂c′

∂x

〉
= 1

a(x)2

∫ a(x)

0
2r

∂c′

∂x
dr = 2

a(x)2

∫ a(x)

0

∂(rc′)
∂x

dr

= 2
a(x)2

[
d
dx

∫ a(x)

0
rc′ dr − a c′∣∣

r=a β(x)

]
= −2 c′∣∣

r=a β(x)

a(x)
, (2.8)

〈
1
r

∂

∂r

(
r

∂c′

∂r

)〉
= 2

a(x)2

∫ a(x)

0
r

1
r

∂

∂r

(
r

∂c′

∂r

)
dr = 2

a(x)2

(
a

∂c′

∂r

∣∣∣∣
r=a

− 0
)

= 2
a

∂c′

∂r

∣∣∣∣
r=a

, (2.9)〈
∂2c′

∂x2

〉
= 2

a(x)2

∫ a(x)

0
r

∂2c′

∂x2 dr = 2
a(x)2

∫ a(x)

0

∂2(rc′)
∂x2 dr

= 2
a2

[
d
dx

∫ a(x)

0

∂(rc′)
∂x

dr − β(x)
∂
(
a c′∣∣

r=a

)
∂x

]

= 2
a2

[
d
dx

(
d
dx

∫ a(x)

0
rc′ dr − β(x) a c′∣∣

r=a

)
− β(x)

∂
(
a c′∣∣

r=a

)
∂x

]

= −2γ c′∣∣
r=a

a
− 4β

a2
∂

∂x

(
a c′∣∣

r=a

)
. (2.10)

Inserting these terms into (2.6), we have

∂〈c〉
∂t

+ 2〈ur〉
a2

(
a c′∣∣

r=a −
∫ a

0
c′ dr

)
+
〈
u′

r
∂c′

∂r

〉
+ U(x)

∂〈c〉
∂x

− 2U(x) c′∣∣
r=a β(x)

a(x)
+
〈
u′

x
∂c′

∂x

〉
= 2D

a
∂c′

∂r

∣∣∣∣
r=a

+ D
∂2〈c〉
∂x2 − 4βD

a2
∂

∂x

(
a c′∣∣

r=a

)− 2γ D c′∣∣
r=a

a
. (2.11)
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Subtracting (2.11) from (2.5) yields the following equation for the deviation of
concentration:

∂c′

∂t
+ 〈ur〉 ∂c′

∂r
− 2〈ur〉

a2

(
a c′∣∣

r=a −
∫ a

0
c′ dr

)
+ u′

r
∂c′

∂r
−
〈
u′

r
∂c′

∂r

〉
+ U(x)

∂c′

∂x
+ 2U(x) c′∣∣

r=a β(x)

a(x)
+ u′

x
∂〈c〉
∂x

+ u′
x
∂c′

∂x
−
〈
u′

x
∂c′

∂x

〉
= D

1
r

∂

∂r

(
r

∂c′

∂r

)
− 2D

a
∂c′

∂r

∣∣∣∣
r=a

+ D
∂2c′

∂x2 + 4βD
a2

∂

∂x

(
a c′∣∣

r=a

)+ 2γ D c′∣∣
r=a

a
.

(2.12)

To determine the dominant terms on the left- and right-hand sides of the equation, we
perform a scaling analysis with the following scales: 〈c〉 = c0〈c∗〉, c′ = c′

0c′∗, x = σx∗,
r = a0r∗, η = a0/σ , t = tobst∗ = (σ/U0)t∗, u′

x = U0u′∗
x and ur = εU0u∗

r . We define tobs
as the characteristic time over which the solute is observed. This observation time scale
is analogous to the advective time scale of traditional Taylor–Aris theory. Here, c0 and
c′

0 are the characteristic scales of the area-averaged solute concentration and its deviation,
respectively. As summarized in table 1, our scaling assumes four smallness parameters:
ε = a0/λ� 1, η = a0/σ � 1, σ/λ� 1 and c′

0/c0 � 1. We summarize the order of
magnitude of each term in (2.12) in table 2.

Consistent with a Taylor–Aris dispersion regime, keeping the dominant advective
dispersion term and the dominant radial diffusion term results in an approximate balance
as

u′
x
∂〈c〉
∂x

= D
1
r

∂

∂r

(
r

∂c′

∂r

)
− 2D

a
∂c′

∂r

∣∣∣∣
r=a

. (2.13)

Next, we consider the boundary condition on the inner wall of the channel. We impose a
no-flux boundary condition at each axial location along the wall, ∇c · n̂ = 0. This requires

−∂c
∂r

∣∣∣∣
r=a

+ β
∂c
∂x

∣∣∣∣
r=a

= − ∂c′

∂r

∣∣∣∣
r=a

+ β
∂〈c〉
∂x

+ β
∂c′

∂x

∣∣∣∣
r=a

= 0. (2.14)

Substituting the boundary condition into (2.13) and keeping only terms of the same order
as the dominant terms in table 2, we have

D
1
r

∂

∂r

(
r

∂c′

∂r

)
≈ u′

x
∂〈c〉
∂x

+ 2Dβ

a
∂〈c〉
∂x

. (2.15)

We next directly integrate (2.15) as

r
∂c′

∂r
= ∂〈c〉

∂x
U(x)

D

(
r2

2
− r4

2a2

)
+ βr2

a
∂〈c〉
∂x

+ c1(x, t). (2.16)

Here, the function c1(x, t) results from the partial integration with respect to r.
Evaluating this expression at r = 0, we see r ∂c′/∂r

∣∣
r=0 = c1 = 0, whence c1(x, t) = 0.
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Key parameters used for scaling analysis
a0: radius of the channel at x = 0, taken as the characteristic radius.
U0: cross-sectional averaged axial velocity at x = 0, taken as the characteristic axial velocity.
λ: characteristic wavelength of spatial variation of the channel. O(β) ∼ O(a0/λ). O(γ ) ∼ O(a0/λ

2).
σ : characteristic axial dimension of the solute zone.
c0: characteristic magnitude of the cross-sectional average concentration of solute.
c′

0: characteristic magnitude of deviation concentration of solute.
Re: characteristic Reynolds number.
Pea: local Péclet number defined as Ua/D. Its value at x = 0 is Pea0 .

Four smallness parameters
(1) ε = a0/λ� 1: slowly varying channel, or long-wavelength assumptions.
(2) η = a0/σ � 1.
(3) c′

0/c0 � 1: small deviation in concentration from cross-sectional average.
(4) σ/λ� 1: solute zone does not spread across multiple spatial variation.

Additional assumptions and asymptotics needed to obtain (2.20)
(1) Lubrication flow: ε2 Re � 1.
(2) tobs ∼ σ/U0.
(3) Taylor ansatz: on the left-hand side of (2.12), keep only terms of order O(U0c0/σ).
(4) Taylor ansatz: on the right-hand side of (2.12): keep only terms of order O(Dc′

0/a2
0).

(5) In (2.19), keep only terms of the order of
U0c0

σ
O(η Pea0 ) and

Dc0

σ 2 O
(σ

λ

)
. The associated error

magnitude is
U0c0

σ
O(ηε) and

Dc0

σ 2 O(ε2).

Additional assumptions and asymptotics needed to derive (2.27) and (2.30) from (2.20)
(1) Taylor expansion: functions a−2, β/a, x/a2, (x − x̄)β/a can be described by Taylor series at x = x̄.

(2) For (2.27), keep terms of order O(U0, D/λ). The associated error magnitude is O
(

U0

(σ

λ

)2
)

and

O
(

D
λ

(σ

λ

)2
)

.

(3) For (2.30), keep terms of order D O
(

1, Pe2
a0

, Pea0

σ 2

a0λ

)
. The associated error magnitude is

D O
((σ

λ

)2
, Pe2

a0

(σ

λ

)2
, Pea0

σ 2

a0λ

σ

λ
Skewx

)
Assumption needed to derive (2.36) from (2.30)
d
dt

≈ dx̄
dt

d
dx

Table 1. Summary of assumptions made in this study.

Integrating the equation a second time, we obtain

c′ = ∂〈c〉
∂x

U(x)
D

(
r2

4
− r4

8a2

)
+ β

2a
r2 ∂〈c〉

∂x
+ c2(x, t). (2.17)

By the definition of the fluctuating quantity,
∫ a

0 rc′ dr = 0. We use this to solve for c2 and
obtain an expression for c′,

c′(x, r, t) = ∂〈c〉
∂x

U(x)
D

(
r2

4
− r4

8a2 − a2

12

)
+
(

βr2

2a
− 1

4
βa
)

∂〈c〉
∂x

, (2.18)

with error of order c0 × O(Pea0 (c′
0/c0)η, Pea0 Reε2η, Pea0 ε2η).
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Left-hand side
U0c0

σ
× O(1) u′

x
∂〈c〉
∂x

U0c0

σ
× O

(
c′

0
c0

)
∂c′

∂t
, U

∂c′

∂x
, u′

x
∂c′

∂x
,
〈
u′

x
∂c′

∂x

〉
U0c0

σ
× O

(
c′

0
c0

σ

λ

)
〈ur〉 ∂c′

∂r
,

2〈ur〉
a2

(
a c′∣∣

r=a −
∫ a

0
c′ dr

)
, u′

r
∂c′

∂r
,
〈
u′

r
∂c′

∂r

〉
,

2U c′∣∣
r=a β(x)

a(x)

Right-hand side
Dc′

0

a2
0

× O(1) D
1
r

∂

∂r

(
r

∂c′

∂r

)
,

2D
a

∂c′

∂r

∣∣∣∣
r=a

Dc′
0

a2
0

× O(η2) D
∂2c′

∂x2

Dc′
0

a2
0

× O(ηε)
4βD
a2

∂

∂x

(
a c′∣∣

r=a

)
Dc′

0

a2
0

× O(ε2)
2γ D c′∣∣

r=a
a

Table 2. Ranked summary of terms in (2.12).

We next differentiate (2.18) with respect to x, multiply by the known function u′
x, and

take an area integral to construct the term 〈u′
x(∂c′/∂x)〉. We perform similar procedures

for each term in (2.11), and we arrive at

∂〈c〉
∂t

+ U(x)
(

1 + β2

12

)
∂〈c〉
∂x

= −D
(

2β3

a
+ 3

2
βγ − 2β

a

)
∂〈c〉
∂x

+ D
(

1 − 1
12

U(x) aβ

D
+ U(x)2 a2

48D2 − β2
)

∂2〈c〉
∂x2 . (2.19)

We rank the terms in (2.19) and summarize them in table 3. The detailed derivation of
(2.19) is summarized in § A of the supplementary material available at https://doi.org/10.
1017/jfm.2023.504.

Keeping terms of the order of (Uc0/σ) O(η Pea0) and (Dc0/σ
2) O(σ/λ) yields the

following expression for the development of the area-averaged concentration:

∂〈c〉
∂t

+
(

U(x) − 2βD
a

)
∂〈c〉
∂x

= D
(

1 + U(x)2 a2

48D2

)
∂2〈c〉
∂x2 , (2.20)

which can also be rearranged and written in the following conservative form (H.A. Stone,
personal communication 14 December 2022):

∂〈c〉
∂t

+ U(x)
∂〈c〉
∂x

= 1
a2

∂

∂x

((
D + U(x)2 a2

48D

)
a2 ∂〈c〉

∂x

)
. (2.21)

Note that for β = 0, (2.20) reduces to the simple result of Taylor–Aris dispersion for
laminar, fully-developed flow within a cylindrical channel (with uniform radius) (Aris
1956).

In the next subsection, we will use (2.20) to develop a description of the development of
the axial mean position of the solute and its axial variance. For now, we note the right-hand
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Taylor dispersion in arbitrary axisymmetric channels

Left-hand side
U0c0

σ
× O(1)

∂〈c〉
∂t

, U
∂〈c〉
∂x

U0c0

σ
× O(η Pea0 )

U2a2

48D
∂2〈c〉
∂x2

U0c0

σ
× O(ηε)

1
12

Uaβ
∂2〈c〉
∂x2

U0c0

σ
× O(ε2)

1
12

β2U
∂〈c〉
∂x

Right-hand side
Dc0

σ 2 × O(1) D
∂2〈c〉
∂x2

Dc0

σ 2 × O
(σ

λ

)
D

2β

a
∂〈c〉
∂x

Dc0

σ 2 × O(ε2) Dβ2 ∂2〈c〉
∂x2

Dc0

σ 2 × O
(

c′
0

c0
ε2 σ

λ

)
D

2β3

a
∂〈c〉
∂x

, D
3βγ

2
∂〈c〉
∂x

Table 3. Ranked summary of terms in (2.19).

side of (2.20) contains a prefactor for the second axial derivative ∂2〈c〉/∂x2, which has the
form of a typical Taylor–Aris dispersion coefficient:

Deff (x) ≡ D
(

1 + 1
48

U(x)2 a2

D2

)
. (2.22)

In a cylindrical tube with constant radius, the axial variance grows linearly in time
according to 2Deff t, as β = γ = 0 and the mean velocity correction due to ur /= 0
vanishes. However, we note that the coefficient Deff is by itself not useful in predicting the
time evolution of axial variance when the cross-section is varying in space. This is true
even for the simple case of a linearly converging or diverging channel (i.e. β = Constant).
The reason for this is that development of the solute zone variance is a strong function of
the advective operator on the left-hand side. These advective gradients can stretch or shrink
the variance as the solute navigates through contractions and expansions, respectively.

2.2. Time evolution of mean and variance
We next formulate the problem in terms of analytical expressions for two moments of
solute distributions. Note that despite this use of spatial moments, our analysis does not
follow Aris’ famous method of moments (Aris 1956) as here we focus on the mean and
variance of the solute distribution in the typical Taylor–Aris limit where observation times
are much longer than the radial diffusion time. Our analysis also uses scaling analyses and
approximations for key terms that are not part of the method of moments.

We first define an axial average as

(·) ≡
∫ ∞

−∞
(·) a2(x′) 〈c〉(x′, t) dx′

/∫ ∞

−∞
a2(x′) 〈c〉(x′, t) dx′, (2.23)
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where x′ is a dummy variable for integration. For more compact notation, we also define c̄
as the axial integration of the mean concentration

∫∞
−∞ a2(x′) 〈c〉(x′, t) dx′ ≡ c̄ = Constant.

To derive the first moment, we multiply (2.20) by x and apply the axial average operation
(·): ∫ ∞

−∞
xa2 ∂〈c〉

∂t
dx +

∫ ∞

−∞
xUa2 ∂〈c〉

∂x
dx −

∫ ∞

−∞
xa2 2βD

a
∂〈c〉
∂x

dx

=
∫ ∞

−∞
xa2D

(
1 + 1

48
U2a2

D2

)
∂2〈c〉
∂x2 dx. (2.24)

We evaluate the integrals using integration by parts, divide both sides by c̄, and arrive at
an ODE for the axial mean position x̄(t) as follows:

dx̄
dt

= U0a2
0

[
1
a2

]
+ 2D

[
β

a

]
. (2.25)

The two terms on the right-hand side are expressions of the form f (x). Some analysis of
this term is essential for further analytical simplification of the problem. We consider a
Taylor expansion of f (x) about the mean axial position x̄ as follows:

f (x) = f (x̄) + (x − x̄) f ′(x̄) + 1
2 (x − x̄)2 f ′′(x̄) + 1

6 (x − x̄)3 f ′′′(x̄) + · · · . (2.26)

To simplify the expressions, we define f̃ ≡ f (x̄). Inserting the expression in (2.26) into
(2.25) and keeping the dominant term, we derive the following ODE for x̄(t):

dx̄
dt

= U(x̄) + 2D
[̃
β

a

]
+ O

(
U0

(σ

λ

)2
,

D
λ

(σ

λ

)2
)

, (2.27)

which reduces to the standard Taylor result for β(x) = 0.
To derive the second moment equation of (2.20), we multiply (2.20) by (x − x̄)2, apply

the axial average operation, perform integration by parts, and divide both sides by c̄. This
then yields the following ODE for the dynamics of σ 2

x :

dσ 2
x

dt
= 2Ua2

[
x
a2 − x̄

1
a2

]
+ U2a4

24D
1
a2 + 2D + 4D

β

a
(x − x̄). (2.28)

Note that the right-hand side of (2.28) includes expressions of the form f (x), (x − x̄) f (x),
and x f (x). We again simplify the latter second and third terms using Taylor expansion at
the mean axial position x̄ as follows:

(x − x̄) f (x) = (x − x̄) f (x̄) + (x − x̄)2 f ′(x̄) + 1
2 (x − x̄)3 f ′′(x̄) + 1

6 (x − x̄)4 f ′′′(x̄) · · · ,
x f (x) = x̄ f (x̄) + (x − x̄)(x̄ f ′(x̄) + f (x̄)) + (x − x̄)2(1

2 x̄ f ′′(x̄) + f ′(x̄)
)

+ 1
6 (x − x̄)3(x̄ f ′′′(x̄) + 3f ′′(x̄)) + · · · .

⎫⎪⎪⎬⎪⎪⎭
(2.29)

We insert the expression in (2.29) into (2.28), keep the terms of order D × O(1), D ×
O(Pe2

a0
), D × O(Pea0(σ

2/a0λ)), and arrive at an ODE of the axial variance σ 2
x (t) as

dσ 2
x

dt
= 2D + U2a4

24D

[̃
1
a2

]
− 4Ua2σ 2

x

[̃
β

a3

]
+ D O

((σ

λ

)2
, Pe2

a0

(σ

λ

)2
, Pea0

σ 2

a0λ

σ

λ
Skewx

)
.

(2.30)
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Taylor dispersion in arbitrary axisymmetric channels

In this equation, as σ/λ approaches unity, the dominant error term is the
D × O(Pea0(σ

2/a0λ)(σ/λ) Skewx) term. For σ/λ approaching unity, this has the order
of magnitude

2U0a2
0 Skewxσ

3
x

˜3β2 − aγ

a4 , (2.31)

Here, Skewx is the axial skewness of the solute zone, defined as Skewx = (x − x̄)3/σ 3
x .

Detailed derivation of (2.31) is summarized in § B of the supplementary material. Note
that (2.30) also reduces to standard Taylor results when β(x) = 0. Equations (2.27) and
(2.30) are two coupled ODEs that predict the time evolution of the axial mean and variance
of the solute based on channel geometry and the assumption of lubrication theory in the
velocity field. In § 3, we will use these two equations to predict the time evolution of the
axial mean and variance of the solute zone for various interesting channel geometries.

2.3. Analytical derivation of the boundary between the regimes of transient positive and
negative growth of axial variance

Advective dispersion can cause the axial variance of the solute zone to decrease as the
solute travels through a region where the channel is expanding. Such an expanding channel
region can be characterized qualitatively by a positive and sufficiently large value of β and
a sufficiently large Pea (so that molecular diffusion does not completely overpower the
advective effect), and a sufficiently large value of the axial variance relative to the local
channel radius. We explore this effect here. Enabled by our analytical approach, we will
formulate the boundary between the physical regimes of transient positive and negative
growth of axial variance of the solute. Rearranging terms in (2.30), we see that

1
D

dσ 2
x

dt
= 2

(
1 + 1

48
Pe2

a

)
− 4 Pea β

(
σ 2

x

a2

)
. (2.32)

This expression yields a useful description of the boundary between the regimes of
transient positive and transient negative growth of axial variance in terms of β, Pea and
σ 2

x /a2. Note that here the negative growth of variance is a transient phenomenon, and is
limited to simply the axial width of the sample. The growth of the three-dimensional extent
of the solute cloud can, of course, never be negative.

Figure 2 shows a plot of this boundary as a three-dimensional surface in terms of the
aforementioned three variables. That is, the surface (figure 2a) delineates the regions
of transient positive and negative growth of axial variance as a function of local Péclet
number (Pea), local slope of channel radius distribution (β), and local ratio between
variance and squared radius (σ 2

x /a2). Figure 2(b) shows the contours of horizontal
cross-section of the surface for various values of ln(σ 2

x /a2) (labelled on each contour
line). Points above the surface exhibit a transient negative rate of axial variance growth,
while points below have a positive rate of growth. Accordingly, the surface defines the
solution for transient zero growth in variance in this three-parameter space. As expected,
the surface asymptotes towards the Pea–β plane for finite Pea and larger values of β. We
also see that for fixed and finite values of (positive) β, setting the left-hand side of (2.32)
to zero reveals the critical variance value σ 2

x /a2 required for transient negative growth of
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r

x = 0 x

β(x)

β(x) = da/dx

γ(x) = d2a/dx2

a(x)

a = a(x)

U(x)

1
a0

σx

Figure 1. Schematic of an axisymmetric channel with a slowly varying, arbitrary distribution of radius a(x).
A nominal radius is taken as a0 at x = 0. The slope and the curvature of the cylinder wall are respectively
β(x) and γ (x), as shown. Here, σx is the characteristic width of a solute zone, and U(x) is the area-averaged
axial velocity distribution. The (x-direction) length of the channel depicted schematically in the sketch has been
compressed relative to its characteristic radius for clarity of presentation.

0
25

Variance increases

Variance decreases

50
Pea

Pea

75
100 0

β

β

0.025

0.075
0.050

0.100

10

0.10(b)(a)

0.08

0
.5

1
.0

1.
5

2.
0

2.5

3.0

3.5

4.0
4.5
5.0

0.06

0.04

0.02

20 40 60 80 100

5 ln
(σ

2 x/
a2

)

Figure 2. Regimes of transient positive and negative growth of axial variance of the solute. (a) Surface of zero
variance growth in a space of Péclet number, β, and the natural log of the local ratio between variance and
squared radius (ln(σ 2

x /a2)). This surface is computed analytically from (2.32). Shown is a surface where the
axial variance rate of growth dσ 2

x /dt is approximately 0. (b) Contour plot showing the horizontal cross-section
curves of the zero transient axial variance growth surface in a space of Péclet number, β and ln(σ 2

x /a2), at
different ln(σ 2

x /a2) values (labelled on each contour line).

axial variance:

σ 2
x

a2 = 1
4β

(
2

Pea
+ Pea

24

)
. (2.33)

We now differentiate the latter expression with respect to Pea, set it equal to zero, and
arrive at the minimal variance required for transient negative axial variance growth:

min
(

σ 2
x

a2

)
= 1

4
√

3 β
. (2.34)

The minimum variance occurs at Pea = √
48.

2.4. Approximations useful for channel design
The analytical expression of (2.32) is useful in engineering channel geometries which
will generate desired variance evolutions in the Taylor–Aris dispersion regime. We can
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Taylor dispersion in arbitrary axisymmetric channels

simplify such a solution further by implementing the approximation

d
dt

≈ dx̄
dt

d
dx

. (2.35)

Inserting this approximation into (2.30), and substituting the definition of β, we obtain an
ODE for a(x) given a desired spatial distribution σ 2

x (x):

da
dx

≈
−dσ 2

x

dx
+ 2a2D

U0a2
0

+ U0a2
0

24D

4σ 2
x

a
+
(

2D

U0a2
0

dσ 2
x

dx

)
a

. (2.36)

We can then solve (2.36) numerically to obtain the shape of the engineered channel. In
§ 3.4, We will use this approximation to design channels that can result in a specific
variance evolution pattern in space.

2.5. Brownian dynamics simulations
We used Brownian dynamics simulations to benchmark and evaluate our analytical
expressions for variance evolution. Each Brownian dynamics simulation consisted of
tracking 5000 point-particles that were initially distributed uniformly along the radius
and normally along the streamwise direction. We considered mean axial position zero
(by definition) and initial axial variance σ 2

x,0. We set σ 2
x,0 = 300a2

0 for the two engineered
channels in § 3.4, and we set σ 2

x,0 = 10a2
0 for all other cases. The velocity field follows

(2.2). The system evolves according to the forward Euler method.
For the time steps, we set the ratio between diffusion time scale (a2

0/D) and time step of
discretization to 40. Each reflection at the wall was checked twice at each time step. Unless
specified, the (constant, initial) Péclet number based on initial radius (Pea0) was 10. For
the three periodic channels shown in § 3.2, the initial Péclet number was 0.1, 1, 10, 100
and 1000. Five simulations from different random seed initial conditions were computed
for each case, and the reported values are their average. The numerical computation of
axial averaged quantities f (x) is computed with f (x) = ∑Nparticle

i=1 f (xi)/Nparticle, where xi is
the axial location of the ith particle. The program was written in Python 3 and is available
on Github (jrchang612/Taylor_dispersion_arbitrary). The detailed parameters used for the
simulation presented in the figures are summarized in § C of the supplementary material.

3. Results and discussion

3.1. Diverging and converging conical channels
We first apply our analysis to a simple case of diverging and converging conical section
channels. Figures 3(a,b) show solutions for dispersion of a solute zone in linearly
diverging and converging channels, respectively. Figures 3(ai,bi) show particle zones
at five non-dimensional times 2Dt/a2

0 (from 5 to 800) as they migrate through the
channels. The axes are non-dimensionalized coordinates r∗ = r/a0 and x∗ = x/a0. Note
the intensely exaggerated height-to-length aspect ratio of the figures, chosen here for
clarity of presentation. The top halves of the solute concentration in the channels are
raw data results of the three-dimensional Brownian dynamics simulations. The bottom
halves of the channels show the (one-dimensional) area-averaged axial distribution of
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Figure 3. Taylor–Aris dispersion in (a) diverging and (b) converging conical channels. (ai,bi) Results from
Brownian dynamic simulation (upper half) along with the predicted axial distribution of area-averaged
concentration (lower half). (aii,bii) Solute axial variance as a function of x̄∗. Plots show axial variance from the
current analytical model (subscript curr, (2.30)) and from Brownian dynamics simulation (subscript B). Axial
variance computed using (2.30) shows excellent agreement with Brownian dynamics simulations.

concentration of solute from the model developed here (i.e. numerical solutions of
ODEs given by (2.27) and (2.30)). Note that we present and plot the predicted axial
distribution assuming a Gaussian distribution as we have only the information about
mean and variance. However, the derivations of (2.27) and (2.30) do not rely on a
Gaussian distribution assumption. The solute is initially uniformly distributed over the
cross-sectional area of the channel, and the initial standard deviation widths of the axial
solute distributions are each set equal to the same value (equal to

√
10 a0 = √

10 a(x = 0)

of the diverging channel). The current model has very good comparison with the Brownian
dynamics simulations. The characteristic Pea values here are O(10), and this results
in negligible radial gradients of particle density in the Brownian dynamics. Hence the
particle clouds from Brownian dynamics are fairly symmetrical about x∗. Note the general
trend of relatively rapid increase of zone variance in the converging case. By comparison,
the expansion in the diverging channel limits the growth of variance. For this case, the
divergence is not sufficiently pronounced to result in transient negative growth of axial
variance (but we will explore such cases below.)

Figures 3(aii,bii) are plots of the axial variance of the area-averaged axial distribution
of solute concentration from the current model (σ ∗2

x,curr) and Brownian dynamics (σ ∗2
x,B).

These quantities are plotted as a function of the axial mean position of the solute zone,
x̄∗. There is excellent agreement between the current model and the Brownian dynamics
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Figure 4. Taylor–Aris dispersion in a channel with a sinusoidal (periodic) radius distribution, a(x). (a) Results
from a Brownian dynamic simulation (upper half) and axial solute distribution predicted with the current
model (2.30). (b) Distribution of σ ∗2

x,B, σ ∗2
x,curr, U∗(x) and Deff /D, each as a function of the non-dimensional

axial location along the channel, x̄/a0. Here, U∗(x) and D∗
eff are periodic functions, shown as a reference.

(c) Predicted (2.31) and observed errors of our current model in the growth rate of axial variance. Also shown
for reference is the ratio between the square root of the axial variance and channel wavelength σx/λ. The
variance computed using (2.30) shows excellent agreement with Brownian dynamics simulations. Note that
variance averaged along the axial spatial period increases monotonically as expected. The error in axial variance
growth rate is small and matches the predicted error from (2.31). This shows the accuracy of our model when
σx/λ is small.

simulation for both the diverging and converging cases, demonstrating the ability of the
current model to predict the spatial evolution pattern of axial variance.

3.2. Periodic channels
We next apply our model to a periodic channel with sinusoidal radius distribution. Similar
to figures 3(ai,bi), figure 4(a) shows a plot of the channel geometry in coordinates r∗ versus
x∗ in a highly exaggerated aspect ratio for clarity. We show results for Pea0 = 10, where a0
is defined as the radius at x = 0 and is also the axially averaged radius. Again, the channel
shows plots of solute zones at non-dimensional times ranging from 5 to 800. The top halves
of the solute zones are raw results from the Brownian dynamics simulations, while the
bottom halves are plots of the predicted axial distribution of area-averaged concentration
from the current model. Again, we see agreement between the axial distributions
of Brownian dynamics particle densities and the axial distributions from the model.
Note how the model captures the strongly positive and negative growth of axial variance as
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the solute traverses through contractions and expansions, respectively. For example, note
the rapid increases in axial variance due to the contraction just upstream of x∗ = 1800,
and then the subsequent rapid decrease in axial variance caused by the advective effects of
the solute expanding from x∗ = 1800 to just upstream of x∗ = 3000. Note that the particle
clouds from Brownian dynamics are also fairly symmetric about x∗.

Figure 4(b) shows the axial variance of the solute zone as a function of solute average
axial location x̄∗. The axial variances from the Brownian dynamics simulation and the
current model are plotted. Note the excellent agreement between these two models,
showing how the current model captures very well the detailed development of the axial
variance. Note also how the axial variance at equal values of the phase increases, and
the axial variance averaged over the period increases monotonically. At the end of the
current section, we will consider this development further and use our model to analyse
period-averaged axial variance over long times.

Figure 4(b) also shows the non-dimensional area-averaged flow velocity and the local
normalized effective dispersion coefficient, Deff /D (cf. two scales on the right-hand side
of the plot). Both U and D∗

eff are periodic functions, antiphase to the shape of the channel;
D∗

eff increases as the channel contracts, and decreases as the channel expands, as we
expected. However, even when the variance is actually decreasing (e.g. between x∗ = 2000
and x∗ = 3000), the effective dispersion coefficient Deff /D remains positive and greater
than unity. This demonstrates the inability of the effective dispersion coefficient alone to
describe the axial variance evolution (including here in a periodic channel).

Figure 4(c) shows the observed and predicted errors in dimensionless growth rate of
axial variance of the solute as a function of x̄∗. Also shown is the ratio between the
square root of axial variance and channel wavelength σx/λ. Consistent with figure 4(b),
the observed error in axial variance growth rate is small and stochastic, and it matches
with the predicted error from (2.31). The ratio σx/λ is much smaller than 1 throughout the
simulation, confirming the accuracy of our model when the assumptions listed in table 1
are satisfied.

We next increase the Péclet number of the system to evaluate how the model
assumptions become inaccurate and the current model fails. We repeat our simulation
in the same channel as presented in figure 4, but increase the initial Péclet number to 100.
Similar to figure 4(a), figure 5(a) shows a plot of the channel geometry in coordinates of r∗
versus x∗ in a highly exaggerated aspect ratio for clarity. Again, the channel shows plots of
solute zones at non-dimensional times ranging from 5 to 700, with non-dimensional time
points at 318 and 492 to demonstrate the best- and worst-case scenarios in predictions. The
top halves of the solute zones are raw results from the Brownian dynamics simulations,
while the bottom halves are plots of the predicted axial distribution of area-averaged
concentration from the current model. Again, we see overall agreement between the axial
distributions of Brownian dynamics particle densities and the axial distributions from
the model. The model captures the strongly positive and transient negative growth of
axial variance as the solute traverses contractions and expansions, respectively. Our model
tends to overestimate the fluctuation in axial variance, especially when the solute traverses
contractions. This overestimation is likely due to the fact that the width of the solute zone
becomes comparable to the wavelength of the channel. For example, when the solute mean
position is within a contraction, the leading and trailing ends of the solute zone are in
expansion zones.

Figure 5(b) shows the axial variance of the solute zone as a function of x̄∗. The variances
from the Brownian dynamics simulation and the current model are plotted. There is
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Figure 5. Taylor–Aris dispersion in a channel with a sinusoidal (periodic) radius distribution, a(x). The
channel is the same as that in figure 4, but the initial Péclet number Pea0 is 100. (a) Results from a
Brownian dynamic simulation (upper half) and axial solute distribution predicted with the current model (2.30).
(b) Distributions of σ ∗2

x,B and σ ∗2
x,curr, each as a function of the non-dimensional axial location along the channel,

x̄/a0. (c) Predicted (2.31) and observed error of our current model in the growth rate of axial variance. Also
shown for reference is the ratio between the square root of axial variance and channel wavelength σx/λ.
Variance computed using (2.30) shows excellent agreement with Brownian dynamics simulations when the
channel is expanding, but overestimates the axial variance when the channel is contracting. Note that variance
averaged along the axial spatial period increases monotonically as expected. The predicted error in axial
variance growth rate using (2.31) shows excellent agreement with the observed error, especially when σx/λ
is small. As σx/λ increases, there is more deviation between observed and predicted error in axial variance
growth rate.

good agreement between these two models in trends of development of the variance,
and excellent agreement when x̄∗ is less than 5000. The agreement between the two
models remains very good when the solute passes through expansions in the channel,
but the current model overestimates the axial variance when the solute passes through a
contraction.

Figure 5(c) again shows the observed and predicted error in dimensionless growth rate of
axial variance of solute as a function of x̄∗. Also shown is the ratio between the square root
of axial variance and channel wavelength σx/λ. The magnitude of observed error grows
as the axial variance grows, and the error is most pronounced when the solute traverses
contractions. There is excellent agreement between the predicted error from (2.31) when
x̄∗ is less than 20 000, but there is more deviation between the two predictions as σx/λ
grows larger.
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Figure 6. Taylor–Aris dispersion in a channel with a sinusoidal (periodic) radius distribution, a(x). The
channel is the same as that in figure 4, but the initial Péclet number Pea0 is 1000. (a) Results from a
Brownian dynamic simulation (upper half) and axial solute distribution predicted with the current model (2.30).
(b) Distributions of σ ∗2

x,B and σ ∗2
x,curr, each as a function of the non-dimensional axial location along the channel,

x̄/a0. (c) Predicted (2.31) and observed error of our current model in the growth rate of axial variance. Also
shown for reference is the ratio between the square root of axial variance and channel wavelength σx/λ.
Variance computed using (2.30) shows agreement with Brownian dynamics simulations only in the very
beginning. Our model fails to predict the monotonic growth of axial variance when the axial variance is of
the same order as the channel wavelength. The predicted error in axial variance growth rate using (2.31) shows
fair agreement with the observed error for x̄∗ below 10 000. As the ratio between axial variance and channel
wavelength approaches unity, the predicted error also become inaccurate as the basic assumptions of our model
are no longer valid.

We further increase the initial Péclet number of the system to 1000 using the same
channel of figures 4 and 5. Similar to figure 5(a), figure 6(a) shows a plot of the channel
geometry in coordinates of r∗ versus x∗ in a highly exaggerated aspect ratio for clarity.
Again, solute zones at non-dimensional times ranging from 5 to 80 are shown. The top
halves of the solute zones are raw results from the Brownian dynamics simulations, while
the bottom halves are Gaussian distributions with mean and axial variances predicted by
the current model. The agreement between the two is now merely qualitative. Note that for
these conditions, the sample zone axial width quickly becomes of the same order as the
wavelength of the channel.

Figure 6(b) shows the axial variance of the solute zone as a function of x̄∗. The variances
from the Brownian dynamics simulation and the current model are plotted. The agreement
between the two is limited to the initial development of the axial variance (x̄∗ < 2000).
The axial variance growth in Brownian dynamics simulation becomes monotonic after
x̄∗ > 30 000, but the current model is not able to capture this.
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Figure 7. Normalized long-term effective dispersion coefficient D∞∗
eff as a function of Pea0 for three different

periodic channels with equal period and similar radius amplitude (δ = 0.05, λ = 200). All plots show D∞∗
eff

computed using (2.30) and with a Brownian dynamics simulation. Plot (d) also shows a comparison with the
expression derived by Adrover et al. (2019) for a sinusoidal channel. Note that the plots across all three channels
are very similar (but not exactly the same) in magnitude and shape. This similarity reflects the fact that the
long-term development of the solute in periodic channels is most strongly a function of channel amplitude and
a weak function of channel shape.

Figure 6(c) again shows the observed and predicted error in dimensionless growth rate
of axial variance of the solute as a function of x̄∗. Also shown is the ratio between the
square root of axial variance and channel wavelength σx/λ. The magnitude of observed
error grows as the axial variance grows, and the error is now pronounced in both channel
contractions and expansions. The predicted error from (2.31) can capture only the observed
error in the initial development of axial variance (x̄∗ < 10 000), but becomes inaccurate
as σx/λ grows above 0.3. This finding suggests that the accuracy of our model depends
less on the Péclet number itself but is more sensitive to the ratio σx/λ. At large Péclet
number, since the axial variance growth rate is much faster (as discussed in figure 7)
and σx/λ quickly approaches and exceeds unity, the current model becomes inaccurate.
A zoomed-in comparison of the solute zone subject to Péclet numbers 10, 100 and 1000 is
in figure S1 of the supplementary material.

We next consider the long-term averaged dispersion coefficient in periodic channels. As
with previous studies of dispersion (Hoagland & Prud’Homme 1985; Adrover et al. 2019),
we will define a new effective dispersion coefficient for the long-term (many-period)
growth of the axial variance D∞

eff defined as

D∞
eff ≡ lim

t→∞
σ 2

x

2t
. (3.1)
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The non-dimensional version of this quantity will be defined as D∞∗
eff ≡ D∞

eff /D. We
analysed long-term dispersion behaviour in periodic channels with three different shapes
but with the same period and similar radius amplitude. Informed by our analysis in the
previous section, however, the predicted variance growth becomes inaccurate when the
ratio σx/λ is greater than about 0.3. We thus computed the long-term growth of the axial
variance from our current model as

D∞
eff ,curr = 1

t|σx=0.3λ

∫ t|σx=0.3λ

0

σ 2
x (t)
2t

dt. (3.2)

Figure 7 summarizes the results of this study. Figures 7(a–c) show plots of the radius
distribution a(x) normalized by initial radius a0 as a function of the normalized axial
coordinate x∗. The three functions a(x) are sinusoidal, triangular and exponential sine
wave functions of the following forms:

a1(x) = 1 + δ sin(2πx/λ),

a2(x) = 1 + 3δ

2λ
mod(x, λ) − 9δ

2λ

(
mod(x, λ) − 2

3
λ

)
H
(

mod(x, λ) − 2
3
λ

)
,

a3(x) = δ

e
exp(sin(2πx/λ)) +

(
1 − δ

e

)
,

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
(3.3)

where H(x) is the Heaviside step function. Figures 7(d–f ) show the effective, long-term
dispersion coefficient D∞∗

eff for each case as a function of Pea0 . We show D∞∗
eff curves for the

current model (data points) and Brownian simulations (solid line). For these conditions,
we see excellent agreement between the current model and the Brownian simulations for
the long-term dispersion coefficient. The results capture an asymptote of D∞∗

eff = 1 for
vanishing Pea0 , as expected. Here, D∞∗

eff increases monotonically with increasing Pea0 , and
asymptotes to a Pe2

a0
dependence for large Pea0 .

In figure 7(d), we also show a comparison of our model results with the work of Adrover
et al. (2019). Adrover analysed the long-term dispersion of solutes in a sinusoidal channel
and provided an approximate analytical formula for D∞∗

eff as a function of Pea0 , and this
prediction is plotted along with our model in the figure. Adrover also found that D∞∗

eff tends
to unity for small Pea0 , and scales with the second power of Pea0 for large Pea0 . We note
the excellent agreement among the three predictions.

We conclude the current model can be adapted readily to a wide variety of periodic
channel shapes. We further note the similarity among the three D∞∗

eff versus Pea0 curves for
the three cases. This similarity leads us to hypothesize that the long-term solute dispersion
in such periodic channels is driven largely by the spatial frequency and the amplitude of
the radius oscillation (and Pea0), and may be insensitive to the details of channel shapes.

3.3. Arbitrarily shaped channels
We next demonstrate a novel application of our model to a particular but arbitrary
axisymmetric channel shape. Similar to figure 4(a), figure 8(a) shows a plot of the channel
geometry in coordinates of r∗ versus x∗ in a highly exaggerated aspect ratio for clarity.
We show results for Pea0 = 10 where a0 is the radius at x = 0. The channel shows plots
of solute zones at non-dimensional times ranging from 25 to 250. The top halves of the
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Figure 8. Taylor–Aris dispersion for an example arbitrarily shaped axisymmetric channel. (a) Results from a
Brownian dynamic simulation (upper half) and axial solute distribution predicted with the current model (2.30).
(b) Distributions of σ ∗2

x,B, σ ∗2
x,curr, U∗(x) and Deff /D, each as a function of the non-dimensional axial location

along the channel. Here, U∗(x) and Deff /D are shown for reference. Variance computed using (2.30) shows
excellent agreement with Brownian dynamics simulations. (c) The same example used for demonstration and
benchmarking of (2.32), plotting a scaled rate of change of axial variance as a function of mean solute position x̄
as computed using (2.30) and analytical expression (2.32). Both of these solutions are compared to calculations
based on a Brownian dynamics simulation. The blue curve is the Brownian smoothed with a moving average,
with window size 	t∗ = 2.5, while the light blue curve shows the original Brownian simulation results.

solute zones are raw results from the Brownian dynamics simulations, while the bottom
halves are plots of the predicted axial distribution of area-averaged concentration from
the current model. Again we see excellent agreement between the axial distributions of
Brownian dynamics particle densities and the axial distributions from the model. Note
how the model captures the sudden positive and negative growth of axial variance as the
solute traverses contractions and expansions, respectively. For example, note the sudden
decreases in variance due to the expansion just upstream of x∗ = 500, and then the sudden
increases in variance caused by the contraction near x∗ = 700.

Figure 8(b) shows the axial variance of the solute zone as a function of non-dimensional
solute average axial location, x̄∗. The axial variance from the Brownian dynamics
simulation and the current model are plotted. Note the excellent agreement between
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these two models, again showing how the current model captures very well the detailed
development of the axial variance. For example, note the sudden decreases of axial
variance just upstream of x̄∗ = 500 and x̄∗ = 800, and the sudden increases of axial
variance just upstream of x̄∗ = 700.

Figure 8(b) also shows the non-dimensional area-averaged flow velocity and the local
normalized effective dispersion coefficient, Deff /D (cf. two scales on the right-hand side).
Similar to the case in figure 4(b), both U and D∗

eff show trends opposite to the shape of
the channel. Again, D∗

eff increases as the channel constricts and decreases as the channel
expands, as we expected. However, even in a region where axial variance is decreasing
transiently (e.g. between x∗ = 400 and x∗ = 500), the effective dispersion coefficient
remains positive and greater than unity. This again highlights the inability of the effective
dispersion coefficient to describe the variance evolution, here in an arbitrarily shaped
axisymmetric channel.

Figure 8(c) shows the scaled rate of change of variance ((1/D)(dσ 2
x /dt)) as a function of

solute average axial location x̄∗. The results computed from Brownian simulations and the
current model (2.30) are plotted. For the Brownian dynamics simulation, both raw data and
the moving averaged results are shown. The axial variance growth rate varies according to
the geometry of the channel (shown in figure 8(a), decreasing when the channel expands
and increasing when the channel contracts, as we expect. There is also excellent agreement
among the three solutions, and the current model captured the negative variance growth
rate near x̄∗ = 400 and x̄∗ = 700. This shows the capability of our model to predict the
axial variance evolution, and also provides validation for using (2.32) to identify the
regime of transient negative axial variance growth.

3.4. Engineering channel shape for specific variance patterns
We apply our analytical approach to design the channel shape to have a desired spatial
evolution of axial variance. As a proof of concept, we design one channel that maintains
an approximately constant axial variance (channel A) and a second channel that results in
a sinusoidal variation of axial variance as the solute develops in the channel (channel B).

The two channel shapes are designed by solving (2.36). The shape of channel A diverges
monotonically, and the rate of diverging increases downstream. For channel B, there is
an increased diverging rate between x∗ = 300 and x∗ = 500, coinciding with the region
where it is necessary to reduce the variance according to the targeted sinusoidal pattern.
Note that the channel A shape in figure 9(a) has an analytical expression. By setting the
dσ 2

x /dx term on the right-hand side of (2.36) to 0, we can simplify (2.36) into the following
ODE for a(x):

da
dx

≈ D

2σ 2
x U0a2

0
a3 + U0a2

0
96σ 2

x D
a, (3.4)

which has the analytical solution

a2(x) =

U0a2
0

96σ 2
x D

exp

(
U0a2

0
48σ 2

x D
(c1 + x)

)

1 − D

2σ 2
x U0a2

0
exp

(
U0a2

0
48σ 2

x D
(c1 + x)

) , (3.5)
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Figure 9. Engineering the axial variance evolution in Taylor–Aris dispersion. Using (2.36), we designed two
channels, A and B, which (a) maintain an approximately constant axial variance, and (b) result in a sinusoidal
(axial) variation of axial variance as the solute develops in the channel, respectively. (ai,bi) Results from a
Brownian dynamic simulation (upper half) and axial solute distribution predicted with the current model (2.30).
(aii,bii) Distributions of σ ∗2

x,B, σ ∗2
x,curr and σ ∗2

x,target, each as a function of the non-dimensional axial location along
the channel. Axial variance computed using (2.30), and axial variance computed from Brownian dynamic
simulation, both show excellent agreement with the targeted variance evolution pattern.

where c1 is the constant of integration related to the initial variance. We know of no
analytical solution for the equation for the case of channel B.

Figures 9(a,b) show solutions for dispersion of the solute zone in the two engineered
channels A and B, respectively. Channel A in figure 9(a) is designed to maintain
approximately constant axial variance (σ 2∗

x (x̄∗) = 300), while channel B in figure 9(b)
is designed to yield a sinusoidal axial variation of axial variance (σ 2∗

x (x̄∗) = 300 +
50 sin(2πx̄∗/600)). Similar to figure 3(a), figures 9(ai,bi) show the two engineered channel
geometries in coordinates of r∗ versus x∗. We show results for Pea0 = 10 where a0 is
taken as the radius at x = 0. The top halves of the solute concentration in the channel
are raw data results from Brownian dynamics simulations, while the bottom halves of the
channels show the area-averaged axial distribution of solute concentration predicted from
the current model.

Figures 9(aii,bii) are plots of the axial variance of the area-averaged axial distribution
of solute concentration from the current model (σ ∗2

x,curr), Brownian dynamics (σ ∗2
x,B) and

the targeted axial variance spatial evolution pattern (σ ∗2
x,target). These quantities are plotted

as functions of the axial mean position of the solute zone, x̄∗. For channel A, there is
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a near-perfect agreement among the current model, Brownian dynamics simulation and
targeted pattern. All three lines stay flat at variance 300, as expected. For channel B,
there is a good agreement among the three quantities. Although the amplitude of the
sinusoidal variation is slightly smaller compared to the targeted pattern, the Brownian
dynamics simulation results show the desired sinusoidal spatial evolution pattern. To our
knowledge, our study is the first to demonstrate the design of a channel shape that yields a
desired spatial evolution pattern of variance. Without the analytical approach described
in §§ 2.2–2.4, this process would require repetitive simulation efforts (as with shape
optimization) to compute channel shapes to obtain the desired pattern. We hypothesize
that the proposed engineered channel shape can be produced by additive manufacturing
methods.

Also, the most common application of microfluidics is the chemical and biochemical
analyses of species (Wu et al. 2016). The most common method of detection of analytes is
an optical technique such as fluorescence, colorimetric or UV adsorption (Wu & Gu 2011).
These optical techniques perform line-of-sight averaging of solutes in long thin channels.
Hence the detection of species is typically proportional to the area average of some
analyte solute zone – and this is the main characteristic of interest of the current work.
The ability to tailor a channel shape so as to preserve the area-averaged concentration
therefore offers the opportunity to tailor microchannel shapes that can transport species
via pressure-driven flow while also preserving and/or tailoring the depth- or area-averaged
signal strength.

4. Summary and conclusions

We demonstrated a Taylor–Aris dispersion analysis for axisymmetric channels with
slowly varying, arbitrary radius distributions, with assumptions and smallness parameters
summarized in table 1. We first derived a PDE for the development of the area-averaged
concentration, including an explicit local dispersion coefficient. We then derived equations
for the dynamics of the axial mean (first moment) and variance (second moment) of the
solute distribution. We proposed a heuristic for relations describing the moments of local
geometry experienced by the solute. Our analysis allowed us to simplify the solution for
the complex dynamics of solute zones to two coupled ODEs for the mean and variance.
These ODEs provide a description of solute position and variance from the channel
geometry, given the assumptions of lubrication flow. To our knowledge, this is the first
time a full prediction of the time evolution of axial variance is possible using only two
ODEs (including for short time scales) for this type of problem. Our method can also be
applied to a long time scale, as long as the axial variance remains small compared to the
characteristic wavelength of channel variations.

We further derived an analytical expression that delineates the regimes of transient
positive and negative axial variance growth. This expression quantifies the solution of
transient zero growth axial variance as a function of the local Péclet number, the local
slope in the channel, and the ratio between axial variance and the square of the local
radius. This analysis demonstrates clearly the conditions required for channel expansion
to yield decreases in solute axial variance. We also developed further simplifications of
our model that yield a single, first-order nonlinear ODE describing the relation between
the axial radius distribution and axial variance (spatial) distribution. This relation is very
useful in the design of channel shapes that yield specific (desired) dynamics for solute
axial variance.
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We applied our model to several interesting test cases, and benchmarked its performance
relative to Brownian dynamics simulations. First, we demonstrated that our model yields
accurate predictions (relative to Brownian dynamics) of area-averaged solute dynamics
in diverging and converging (conical) channels. Second, we applied our model to
predict solute dynamics for various periodic channels, and again demonstrated excellent
agreement with Brownian dynamics simulations. For the latter, we considered an initial
condition and regime where channel expansions result in substantial decreases in axial
variance (i.e. transient negative solute axial variance growth). We increased the Péclet
number of the channel from 10 to 1000, and studied how the performance of our model
fails as the key assumptions are violated. We further analysed the long-term (many-period)
developments of solute in periodic channels by defining a long-term effective dispersion
coefficient. We analysed three separate periodic channel shapes, and showed that this
long-term behaviour is affected mostly by channel (axial) period and the magnitude of
the fluctuation of the radius function. For the case of sinusoidal channels, our model
demonstrated excellent comparison with a previously published model.

The third example application of our model was for an arbitrarily shaped channel.
We here selected some complex channel shape that demonstrated strong advective
dispersion effects. Again, our model showed excellent comparison with Brownian
dynamics simulations, including the capture of the positive and transient negative growth
in axial variance when the solute zone experiences constriction or expansion in the
channel.

Finally, we demonstrated the power of our analytical approach by designing two
channels that can control the spatial evolution of the solute so as to produce a desired
spatial distribution of the solute axial variance. For the latter work, we first designed
a channel that can maintain an approximately constant solute axial variance. We then
demonstrated a channel geometry that produces a sinusoidal axial distribution of axial
variance as the solute develops in the channel.

Overall, our analysis provides a fairly accurate (according to Brownian dynamics
simulation), fast and easy-to-use model for solute dynamics in axisymmetric channels of
arbitrary variance.

Supplementary material. Supplementary material is available at https://doi.org/10.1017/jfm.2023.504.

Acknowledgements. R.C. gratefully acknowledges support from the Stanford University Bio-X SIGF
Fellows Program and from the Ministry of Education in Taiwan.

Declaration of interests. The authors report no conflict of interest.

Author ORCIDs.
Ray Chang https://orcid.org/0000-0002-9502-3306;
Juan G. Santiago https://orcid.org/0000-0001-8652-5411.

REFERENCES

ADROVER, A., VENDITTI, C. & GIONA, M. 2019 Laminar dispersion at low and high Péclet numbers in a
sinusoidal microtube: point-size vs finite-size particles. Phys. Fluids 31 (6), 062003.

ARIS, R. 1956 On the dispersion of a solute in a fluid flowing through a tube. Proc. R. Soc. Lond. A
235 (1200), 67–77.

BOLSTER, D., DENTZ, M. & LE BORGNE, T. 2009 Solute dispersion in channels with periodically varying
apertures. Phys. Fluids 21 (5), 056601.

BRENNER, H. 1980 Dispersion resulting from flow through spatially periodic porous media. Phil. Trans. R.
Soc. Lond. A 297 (1430), 81–133.

976 A30-25

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
3.

50
4 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2023.504
https://orcid.org/0000-0002-9502-3306
https://orcid.org/0000-0002-9502-3306
https://orcid.org/0000-0001-8652-5411
https://orcid.org/0000-0001-8652-5411
https://doi.org/10.1017/jfm.2023.504


R. Chang and J.G. Santiago

BRENNER, H. & EDWARDS, D.A. 1993 Introduction to macrotransport processes. In Macrotransport
Processes (ed. H. Brenner), pp. 3–28. Butterworth-Heinemann.

BRYDEN, M.D. & BRENNER, H. 1996 Multiple-timescale analysis of Taylor dispersion in converging and
diverging flows. J. Fluid Mech. 311, 343–359.

DANCKWERTS, P.V. 1953 Continuous flow systems: distribution of residence times. Chem. Engng Sci. 2 (1),
1–13.

DORFMAN, K.D. 2008 Combined electrophoretic and electro-osmotic transport through channels of
periodically varying cross section. Phys. Fluids 20 (3), 037102.

DORFMAN, K.D. 2009 Taylor–Aris dispersion during lubrication flow in a periodic channel. Chem. Engng
Commun. 197 (1), 39–50.

GILL, W.N., ANANTHAKRISHNAN, V. & NUNGE, R.J. 1968 Dispersion in developing velocity fields.
AIChE J. 14 (6), 939–946.

GILL, W.N. & GÜCERI, Ü. 1971 Laminar dispersion in Jeffery–Hamel flows. Part I. Diverging channels.
AIChE J. 17 (1), 207–214.

GINZBURG, I. & VIKHANSKY, A. 2018 Determination of the diffusivity, dispersion, skewness and kurtosis in
heterogeneous porous flow. Part I. Analytical solutions with the extended method of moments. Adv. Water
Resour. 115, 60–87.

HOAGLAND, D.A. & PRUD’HOMME, R.K. 1985 Taylor–Aris dispersion arising from flow in a sinusoidal
tube. AIChE J. 31 (2), 236–244.

HORNER, M., ARCE, P. & LOCKE, B.R. 1995 Convective–diffusive transport and reaction in arterial stenoses
using lubrication and area-averaging methods. Ind. Engng Chem. Res. 34 (10), 3426–3436.

LANGLOIS, W.E. & DEVILLE, M.O. 1964 Slow Viscous Flow. Springer.
MARTENS, S., SCHMID, G., SCHIMANSKY-GEIER, L. & HÄNGGI, P. 2011 Biased Brownian motion in

extremely corrugated tubes. Chaos 21 (4), 047518.
MARTENS, S., SCHMID, G., STRAUBE, A.V., SCHIMANSKY-GEIER, L. & HÄNGGI, P. 2013a How entropy

and hydrodynamics cooperate in rectifying particle transport. Eur. Phys. J. Spec. Top. 222 (10), 2453–2463.
MARTENS, S., STRAUBE, A.V., SCHMID, G., SCHIMANSKY-GEIER, L. & HÄNGGI, P. 2013b

Hydrodynamically enforced entropic trapping of Brownian particles. Phys. Rev. Lett. 110 (1), 010601.
MARTENS, S., STRAUBE, A.V., SCHMID, G., SCHIMANSKY-GEIER, L. & HÄNGGI, P. 2014 Giant

enhancement of hydrodynamically enforced entropic trapping in thin channels. Eur. Phys. J. Spec. Top.
223 (14), 3095–3111.

MERCER, G.N. & ROBERTS, A.J. 1990 A centre manifold description of containment dispersion in channels
with varying flow properties. SIAM J. Appl. Maths 50 (6), 1547–1565.

RODRIGUES, A.E. 2021 Residence time distribution (RTD) revisited. Chem. Engng Sci. 230, 116188.
ROSENCRANS, S. 1997 Taylor dispersion in curved channels. SIAM J. Appl. Maths 57 (5), 1216–1241.
SAFFMAN, P.G. 1959 A theory of dispersion in a porous medium. J. Fluid Mech. 6 (3), 321–349.
SMITH, R. 1983 Longitudinal dispersion coefficients for varying channels. J. Fluid Mech. 130, 299–314.
STONE, H.A. & BRENNER, H. 1999 Dispersion in flows with streamwise variations of mean velocity: radial

flow. Ind. Engng Chem. Res. 38 (3), 851–854.
TAYLOR, G.I. 1953 Dispersion of soluble matter in solvent flowing slowly through a tube. Proc. R. Soc. Lond.

A 219 (1137), 186–203.
VIKHANSKY, A. & GINZBURG, I. 2014 Taylor dispersion in heterogeneous porous media: extended method

of moments, theory, and modelling with two-relaxation-times lattice Boltzmann scheme. Phys. Fluids
26 (2), 022104.

WU, J. & GU, M. 2011 Microfluidic sensing: state of the art fabrication and detection techniques. J. Biomed.
Opt. 16 (8), 080901.

WU, J., HE, Z., CHEN, Q. & LIN, J.M. 2016 Biochemical analysis on microfluidic chips. TrAC Trends Anal.
Chem. 80, 213–231.

YARIV, E. & DORFMAN, K.D. 2007 Electrophoretic transport through channels of periodically varying cross
section. Phys. Fluids 19 (3), 037101.

976 A30-26

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
3.

50
4 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2023.504

	1 Introduction
	2 Theory
	2.1 Taylor--Aris dispersion in arbitrarily shaped cylinders
	2.2 Time evolution of mean and variance
	2.3 Analytical derivation of the boundary between the regimes of transient positive and negative growth of axial variance
	2.4 Approximations useful for channel design
	2.5 Brownian dynamics simulations

	3 Results and discussion
	3.1 Diverging and converging conical channels
	3.2 Periodic channels
	3.3 Arbitrarily shaped channels
	3.4 Engineering channel shape for specific variance patterns

	4 Summary and conclusions
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings false
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


