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ABSTRACT. An iterative technique is used to establish an oscilla­
tion theorem for the equation x" + a(t)x=0 which relaxes the 
condition that a(t) satisfy 

j exp - 2 J J a(r)drds 

without the restriction that 

a ( t )= a ( s ) d s > 0 . 

1. Introduction. The well-known Wintner [5] oscillation theorem for the sec­
ond order linear differential equation 

(1) x"+a(t)x = 0 

is the following. 

THEOREM. Equation (1) is oscillatory if 

(2) j exp| - 2 ] J a(r)drds\dt<™. 

Let a(t) be a (real-valued) continuous function for t>t0 in Eq. (1). Eq. (1) is 
said to be oscillatory or non-oscillatory as one (hence every) solution x(t) of Eq. 
(1) has or does not have an infinity of zeros for f>f0. 

In [3], Kameneve has established a sharper theorem by using an iterative 
technique. Unfortunately, Kamenev's theorem is proved under the condition 
that J7 a(s) as exists and is non-negative while the Wintner theorem simply 
requires that 

(3) oc(f) = I a(s) ds exists. <*(*) = J a( 
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The purpose of this paper is to improve two of Wintner's theorems using an 
iterative technique similar to that of Kamenev. It will be assumed throughout 
that a(t) is continuous on (to,00) and (3) holds. Before stating our main results 
we give the following lemmas. 

LEMMA 1 (Wintner [5]). / / (1) is not oscillatory, then a non-trivial solution x(t) 
of (1) satisfies 

(4) w2(t)dt<™, limw(f) = 0 
J t—*oo 

and 
f oo 

(5) w(t) = J {w2(s) + a(s)}ds, t>t0. 

where w(t) = x'(t)/x(t). 

LEMMA 2 (Leighton and Morse [4], cf Hartman [2]). If (1) is not oscillatory, 
then it has a solution x^t) (a principal solution) such that 

xx(t)~
2 dt<™, 

and a solution x2(t) (a non-principal solution) such that 

x2(t)~
2 dt = oo. 

Using the notation 

(6) g+(0 = [ g ( 0 ] + = ï g ( 0 + | g ( 0 | ] , 

we construct the function sequence {an(t)}, n = 0 , 1 , . . . , where a0(t) = a(t), 

«i (0 = [«0(s)]+ ds 

and for n = 1, 2 , . . . , 

(7) an+1(t) = J K ( s ) 4- an(s)f+ ds. 

2. Main results 

THEOREM 1. If there is a positive integer m such that the an(t) are defined for 
n = 0 , . . . , m — 1, but am(t) does not exist, then Eq. (1) is oscillatory. 

Proof. Suppose that (1) is not oscillatory and x(t) is a non-trivial solution, 
x(t) T̂  0 for t > t0. Let w(t) = x'(t)/x(t). We will show that the non-oscillation of 
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x(t) implies that am(t) <<*> for all m = 1, 2, By Lemma 1, w(t) must satisfy 

(8) w(t) = u(0 + a(t), v(t)= w2(s)ds<oo. 

By virtue of (8), we have w(t)>a0(t), hence from (6) 

(9) w^^WOE. 

It follows that 

«i(0 = [«o(s)]+ ds < w2(s) ds = u (0. 

Inductively, if ak(t)<v(t) for some fc>0, then from (8), 

[ak(t) + a 0 ( t )£<w 2 ( t ) , 

and from (7) it follows immediately that ak+1(t)<v(t), as was to be shown. 
This completes the proof. 

THEOREM 2. If there is positive number m such that the a^it) are defined for 
n = 0 , . . . , m and 

expj-2 (10) e x p l - 2 [a0(r) + am(r)]dr\ds<c° 

then Eq. (1) is oscillatory. 

Proof. Suppose to the contrary that Eq. (1) has a non-oscillatory solution 
x( t )>0 for f>t 0 . Then letting w(t) = x'(t)/x(t), as in Theorem 1, we have 
w(t)>a0(t) + an(t), n > 0 . 

Hence, 

l n - ^ | [ao(s) + a n ( s ) ]d s ,n>0 . 
o Jt0 

Thus 

(11) x(f)>x(f0)exp [a0(s) + am(s)]ds, 

that is, for any non-oscillatory solution, 

j [ x ( s ) r 2 ds<[x ( t 0 ) r 2 J e x p j - 2 j [a0(r) + am(r)]dr}ds 

This contradicts the existence of a non-principal solution. Hence, Eq. (1) is 
oscillatory. 

< 0 0 . 
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REMARK. Theorem 2 is stronger than Wintner's theorem. In fact, if (2) holds, 
(10) must hold, but (10) can hold while (2) does not hold. It improves 
Kamenev's theorem [3], which holds under a(t) = ff a(s) ds>0. 

We illustrate the relationship between Wintner's theorem and Theorem 2 by 
considering the equation 

(12) x" + cr2x = 0 

where c is a positive constant. It is clear that a0(t) = c0t~\ and further, that 
<*k(t) = ckt~

1 where we define the sequence ck by 

c0 = c 

ci = co 

ck+1 = (c0 + ck)2, k = l,2, 

Wintner observed that his theorem guarantees oscillation for large t if c>\, 
whereas, (12) is actually oscillatory for c >\. To apply Theorem 2, we note that 
ak(t) exists for all k. A simple calculation shows that (10) holds if for some fc, 
Co + Ck>2- It is readily verified that if c = cQ<\ then c0 + ck<^ for all k. If 
c 0>4, then we see that 

ck+i ~~ ck — ck + (2c0 — \)ck 4- c0 > c0 — 4 

so that ck forms a strictly increasing sequence which must eventually satisfy 
Co + c k >^. Thus Theorem 2 provides the correct range c>\. 

Another generalization of Wintner's result was given by Hartman [1] and 
improved on in the versions of [2] published by Hartman (1973) and Birk-
hauser (1982). These results are sharp when applied to (12), but they do not 
seem comparable with Theorem 2. 

THEOREM 3. If Eq. (1) is non-oscillatory and for some positive number m, 

(13) | " e x p [ 2 J S [a0(r) + om(r)]dr}ds=oo, 

then Eq. (1) does not have an eigensolution of class L2 , that is, a solution (^0) 
satisfying 

x2(t)dt<™. 

Proof. If Eq. (1) is non-oscillatory and x(t) is any solution of Eq. (1), then 
x(t)=£0 for t>f0- Letting w(t) = x'(t)/x(t), as in Theorem 2, we have that (11) 
holds. Hence from (12) 

x2(t) dt > expj 2 [a0(r) + am (r)] drds=™ 

for any solution of Eq. (1). This completes the proof. 
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