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#### Abstract

For a set function $G$ on an atomless finite measure space ( $X, G, m$ ), we define the subgradient, conjugate set of $\mathfrak{G}$ and conjugate functional of $G$. It is proved that a minimization problem of set function $G$ has an optimal solution if and only if the Lagrangian on $\mathfrak{S} \times L_{1}(X, \mathscr{G}, m)$ has a saddle point $\left(\Omega_{0}, f_{0}\right)$ such that $$
G\left(\Omega_{0}\right)=\inf _{\Omega \in \mathscr{C}} G(\Omega)=\inf _{\Omega \in \mathbb{S}} L\left(\Omega ; f_{0}\right)
$$ where $f_{0}$ is an element of the conjugate set $\left.\mathbb{C}\right)^{*}$ (for the definition, see the later context).


## 1. Introduction

The mathematical programming of a set function was first studied by Morris [5], [6]. The authors investigated the minimization problem for a set function in [3] and proved that the Fenchel duality theorem holds for set functions, where we have defined the conjugate set of a $\sigma$-algebra and the conjugate functional of a convex set function. In this note we ask what relations hold between the original set function and the conjugate functional in mathematical programming. This question has been investigated by Scott and Jefferson [8-10] for several functionals. In this note our main result will investigate a convex set function in mathematical programming. It is related to convex integral functions on $L_{\infty}$, see Rockafellar [7].

Let ( $X, \mathcal{F}, m$ ) be a finite atomless measure space and $G$ be a convex set function from $\mathbb{S}$ to $\mathbf{R}$, the real numbers. We consider an optimization problem as follows

$$
\begin{equation*}
\underset{\Omega \in \mathbb{S}}{\operatorname{Minimize}} G(\Omega) . \tag{1.1}
\end{equation*}
$$

[^0]The existence of a solution of (1.1) is essentially related to its conjugate functional $G^{*}$ defined on the conjugate set SS $^{*}$. In this note, we prove that the minimal point $\Omega_{0}$ of (1.1) satisfies $G\left(\Omega_{0}\right)=\inf _{\Omega \in G} L\left(\Omega ; f_{0}\right)$ for some $f_{0} \in \mathscr{S S}^{*}$ if and only if ( $\Omega_{0}, f_{0}$ ) is a saddle point of the Lagrangian $L(\Omega ; f)$. For this purpose, we begin with some definitions about the subdifferential, conjugate set and conjugate functional of a convex set in Section 2. Section 3 is the main part of this note.

## 2. Conjugate functionals and subdifferential

Throughout this note, we assume that $(X, \mathcal{G}, m)$ is a finite atomless measure space and $G$ is a convex set function from a $\sigma$-algebra (SS to $\mathbf{R}$ (for the definition, see [3]). We define a subgradient of the set function $G$ as follows.

Definition 1. An element $f \in L_{1}(X, \mathbb{G}, m)$ is said to be a subgradient of the convex set function $G$ at a point $\Omega_{0} \in \mathscr{G}$ if it satisfies the inequality

$$
G(\Omega) \geqslant G\left(\Omega_{0}\right)+\left\langle f, \chi_{\Omega}-\chi_{\Omega_{0}}\right\rangle \text { for all } \Omega \in \mathscr{S} .
$$

For a set function $G$, its subgradient at a point $\Omega_{0}$ is not unique, it is a set of the following form:
$\partial G\left(\Omega_{0}\right)=\left\{f \in L_{1}(X, \mathfrak{G}, m) \mid G(\Omega) \geqslant G\left(\Omega_{0}\right)+\left\langle f, \chi_{\Omega}-\chi_{\Omega_{0}}\right\rangle\right.$ for all $\left.\Omega \in \mathbb{B}\right\}$.

We call this set a subdifferential of $G$ at $\Omega_{0}$. If $\partial G\left(\Omega_{0}\right) \neq \phi$, then $G$ is said to be subdifferentiable at $\Omega_{0}$.

If the set function $G$ is convex and differentiable at $\Omega_{0}$ (see [3]), then

$$
\partial G\left(\Omega_{0}\right)=\left\{f_{\Omega_{0}}=D G\left(\Omega_{0}\right)\right\}
$$

where $f_{\Omega_{0}}=D G\left(\Omega_{0}\right)$ denotes the derivative of $G$ at $\Omega_{0}$. As $G$ is differentiable at a point, $\Omega_{0} \in \mathscr{G}$, then $\Omega_{0}$ is a minimal of $G$ on $(\mathscr{S}$ if and only if for any $\Omega \in \mathscr{B}$,

$$
\begin{equation*}
\left\langle D G\left(\Omega_{0}\right), \chi_{\Omega_{0}}\right\rangle \leqslant\left\langle D G\left(\Omega_{0}\right), \chi_{\Omega}\right\rangle \tag{2.2}
\end{equation*}
$$

From the definition of subgradient at $\Omega_{0}$, it is evident that $\Omega_{0}$ is the minimal of the functional $G(\Omega)-\left\langle f, \chi_{\Omega}\right\rangle$.

In order to induce the Lagrangian of a set function $G$, we have to define the conjugate set and conjugate functional with respect to $G$.

Definition 2. A subset of $L_{1}(X, \circledast, m)$ which is defined by

$$
\begin{equation*}
\mathfrak{S S}^{*}=\left\{f \in L_{1}(X, \mathscr{G}, m) \mid \sup _{\Omega \in \mathbb{G}}\left[\left\langle f, \chi_{\Omega}\right\rangle-G(\Omega)\right]<\infty\right\}, \tag{2.3}
\end{equation*}
$$

is called the conjugate set of $\mathscr{E}$. The functional $G^{*}$ on $\mathscr{E S}^{*}$ defined by

$$
\begin{equation*}
G^{*}(f)=\sup _{\Omega \in \mathscr{B}}\left[\left\langle f, \chi_{\Omega}\right\rangle-G(\Omega)\right] \tag{2.4}
\end{equation*}
$$

for $f \in$ (G) $^{*}$ is called the conjugate functional of $G$.

Evidently, $G^{*}$ is a convex function (see [3]) and for any $\Omega \in(\mathbb{B}$,

$$
\begin{equation*}
G(\Omega)=\sup _{f \in G^{*}}\left[\left\langle f, \chi_{\Omega}\right\rangle-G^{*}(f)\right] \tag{2.5}
\end{equation*}
$$

Definition 3. The subdifferential of a conjugate functional $G^{*}$ at a point $f_{0} \in \mathbb{B}$ * is defined to be a subfamily of measurable subset in (8):

$$
\begin{equation*}
\partial G^{*}\left(f_{0}\right)=\left\{\Omega \in \mathbb{F} \mid G^{*}(f) \geqslant G^{*}\left(f_{0}\right)+\left\langle f-f_{0}, \chi_{\Omega}\right\rangle, \text { for all } f \in \mathbb{F} *\right\} . \tag{2.6}
\end{equation*}
$$

Each element of $\partial G^{*}\left(f_{0}\right)$ is called a subgradient of $G^{*}$ at the point $f_{0} \in \mathscr{G}$.

Note that if $(X, \mathscr{S}, m)$ is a finite atomless measure space then the conjugate transform for the set exists (cf. [3]). Throughout this paper we assume that ( $X, \oiint, m$ ) is a finite atomless measure space.

By the definition of the conjugate functional, we have Young's inequality:

$$
\begin{equation*}
G^{*}(f)+G(\Omega) \geqslant\left\langle f, \chi_{\Omega}\right\rangle \tag{2.7}
\end{equation*}
$$

for any $\Omega \in \mathscr{F}$ and $f \in \mathscr{F}^{*}$. The question arises whether or not the equality in (2.7) holds. We would give the answer as follows.

Proposition 4. If $G$ is a convex set function on $\mathfrak{G S}$ with its conjugate functional $G^{*}$ on the conjugate set $(\mathcal{G}$ *, then
(i) $f \in \partial G\left(\Omega_{0}\right)$ if and only if $G\left(\Omega_{0}\right)+G^{*}(f)=\left\langle f, \chi_{\Omega_{0}}\right\rangle$ whenever $\Omega_{0} \in \mathcal{B}$,
(ii) $\Omega \in \partial G^{*}\left(f_{0}\right)$ if and only if $G(\Omega)+G^{*}\left(f_{0}\right)=\left\langle f_{0}, \chi_{\Omega}\right\rangle$ whenever $f_{0} \in$ $L_{1}(X, \mathscr{G}, m)$.

Proof. (i) If $f \in \partial G\left(\Omega_{0}\right)$, then by definition, for any $\Omega \in \mathcal{G}$, we have

$$
G(\Omega) \geqslant G\left(\Omega_{0}\right)+\left\langle f, \chi_{\Omega}-\chi_{\Omega_{0}}\right\rangle
$$

This implies that

$$
\left\langle f, \chi_{\Omega_{0}}\right\rangle \geqslant G\left(\Omega_{0}\right)+\left\langle f, \chi_{\Omega}\right\rangle-G(\Omega)
$$

for all $\Omega \in \mathscr{B}$, and

$$
\left\langle f, \chi_{\Omega_{0}}\right\rangle \geqslant G\left(\Omega_{0}\right)+\sup _{\Omega \in \mathscr{G}}\left[\left\langle f, \chi_{\Omega}\right\rangle-G(\Omega)\right] .
$$

It follows that

$$
\left\langle f, \chi_{\Omega_{0}}\right\rangle \geqslant G\left(\Omega_{0}\right)+G^{*}(f),
$$

and by Young's inequality, it would imply that

$$
G\left(\Omega_{0}\right)+G^{*}(f)=\left\langle f, \chi_{\Omega_{0}}\right\rangle .
$$

Conversely, if $G\left(\Omega_{0}\right)+G^{*}(f)=\left\langle f, \chi_{\Omega_{0}}\right\rangle$, then by the definition of conjugate functional, we have

$$
\left\langle f, \chi_{\Omega_{0}}\right\rangle=G\left(\Omega_{0}\right)+G^{*}(f) \geqslant G\left(\Omega_{0}\right)+\left\langle f, \chi_{\Omega}\right\rangle-G(\Omega),
$$

or

$$
G(\Omega) \geqslant G\left(\Omega_{0}\right)+\left\langle f, \chi_{\Omega}-\chi_{\Omega_{0}}\right\rangle \quad \text { for all } \Omega \in \mathscr{G} .
$$

This implies that $f \in \partial G\left(\Omega_{0}\right)$.
(ii) For $\Omega \in \partial G^{*}\left(f_{0}\right)$ we have

$$
G^{*}(f) \geqslant G^{*}\left(f_{0}\right)+\left\langle f-f_{0}, \chi_{\Omega}\right\rangle
$$

or

$$
\left\langle f_{0}, \chi_{\Omega}\right\rangle \geqslant G^{*}\left(f_{0}\right)+\left\langle f, \chi_{\Omega}\right\rangle-G^{*}(f) \quad \text { for all } f \in \mathscr{S}^{*} .
$$

It follows that

$$
\left\langle f_{0}, \chi_{\Omega}\right\rangle \geqslant G^{*}\left(f_{0}\right)+\sup _{f \in \mathscr{G}^{*}}\left[\left\langle f, \chi_{\Omega}\right\rangle-G^{*}(f)\right] .
$$

That is

$$
\left\langle f_{0}, \chi_{\Omega}\right\rangle \geqslant G^{*}\left(f_{0}\right)+G(\Omega)
$$

Hence, by Young's inequality, we obtain

$$
G(\Omega)+G^{*}\left(f_{0}\right)=\left\langle f_{0}, \chi_{\Omega}\right\rangle .
$$

Conversely, if $G(\Omega)+G^{*}\left(f_{0}\right)=\left\langle f_{0}, \chi_{\Omega}\right\rangle$, then

$$
\left\langle f_{0}, \chi_{\Omega}\right\rangle=G(\Omega)+G^{*}\left(f_{0}\right) \geqslant\left\langle f, \chi_{\Omega}\right\rangle-G^{*}(f)+G^{*}\left(f_{0}\right),
$$

or

$$
G^{*}(f) \geqslant G^{*}\left(f_{0}\right)+\left\langle f-f_{0}, \chi_{\Omega}\right\rangle .
$$

This means that $\Omega \in \partial G^{*}\left(f_{0}\right)$.

## 3. Characterization for the optimality of a set function

We define a function on $\mathbb{B} \times L_{1}(X, \mathbb{G}, m)$ by

$$
\begin{equation*}
L(\Omega ; f)=\left\langle f, \chi_{\Omega}\right\rangle-G^{*}(f) . \tag{3.1}
\end{equation*}
$$

This function $L(\Omega ; f)$ may be called Lagrangian. We would show that $L(\Omega ; f)$ has a saddle-point property. The following theorem is essential in this paper.

Theorem 5. If $\Omega_{0} \in \mathscr{S}$ and $f_{0} \in$ (s) $^{*}$, then the following statements are equivalent.
(i) $\Omega_{0}$ minimizes the problem (1.1) so that $G\left(\Omega_{0}\right)=\inf _{\Omega \in \mathscr{G}} L\left(\Omega ; f_{0}\right)$.
(ii) $\left(\Omega_{0}, f_{0}\right)$ is a saddle point of the Lagrangian $L(\Omega ; f)$, that is,

$$
L\left(\Omega_{0} ; f\right) \leqslant L\left(\Omega_{0} ; f_{0}\right) \leqslant L\left(\Omega ; f_{0}\right)
$$

for all $f \in \mathscr{G}^{*}$ and $\Omega \in \mathcal{S}$. Consequently, $L\left(\Omega_{0} ; f_{0}\right)=G\left(\Omega_{0}\right)$.
Proof. Suppose (i) holds, then, by definition,

$$
\begin{aligned}
L\left(\Omega_{0} ; f_{0}\right) & =\left\langle f_{0}, \chi_{\Omega_{0}}\right\rangle-G^{*}\left(f_{0}\right) \\
& \leqslant \sup _{f \in \mathbb{G}^{*}}\left[\left\langle f, \chi_{\Omega_{0}}\right\rangle-G^{*}(f)\right] \\
& =G\left(\Omega_{0}\right)=\inf _{\Omega \in \mathbb{S}} L\left(\Omega ; f_{0}\right) \leqslant L\left(\Omega ; f_{0}\right) \quad \text { for all } \Omega \in \mathscr{S} .
\end{aligned}
$$

Since $G\left(\Omega_{0}\right)=\inf L\left(\Omega ; f_{0}\right) \leqslant\left\langle f_{0}, \chi_{\Omega_{0}}\right\rangle-G^{*}\left(f_{0}\right)$, we have

$$
G\left(\Omega_{0}\right)+G^{*}\left(f_{0}\right) \leqslant\left\langle f_{0}, \chi_{\Omega_{0}}\right\rangle
$$

Thus, by the Young's inequality, we obtain

$$
G\left(\Omega_{0}\right)+G^{*}\left(f_{0}\right)=\left\langle f_{0}, \chi_{\Omega_{0}}\right\rangle
$$

and, by Proposition 4(ii), we have $\Omega_{0} \in \partial G^{*}\left(f_{0}\right)$. This implies

$$
\left\langle f_{0}, \chi_{\Omega_{0}}\right\rangle-G^{*}\left(f_{0}\right) \geqslant\left\langle f, \chi_{\Omega_{0}}\right\rangle-G^{*}(f) \quad \text { for all } f \in \mathscr{G}^{*}
$$

Therefore, $\left(\Omega_{0}, f_{0}\right)$ is a saddle point of $L(\Omega ; f)$. That is,

$$
L\left(\Omega_{0} ; f_{0}\right) \leqslant L\left(\Omega_{0} ; f_{0}\right) \leqslant L\left(\Omega ; f_{0}\right) \quad \text { for all } \Omega \in \mathscr{B}, f \in \mathscr{S S}^{*}
$$

Conversely, suppose that ( $\Omega_{0}, f_{0}$ ) is a saddle point of the Lagrangian $L$, then

$$
\begin{aligned}
G(\Omega) & =\sup _{f \in \mathbb{B}}\left[\left\langle f, \chi_{\Omega_{0}}\right\rangle-G^{*}(f)\right] \geqslant\left\langle f_{0}, \chi_{\Omega_{0}}\right\rangle-G^{*}\left(f_{0}\right) \\
& =L\left(\Omega ; f_{0}\right) \geqslant L\left(\Omega_{0} ; f_{0}\right) \geqslant L\left(\Omega_{0} ; f\right) \\
& =\left\langle f, \chi_{\Omega_{0}}\right\rangle-G^{*}(f) \text { for all } f \in \text { (F) }
\end{aligned}
$$

Hence $G(\Omega) \geqslant \sup _{f \in G} \cdot\left[\left\langle f, \chi_{\Omega_{0}}\right\rangle-G^{*}(f)\right]=G\left(\Omega_{0}\right)$ holds for all $\Omega \in(\mathcal{B}$. Therefore, $\Omega_{0}$ is the minimal point of (1.1). It remains to show that $G\left(\Omega_{0}\right)=$ $\inf _{\Omega \in \mathscr{B}} L\left(\Omega ; f_{0}\right)$. Since $\left(\Omega_{0}, f_{0}\right)$ is a saddle point,

$$
\inf _{\Omega \in \mathbb{S}} L\left(\Omega ; f_{0}\right) \geqslant L\left(\Omega_{0} ; f_{0}\right) \geqslant \sup _{f \in \mathbb{G}^{*}} L\left(\Omega_{0} ; f\right)=G\left(\Omega_{0}\right)
$$

On the other hand,

$$
G\left(\Omega_{0}\right) \geqslant\left\langle f_{0}, \chi_{\Omega_{0}}\right\rangle-G^{*}\left(f_{0}\right)=L\left(\Omega_{0} ; f_{0}\right) \geqslant \inf _{\Omega \in \mathcal{E}} L\left(\Omega ; f_{0}\right)
$$

It follows that

$$
G\left(\Omega_{0}\right)=\inf _{\Omega \in \mathscr{S}} L\left(\Omega ; f_{0}\right)
$$

Corollary 6. In order that the supremum $\sup _{f \in \mathbb{F}}, L\left(\Omega_{0} ; f\right)=L\left(\Omega_{0} ; f_{0}\right)$ is attained at a point $f_{0} \in \mathscr{S}^{*} \subset L(X, \mathscr{E}, m)$ if and only if $f_{0} \in \partial G\left(\Omega_{0}\right)$.

Proof. Suppose $\sup _{f \in \mathbb{G} *} L\left(\Omega_{0} ; f\right)=L\left(\Omega_{0} ; f_{0}\right)$. Then

$$
\begin{aligned}
G\left(\Omega_{0}\right) & =\sup _{f \in G_{G}^{*}}\left[\left\langle f, \chi_{\Omega_{0}}\right\rangle-G^{*}(f)\right] \\
& =\sup _{f \in G_{G}^{*}} L\left(\Omega_{0} ; f\right)=L\left(\Omega_{0} ; f_{0}\right) \\
& =\left\langle f_{0}, \chi_{\Omega_{0}}\right\rangle-G^{*}\left(f_{0}\right)
\end{aligned}
$$

That is, $G\left(\Omega_{0}\right)+G^{*}\left(f_{0}\right)=\left\langle f_{0}, \chi_{\Omega_{0}}\right\rangle$. Hence by Proposition 4, we see that $f_{0} \in \partial G\left(\Omega_{0}\right)$.

Conversely, if $f_{0} \in \partial G\left(\Omega_{0}\right)$, then, for any $\Omega \in(\mathcal{G}$,

$$
\begin{aligned}
L\left(\Omega_{0} ; f\right) & \leqslant \sup _{f \in \mathfrak{G}^{*}} L\left(\Omega_{0} ; f\right) \\
& =G\left(\Omega_{0}\right) \leqslant G(\Omega)+\left\langle f_{0}, \chi_{\Omega_{0}}-\chi_{\Omega}\right\rangle \\
& =G(\Omega)-\left\langle f_{0}, \chi_{\Omega}\right\rangle+\left\langle f_{0}, \chi_{\Omega_{0}}\right\rangle
\end{aligned}
$$

Hence,

$$
\begin{aligned}
L\left(\Omega_{0} ; f\right) & \leqslant \inf _{\Omega \in \mathscr{S}^{\prime}}\left[G(\Omega)-\left\langle f_{0}, \chi_{\Omega}\right\rangle\right]+\left\langle f_{0}, \chi_{\Omega_{0}}\right\rangle \\
& =-\sup _{f \in \mathscr{G}^{*}}\left[\left\langle f_{0}, \chi_{\Omega}\right\rangle-G(\Omega)\right]+\left\langle f_{0}, \chi_{\Omega_{0}}\right\rangle \\
& =-G^{*}\left(f_{0}\right)+\left\langle f_{0}, \chi_{\Omega_{0}}\right\rangle \\
& =L\left(\Omega_{0} ; f_{0}\right) \quad \text { for all } f \in \Omega^{*} .
\end{aligned}
$$

It follows that

$$
\sup _{f \in \mathfrak{G}^{*}} L\left(\Omega_{0} ; f\right) \leqslant L\left(\Omega_{0} ; f_{0}\right)
$$

And then,

$$
\sup _{f \in \mathfrak{G}}{ }^{*}\left(\Omega_{0} ; f\right)=L\left(\Omega_{0} ; f_{0}\right)
$$

By the above discussion, we could characterize the following equivalent statements for optimization of a set function.

Theorem 7. For $\Omega_{0} \in\left(\Im S\right.$ and $f_{0} \in \mathbb{S B}^{*} \subset L_{1}(X,(\Im, m)$, then the following statements are equivalent:
(i) A point $\Omega_{0} \in$ (G) is the minimal of the problem (1.1), such that $G\left(\Omega_{0}\right)=$ $\inf _{\Omega \in \mathscr{G}} L\left(\Omega ; f_{0}\right)$.
(ii) $\left(\Omega_{0}, f_{0}\right)$ is a saddle point of the Lagrangian $L(\Omega ; f)$, that is

$$
L\left(\Omega_{0} ; f\right) \leqslant L\left(\Omega_{0} ; f_{0}\right) \leqslant L\left(\Omega ; f_{0}\right)
$$

for all $f \in \mathbb{B}^{*}$ and $\Omega \in \mathbb{B}$.
(iii) A subgradient $f_{0} \in \partial G\left(\Omega_{0}\right)$ such that $L\left(\Omega_{0} ; f_{0}\right)=\inf _{\Omega \in \mathfrak{G}} L\left(\Omega ; f_{0}\right)$.

In fact, the equivalence of (i) and (ii) follows from Theorem 5, and the equivalence of (ii) and (iii) follows from Corollary 6. Therefore (i), (ii) and (iii) are equivalent.

## 4. Examples

Let $X$ be an infinite compact subset of $\mathbf{R}^{n}$, $\mathfrak{S S}$ a family of Lebesgue measurable subsets of $X$, and let $m$ be the Lebesgue measure on $\mathbf{R}^{n}$. Then ( $X,(\mathcal{G}, m$ ) is an atomless finite measure space. We consider the following problem.

$$
\underset{\Omega \in \mathfrak{G}}{\operatorname{Minimize}} G(\Omega)=\int_{\Omega} g(x) d m
$$

where $g$ is an integrable function from $\mathbf{R}^{n}$ into $\mathbf{R}$. Then for any $f \in \mathfrak{G}^{*}=$ $L_{1}(X, \mathscr{G}, m)$, the conjugate functional of $G$ is given by

$$
\begin{aligned}
G^{*}(f) & =\sup _{f \in \mathbb{G}^{*}}\left[\left\langle f, \chi_{\Omega}\right\rangle-G(\Omega)\right] \\
& =\int_{\Omega_{1} \cap X}[f(x)-g(x)] d m
\end{aligned}
$$

where

$$
\Omega_{1}=\left\{x \in R^{n} \mid f(x) \geqslant g(x)\right\}
$$

The Lagrangian, defined by equation (3.1), is

$$
\begin{aligned}
L(\Omega ; f) & =\left\langle f, \chi_{\Omega}\right\rangle-G^{*}(f) \\
& =\int_{\Omega} g(x) d m-\int_{\Omega_{1} \cap x}[f(x)-g(x)] d m
\end{aligned}
$$

Then by straightforward calculation, one sees that the equivalent relations of Theorem 7 hold.

## 5. Additional remark

There are a variety of interesting applications of the set function optimization problem. These include applications in fluid flow [1], electrical insulator design [2] and optimal plasma confinement [11].
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