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Abstract

The Redheffer matrix An = (a,y)nxn denned by a,, = 1 when i\j or j = 1 and a,, = 0 otherwise
has many interesting number theoretic properties. In this paper we give fairly precise estimates for its
eigenvalues in punctured discs of small radius centred at 1.

1991 Mathematics subject classification (Amer. Math. Soc): 11M26, 11N37.

1. Introduction

We continue our examination of the non-trivial eigenvalues of Redheffer's matrix An,
the n x n matrix O,;) defined by

I I when i \ j or j = 1,

0 otherwise.

We adopt the notation and terminology introduced in Paragraphs 1 and 2 of part
I (Vaughan [6]). Let Dk(m) denote the number of choices of mu ..., mk with
rri\ .. .mk = m and w, > 2 for each i, let

m = l

and let

= [log2«],
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[2] The eigenvalues of Redheffer's matrix 261

Then we are concerned, for large n, with the N — 2 roots of

L

with \k\ = o(y/n). Numerical calculations (see Barrett and Jarvis [2]) indicate that
they all lie in the open disc & = {X : \k\ < 1}, have a preponderance with 31k > 0,
and that there are roots near the point 1. In this memoir we concentrate on the
neighbourhood of this point.

2. An elementary argument

Put

(2) Qn(z) = -zN

*=1

so that

t=i

Let A.i,. . . , kN denote the zeros of Pn(k), and let u>, = 1/(A.,- - 1). Then

N N

^2 Wi = ~X and ^ w,2 = - F
/=i 1=1

where

(4) X = SL

and

Sdn)

Therefore, by Cauchy's inequality

N

(6) y^|A.,--ir2 ^maxCX2^-1,/).

The value of SL(n) is easily found. When m < n we have m < 2L+l. Thus
DL(m) = 0 unless m = 2L or m = 2t~13 in which case DL{m) = 1 or L respectively.
Thus

(7) SL{n) = 1 or N according as \2N < n < \2N or | 2 W < n < 2W.
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262 R. C. Vaughan [3] 

We need to estimate SL-i(n) from above and below. We have DL_i(m) = 0 when 
m < 2L~l. In the range 2L~X < m < 2 " , the only m with at least L — 1 prime factors 
are 

2L~\ 2L~23, 2L"l32, 2L~25, 2L~43\ 2L~21, 2L~i3.5, 2L, 2L~l3. 

In order of magnitude they are 

1_<JN 39N l^N 9_jN 59W 39W 279W ZjN H9A/ 
4 Z . , G 4 , 2 Z , , l f i Z . , g Z . , 4 Z . , 3 2 Z , , g Z . , l f i Z . 

and then has the corresponding values 

L - 2 ) , L - 1, (i 

L - l , ( L - l ) ( L - 2 ) . 

1, L - l , L - l , i ( L - l ) ( L - 2 ) , L - l , ( L - l ) 2 , i ( L - 1)(L - 2) (L - 3), 

Thus 

(8) > - 1) when « > ^ 2 " , 

(9) S/ . - i (") > i(A^3 + 5N - 12) w h e n r t > § 2 " , 

(10) S t - i (n ) < 2N - 3 when « < ^ 2 " , 

(11) 5 L _ i ( / i ) < |(3Af2 -IN+ 4) w h e n n < | 2 " . 

Finally we require a lower bound for S L _ 2 ( « ) when n < ( 9 / 1 6 ) 2 " and when 
( 3 / 4 ) 2 " < n < ( 2 7 / 3 2 ) 2 " . We have ( 9 / 3 2 ) 2 " = 2 " - 5 3 2 and (27 /64 )2" = 2 " ~ 6 3 3 

so that L \ _ 2 ( ( 9 / 3 2 ) 2 " ) = (Lf) and L \ _ 2 ( ( 2 7 / 6 4 ) 2 " ) = ( L ~ 2 ) . Thus 

(12) SL.2(n) > 3" 2 ) w h e n 5 2 " < « < ±2». 

We also have ( 8 1 / 1 2 8 ) 2 " = 2 " " 7 3 4 . Thus 

(13) SL.2(n) > ~ 3 ) when | 2 " < /1 < | 2 " . 

Suppose that ( 9 / 1 6 ) 2 " < n < ( 3 / 4 ) 2 " . Then, by (4), (7) and (8) we have 

N(N-l) N2 + 4 
2 6 

If instead ( 2 7 / 3 2 ) 2 " < /1 < 2 " , then by (4), (7) and (9) we have 

/V3 + 5 N - 1 2 N2+4 
X > > . 

6N 6 
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[4] The eigenvalues of Redheffer's matrix 263 

Similarly when ( 1 / 2 ) 2 " < n < (9 /16 )2* we have, by (7), (10) and (12) 

y > 2 ( 3 J - ( 2 N - 3 ) Z > 2 N3 + SN 

36 

and when ( 3 / 4 ) 2 " < n < ( 2 7 / 3 2 ) 2 " we have, by (7), (11) and (13) 

2/N-3\ /3N2-7N+4\2 N3 + SN 

4 ) - ( - » > J V \ 4 / \ 27V y 36 

Hence, by (6), it follows that YlLi I*/ ~ 1 1 2
 > ( N 3 + 8A0/36 . Moreover, by Theorem 

2 of I, the dominant eigenvalues k± contribute 0(n~l) to the sum above. Without loss 
of generality we may suppose that X.N and are the dominant eigenvalues. Hence 
we have established the following theorem. 

T H E O R E M 1. The non-trivial eigenvalues ..., of A„ satisfy, for n suffi
ciently large, Y^ll I A.,- - 1|~2 > A^3/36. 

C O R O L L A R Y 1. The matrix A„ has eigenvalues X with 0 < |A — 11 < 6 log 2 / log n. 

3. A combinatorial lemma 

In order to understand better the behaviour of the eigenvalues in the neighbourhood 
of 1 we first require a precise estimate for Sk(n) when k is near L. 

L E M M A 1. Suppose that 1 < k < L. Then 

Tk{n) < Sk(n) < (2k + 1) W O + Tk(n) 

where 

\n<lk-°y<n 

P R O O F . Since Dk(2k~a3") = (*), the left hand inequality is trivial. Thus we may 
concentrate on the one on the right. 

First we consider any m < n for which Dk+l (m) > 0. Here we adopt a procedure 
suggested by Carl Pomerance. In this case the total number of prime factors of m is 
at least k + 1. Given any sequence of k + 1 integers a, > 2 with a t . . . ak+l — m 
we form k sequences of k numbers by taking btj = a, when 1 < i < j < k, 
ha = a j a , + ) when 1 < i < k and b,j = ai+i when 1 < j < i < k. Thus every 
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264 R. C. Vaughan [5]

k + 1-tuple « ! , . . . , ak+x gives rise to at most k different ^-tuples b\j,..., bkj in this
way. On the other hand, whenever we have a &-tuple bu ... ,bk with br > 2 and
b\.. .bk = m, then at least one of the br, say bt, will be composite, so that bt = bnbi2

with bij > 2. Thus bu ... ,bk will certainly arise by the construction described above
from the k + 1-tuple bu ..., fr,_i, bn,bi2, bi+\, ...,bk. Hence

< kDk+l(m) when Dk+l(m) > 0,

and so

(14)

It remains to consider the m for which Dk+\{m) = 0 < Dk{m). Then the total
number of prime factors of m is &, that is m = pi... pk with p, prime. Hence

Dt(7M) = card{(p , , . . . , p t ) : p{... pk < n\.

Let ^ denote the set of composite numbers and let ^ * = {2, 3} U ^'. Further, let
</> denote the bijection which takes the yth member of the set of primes in order of
magnitude to the jth member of "€* in order of magnitude. Then <j)(a) < a and

. . . <j){pk) < pi... pk. Therefore

Dk(m) < card{(ci , . . . , ck) : c, .. .ck < n; c, e <£*).

Dk+, (m)=0

For each ^-tuple C\,... ,ck counted on the right, either Dk+l {cx... ck) > 0 or for each
/ we have c, e {2, 3}. Thus

£ Dk(m)<
Dl+i(m)=

Hence, by (14),

m<n m<n a=0
Dl+i(m)=0 Dt+,(m)>0 2k-ay <n

* (k
Sk(n)<2kSk+l(n)+ J^ L

When 2*"a3fl < (l/2)/i we have 2*+1-°3a < n and (*) = C ^ ) ^ + ! ~ a ) / (^ + 1) <
(*+'). Therefore

t 0<-
a=O \U/ a2*-°3"<«/2

which completes the proof of the lemma.
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[6] The eigenvalues of Redheffer's matrix 265

We now apply the above lemma to Qn{w). As in the lemma, let

(15)
n/2<2*-»3"<n

and define

(16)

Our object is to show that when z is small compared with (logn)"1, the polynomial
F(z) is the dominant part of Qn(z).

By the lemma,

Sk(n) = Tk(n) + 0(2* + l)St+1(n)

where 0 < 0 < 1. Thus, by (2),

L L
\L-k,0 < Qn(\z\) - F(\z\) = ^ |z|L-*(5,(«) - 7i(/i)) < J ] |z|L-*(2A;

*=i *=i

^ | L - * 5 , ( n ) = 3L|z| (iz^ - Iz^"1^^) + Qn{\z\))
k=2

<3L\z\Qn(\z\),

provided that |z|2 < n — 1. The following lemma is now immediate.

LEMMA 2. Suppose that 3L\z\ < 1 a«J \z\ < (n - 1)2. 77ie/j

IGi-(z) - F{z)\ < Qn(\z\) - F(\z\) <

4. The dominant terms in F

For convenience we define

(17) a = log 2/ log (3/2) = 1.709511.

and suppose that ft is a real number with

(18) 0 < p1 < a.
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Let Jtf be the set of j such that

(19) [aj + /8] - [/8] > aj,

that is, such that

[7]

(20) > 1 - {ay}.

Suppose ft # T. Since a e K\Q the set J f is not empty. Let y0 e Jf. Then
the number y0 defined by y0 = ([aj0 + j8] — [y8])/_/0 satisfies y0 > a. Moreover if
([ay + y3] - [/3])/y > y0, then {$} - {aj + /?} > y(]/0 - a). Thus there are only a
finite number of j such that ([ay + f$] — [j6])/y > y0. Hence we can define y{fi) by
y(P) = naxjdaj + 0] - [0])/J- By (19), we have, for j e Jg>, [aj + 0] - [0] =
1 + [ay]. Thus

(21) = max
[aj]

: y € N, {/5} > 1 - {ay} #0 ,1 ) .

When ^ e Z w e define

(22)

In either case we have

(23)

By (21) and (22)
particular,

by

y(fi)=a 08=0,1).

Yifi) =

is a periodic function of /? with period 1 which satisfies, in

when 2 - a < {£},

when 7 - 4 a < {£} < 2 - a,

when 12 - 7a < {/3} < 7 - 4a.

when 53 - 31a < {£} < 12 - 7a.

when 359 - 210a < {£} < 53 - 31a.

when 665 - 389a < {£} < 359 - 210a.

7 .
4 "
12
7
53
31
359
210
665
389

= 1.
= 1

= 1

=

=

75
.71428.

.70967.

1.70952

1.70951

By (15),

(24)

where

Tk(n) =
ak -

= [log(«2-*)/log(3/2)]
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and 8 — 0 or 1 according as {log(«2~*)/log(3/2)} > 1 — a or otherwise. Let

(25) & = log(«2-i)/log(3/2)

and define

(26) Yn = Yifin).

Then

(27) ak = [a(L - k) + pn].

Now define

(28) G(z) =

Then

\F(z)-G(z)\<\z\N -

4z>

' A ]

We observe that if the term j = 0 occurs in the above sum, then ySn > 1 and so
[aj + f$n] — 1 > [ay] > j for each j > 0. Otherwise the first term is the term j = 1,
and we have [a + f}n] > 1, so that ([a + fin] — 1)! > 1. Moreover, then for j > 2 we
have [aj + #,] - 1 > [a(y - 1)] > j . Thus

\F(z) - G(z)\ < \z\N + LlM~l expdzIL^).

The next lemma is now an easy consequnece.

LEMMA 3. Suppose that L\z\ < 1. Then

\F(z) - G(z)\ < 2L[M~l exp(|z|L»).
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By

(29)

(27) and (28) we have

(

5.

GO

R. C. Vaughan

The zero-free annulus

4—£ \ f a ]' + Pn ])

[9]

We also have [/*„]! = 1. Hence

G(z) -

< L[W(exp(|z|Z/") - 1).

Hence, by Lemmas 2 and 3, when 3L|z| < 1 and \z\ < (n — 1)5 we have

The next theorem is an immediate consequence.

THEOREM 2. There is a positive number c such that for each natural number n each
non-trivial eigenvalue X. of An satisfies

\k-\\ >c(lOg/I)"*,

where yn is defined byQX), (22), (25) and (26).

Thus we have the peculiar phenomenon that when, for example,

(ir 3
< 2

our bound for the eigenvalues is appreciably smaller than when

/ 3 V
1 < «2- [ l o g 2 n l < I - 1

We shall see below that this bound is usually close to best possible.
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6. Non-trivial eigenvalues close to 1

There is apparently a connection between the non-trivial eigenvalues of An and
the irrationality measure for a. That a is irrational is completely trivial, of course,
and its transcendence follows from the Gelfond-Schneider theorem since otherwise
(3/2)a would be transcendental. Before proceeding we state the following irrationality
measure fora.

LEMMA 4. There are positive numbers A and B such that for each integer a and
natural number q we have \a —a/q\ > Bq~A.

This is immediate from Feldman's theorem, Feldman [3, 4]. See Baker [1], The-
orem 3.1. Any number greater than 2 might well suffice for A in the lemma at least
for all sufficiently large q and certainly A cannot be any smaller than 2, but currently
available methods will only give something appreciably larger. Since a is equivalent
to (log 3)/(log 2) there would be some interest in having relatively small values for
A. Methods of Galochkin [5], based on the use of G-functions, would seem to be the
most appropriate, but the author has been unable to find any explicit values for A in
the literature.

Our next theorem shows that Theorem 2 is essentially best possible for the large
majority of matrices An.

THEOREM 3. Let fin be given by (25) and yn by (21), (22) and (26), and A by
Lemma 4. Then there are positive numbers cx and c2 such that for each sufficiently
large n with

(30) {#,} > c, (logloglogn/loglog«)1/(2A)

the matrix An has eigenvalues kfor which

We remark that, by (25), the condition (30) is satisfied by almost all n, and the
number E(X) of n not exceeding X for which (30) is false satisfies

E(X) « X (loglogZ/logloglogZ)-1/2A .

We need to modify the argument of the previous section so as to show that on a disk
somewhat larger than the annulus there our polynomial is dominated by a non-constant
term. To this end we first need to examine yn. Let

(31) 8 = c{f}n}\
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where c = \{2 + 3B"1/(/l"1)) and A and B are as in Lemma 4, and let

(32) {2 = <r1+'/\

Then{#,} > 28Q+3/(BQ)x/(A-l). Choose natural numbers a and q so that (a, 9) = 1,
\a -a/q\ < q~xQ"x and q < Q. Then, by Lemma 4 we have q > (BQ)1/^-1* and
so {f)n} > 28Q + 3/q. Now choose the integer b so that

i { / u + i

Then 0 < b < q. Finally choose j so that 1 < j < q and aj == ft (mod q). Then
y < ?, \/q < {aj/?} < 1 - \/q and |{ay} - {ay/9}| < \/q. Thus 1 - {ft} < {a/} <
l - 2 5 e , a n d s o [ a i + A ] - [ ^ ] = l + [ay]. Hence (l + [ay])/y = a + (l - {
a + 2&Q/J > a + 26. This shows that

(33) yn>a + 2S.

We now advert to our polynomial Qn. We suppose henceforward that

(34) \z\ < 1/(3L).

Then, by Lemmas 2 and 3 we have

2/lA.i-' 3Llzl
(35) |Gn(z) - G(z)| < _—_^exp(|z|L>'») + t g(UD-

Let

(36) J = 8~l.

Then by (31) and (32) we have

(37) Q<J.

Let

where the sum is over those j in the range 0 < j < L — 1 for which [aj + jln ] - [fin ] >
y (a + 6). We note that, in particular, the term j = 0 is included in the sum. When
j > J we have

= a -\ : < a + 8,
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so that j < J for each included term. Thus, by (29), we have

(38) |G(z) - G*(z)| < LlM\z\La+sexp(\z\La+s).

By (36), (31) and the hypothesis of the theorem we have / <£. logL/loglogL.
Hence for j < J we have

Let

J S 7 W
where the summation conditions are as for G*. Then

(41) |G*(z) - G"(z)| « L[M~Li exp(|z|L»).

Now we isolate the terms in G** for which ([ay + /}„] — [j6n])/y is maximal, that is,
takes on the value yn. We define, for j > 0, Fj = ([aj + f}n~\ — [($„])/j. Suppose
j and k are both positive, satisfy the summation conditions and Fy ^ Tk. Then
since F7 and Vk are rational numbers with denominators j and /: respectively we have
| F ; - r t | > l/jk >82. Let

where now the sum is over those j for which [ay + fin] — [fin] = jyn. Again we
observe that the term y = 0 is included in the sum. Thus, by (40), we have

(42) | G " ( z ) - / / ( z ) | <

Let y'o denote the largest j with F, = yn, so that, in particular,

(43) j0 < 1/8,

and put

(44) I(z) = zj

Now suppose that

(45) \z\ =
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We observe, by (31) and our hypothesis, that (45) certainly implies (34). Moreover
the ratio p = \H{z) - /(z) | / | /(z) | satisfies

J<jo

< \ |T|j-jo/-y»0'-7o:

For each term in the sum we have ([ay + fa]- [fa])/j = ([ay'o + fa] ~ [fa])/jo = Yn,
so that [ay0 + fa] — [aj + fa] = (jo — y)yn. Thus the sum is bounded by

Y^ fa)Mio~j)

i<io

Hence

(46) \H(z)-I(z)\<\\I(z)\.

We now show that / dominates the polynomial Qn on the circle (45). We have
2;o > 1 + y'o and 4 > aa. Thus 16;o > (ay0 + a)a and so, by (44) and (45),

(47) \I(z)\ > L[H

By (30), (31) and (45) we have \z\L^s2 « (loglogn)2-c2c". Thus we need only
impose the condition

(48) d = 2c~1M

in order to ensure from (42) and (47) that

(49) |G**(z)- / / (z) |<± | / (z) |

and from (33), (38) and (47) that

(50) |G(z ) -G*(z) |< f | / ( z ) | .

By (45) we have |z|Z/« « 8~2. Thus, by (30) and (31),

(51) \z\Ly" «C log log n/log log log n.

Hence, by (41) and (47),

(52) |G*(z) - G ^

By (46), (49), (50) and (52) we have |G(z)| < 2|/(z)|, and hence, by (30), (31), (35),
(45), (47) and (51) we have
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[14] The eigenvalues of Redheffer's matrix 273

Hence by (46), (49), (50) and (52) we have

on the circle (45). Since Qn and / are analytic in and on the corresponding disc we
may appeal to Rouche's theorem, and conclude that / and Qn = Qn — I + I have
the same number of zeros in the interior of the disc. Since / has j0 > 0 such zeros
Theorem 3 now follows easily from (31), (43), (45) and (48).
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