# BEST CONSTANTS FOR TENSOR PRODUCTS OF BERNSTEIN, SZÁSZ AND BASKAKOV OPERATORS 

Jesús de la Cal and Ana M. Valle

We consider tensor product operators and discuss their best constants in preservation inequalities concerning the usual moduli of continuity. In a previous paper, we obtained lower and upper bounds on such constants, under fairly general assumptions on the operators. Here, we concentrate on the $l_{\infty}$-modulus of continuity and three celebrated families of operators. For the tensor product of $k$ identical copies of the Bernstein operator $B_{n}$, we show that the best uniform constant coincides with the dimension $k$, when $k \geqslant 3$, while, in case $k=2$, it lies in the interval [ $2,5 / 2$ ] but depends upon $n$. Similar results also hold when $B_{n}$ is replaced by a univariate Szász or Baskakov operator. The three proofs follow the same pattern, a crucial ingredient being some special properties of the probability distributions involved in the mentioned operators, namely: the binomial, Poisson, and negative binomial distributions.

## 1. Introduction and main results

The preservation of global smoothness by positive linear operators and the best constants involved have been actively investigated by several authors during the last few years. We refer, for instance, to $[\mathbf{1}, \mathbf{2}, \mathbf{3}, \mathbf{4}, \mathbf{5}, \mathbf{6}, \mathbf{7}, 8,9]$ and the references therein, where different approaches can be found. In particular, when dealing with operators of probabilistic type (also called Bernstein type operators), the approach in [1, 2, 6, 7, 9] based on representations of the operators in terms of suitable stochastic processes has shown to be adequate and fruitful.

Following this spirit, we have given in [7] a systematic account of general results for tensor products of Bernstein type operators including explicit formulae for the best constants in terms of the underlying stochastic processes, as well as numerical lower and upper bounds when the operators fulfill appropriate conditions. Among other things, we showed the following:

Let $L$ be a Bernstein-type operator over the interval $I$ (either $[0,1]$ or $[0, \infty)$ ) allowing for a representation of the form

$$
\begin{equation*}
L f(x):=E f(Z(x)), \quad x \in I, f \in \mathcal{L}, \tag{1}
\end{equation*}
$$

[^0]where (here and hereafter) $E$ denotes mathematical expectation, $Z:=\{Z(x): x \in$ $I\}$ is an integrable $I$-valued stochastic process, starting at 0 and having stationary increments, and $\mathcal{L}$ stands for the domain of $L$, that is, the set of all real valued functions on $I$ for which the right-hand side in (1) makes sense. Denote by $L^{\langle k\rangle}:=L \otimes \cdots \otimes L$ the tensor product of $k$ copies of $L$, that is, the $k$-dimensional operator given by
$$
L^{(k\rangle} f(\mathbf{x}):=E f\left(Z_{1}\left(x_{1}\right), \ldots, Z_{k}\left(x_{k}\right)\right), \quad \mathbf{x}:=\left(x_{1}, \ldots, x_{k}\right) \in I^{k}, f \in \mathcal{L}^{(k\rangle}
$$
where $Z_{i}:=\left\{Z_{i}(x): x \in I\right\}(i=1, \ldots, k)$ are $k$ stochastically independent copies of $Z$ defined on the same probability space. If $C^{(k)}(\delta)$ is the best positive constant (not depending upon $f$ ) such that
$$
\omega\left(L^{\langle k\rangle} f ; \delta\right) \leqslant C^{\langle k\rangle}(\delta) \omega(f ; \delta), \quad f \in \mathcal{L}^{\langle k\rangle}, \delta \in I-\{0\}
$$
where $\omega(f ; \cdot)$ stands for the usual modulus of continuity of $f$ with respect to the $l_{\infty}$ norm on $\mathbb{R}^{k}$, then
\[

$$
\begin{equation*}
C^{\langle k\rangle}(\delta)=E\left\lceil\frac{\max \left(Z_{1}(\delta), \ldots, Z_{k}(\delta)\right)}{\delta}\right\rceil \tag{2}
\end{equation*}
$$

\]

where

$$
\lceil a\rceil:=\text { the smallest integer not less than } a \text {. }
$$

Moreover, under the additional assumptions:
(a) $E Z(x)=x(x \in I)$, and
(b) $\lim _{x \not 0} P(Z(x)=0)=1$,
we have

$$
\begin{equation*}
k=\lim _{\delta \downarrow 0} C^{(k)}(\delta) \leqslant \sup _{\delta \in I-\{0\}} C^{(k)}(\delta) \leqslant k+1 \tag{3}
\end{equation*}
$$

The preceding results apply to many operators usually considered in approximation theory. However, the theoretical computation of the best uniform constant $\sup C^{(k\rangle}(\delta)$, or the sharpening of (3), requires specific techniques adapted to the $\delta \in I-\{0\}$ particular case under consideration.

In the present paper, we focus our attention on three of the most celebrated families of operators (Bernstein, Szász, and Baskakov operators), and establish some striking facts relating the dimension with the corresponding best uniform constants.

The next section contains the statements of the main results. The proofs are given in Section 4, and they are based on two main ingredients: on the one hand, the general
relations (2) and (3) above; on the other hand, some special properties of the probability distributions involved in the mentioned operators (namely: the binomial, Poisson, and negative binomial distributions) leading to the auxiliary results collected in Section 3. Since the three proofs follow the same pattern, we only give complete details in the case of the Bernstein operator. Finally, some concluding remarks close the paper.

## 2. Main results

Bernstein operators. The $n$th Bernstein operator $B_{n}$ over the interval $[0,1]$ is given by

$$
B_{n} f(x):=\sum_{j=0}^{n} f(j / n) p_{n, j}(x)=E f\left(\frac{1}{n} \sum_{i=1}^{n} 1_{\left(U_{i} \leqslant x\right)}\right)
$$

where the $p_{n, j}(x)$ are the weights of the binomial distribution with parameters $n, x$, that is,

$$
\begin{equation*}
p_{n, j}(x):=\binom{n}{j} x^{j}(1-x)^{n-j} \tag{4}
\end{equation*}
$$

and $U_{1}, U_{2}, \ldots$, are independent and uniformly distributed random variables on the interval $[0,1]$. Since $B_{n}$ depends on the parameter $n$, we shall denote by $C_{n}^{(k)}(\delta)$ the best constant for the tensor product $B_{n}^{\langle k\rangle}$ of $k$ copies of $B_{n}$ (the same convention will be used in the other cases considered below). It is known [2, 3] that, for $k=1$ and all $n \geqslant 1$,

$$
\sup _{0<\delta \leqslant 1} C_{n}^{(1)}(\delta)=2
$$

In this paper, we show the following.
Theorem 1. In the case of Bernstein operators, we have for all $n \geqslant 1$ :
(a) If $k \geqslant 3$, then $\sup _{0<\delta \leqslant 1} C_{n}^{(k\rangle}(\delta)=\lim _{\delta \downarrow 0} C_{n}^{\langle k\rangle}(\delta)=k$.
(b) If $k=2$, then $2=\lim _{\delta \downarrow 0} C_{n}^{(2)}(\delta) \leqslant \sup _{0<\delta \leqslant 1} C_{n}^{(2)}(\delta) \leqslant 5 / 2$.

Remark 1. Unlike the cases $k=1$ and $k \geqslant 3, \sup _{0<\delta \leqslant 1} C_{n}^{(2)}(\delta)$ does depend upon $n$ (see Section 5 below). It should also be noticed that, for tensor products of different Bernstein operators, the statement analogous to Theorem 1(a) fails to be true (see [7]). Szász-Mirakyan operators. For $t>0$, the Szász operator $S_{t}$ over $[0, \infty)$ is defined by

$$
S_{t} f(x):=\sum_{k=0}^{\infty} f(k / t) \pi_{t, j}(x)=E f\left(\frac{N(t x)}{t}\right)
$$

where the $\pi_{t, j}(x)$ are the weights of the Poisson distribution with parameter $t x$

$$
\begin{equation*}
\pi_{t, j}(x):=e^{-t x} \frac{(t x)^{j}}{j!} \tag{5}
\end{equation*}
$$

and $\{N(u): u \geqslant 0\}$ is a standard Poisson process. In [9], it is shown that, for all $t>0$,

$$
\sup _{\delta>0} C_{t}^{(1)}(\delta)=2-e^{-1}
$$

In the present paper, we prove the following.
Theorem 2. In the case of Szász operators, we have for all $t>0$ :
(a) If $k \geqslant 3$, then $\sup _{\delta>0} C_{t}^{(k)}(\delta)=\lim _{\delta \downarrow 0} C_{t}^{\langle k\rangle}(\delta)=k$.
(b) If $k=2$, then $2=\lim _{\delta \downarrow 0} C_{t}^{(2)}(\delta) \leqslant \sup _{\delta>0} C_{t}^{(2)}(\delta) \leqslant 5 / 2$.

Remark 2. The best uniform constant $\sup _{\delta>0} C_{t}^{(k)}(\delta)$ is independent of $t>0$ (for each $k \geqslant 1$ ), as readily follows from the application of (2) to the situation at hand. In Section 5 , we state a conjecture about the exact value of such a constant, in the case $k=2$.

Baskakov operators. For $t>0$, the Baskakov operator $H_{t}$ over $[0, \infty)$ is defined by

$$
H_{t} f(x):=\sum_{k=0}^{\infty} f(k / t) b_{t, j}(x)=E\left(\frac{N\left(x U_{t}\right)}{t}\right)
$$

where the $b_{t, j}(x)$ are the weights of the negative binomial distribution with parameters $t, x$, that is,

$$
\begin{equation*}
b_{t, j}(x):=\binom{t+j-1}{j} \frac{x^{j}}{(1+x)^{t+j}} \tag{6}
\end{equation*}
$$

$\{N(u): u \geqslant 0\}$ is a standard Poisson process, and $U_{t}$ is a random variable having the gamma distribution with parameters $t, 1$, and independent of the Poisson process. It was shown in [2] that

$$
\sup _{t>0} \sup _{\delta>0} C_{t}^{(1)}(\delta)=2
$$

Our last main result in the present paper is stated as follows.
Theorem 3. In the case of Baskakov operators, we have for all $t>0$ and $k \geqslant 2$

$$
\sup _{\delta>0} C_{t}^{(k)}(\delta) \leqslant k+1-\alpha_{t, k},
$$

where

$$
\alpha_{t, k}:=\min \left\{1, \frac{\binom{k}{2} t}{t k+1}\right\} .
$$

Combining (3) with the preceding theorem, we obtain the following.

Corollary. In the setting of Theorem 3, we have:
(a) $2=\lim _{\delta \downarrow 0} C_{t}^{(2)}(\delta) \leqslant \sup _{\delta>0} C_{t}^{(2)}(\delta) \leqslant 3-(t /(2 t+1))$.
(b) $3=\lim _{\delta+0} C_{t}^{(3)}(\delta) \leqslant \sup _{\delta>0} C_{t}^{(3)}(\delta) \leqslant 4-(3 t /(3 t+1))$.
(c) For $k \geqslant 4$ and $t \geqslant 2 / k(k-3), \sup _{\delta>0} C_{t}^{(k)}(\delta)=\lim _{\delta+0} C_{t}^{(k)}(\delta)=k$.

## 3. Auxiliary results

In this section, we collect the auxiliary results to be used in the proofs of Theorems 1-3. They all are concerned with the expected maximum of a finite set of independent identically distributed random variables.

We shall use the following notation: $Y_{1}(x), \ldots, Y_{k}(x)(k \geqslant 2)$ are independent random variables taking values in the set of nonnegative integers, and having the same probability distribution depending on the parameter $x \in I$ ( $=$ either the interval $(0,1]$ or the interval $(0, \infty))$. We also set

$$
\begin{aligned}
Y(x) & :=\max \left\{Y_{i}(x): i=1, \ldots, k\right\}, \\
Y_{i}^{*}(x) & :=\max \left\{Y_{j}(x): j \neq i\right\}, \quad i=1, \ldots, k, \\
Y_{i, j}^{*}(x) & :=\left\{\begin{array}{ll}
\max \left\{Y_{l}(x): l \neq i, j\right\} & \text { if } k \geqslant 3 \\
0 & \text { if } k=2,
\end{array} \quad 1 \leqslant i<j \leqslant k .\right.
\end{aligned}
$$

Our first lemma is an easy exercise in probability theory. However, for the sake of completeness, we include the details of the proof.

Lemma 1. We have, for all $x \in I$,

$$
E Y(x)=\sum_{l=0}^{\infty}\left[1-P^{k}\left(Y_{1}(x) \leqslant l\right)\right] .
$$

Proof: We have,

$$
\begin{aligned}
E Y(x) & =\sum_{l=1}^{\infty} l P(Y(x)=l)=\sum_{l=1}^{\infty} P(Y(x) \geqslant l) \\
& =\sum_{l=0}^{\infty}(1-P(Y(x) \leqslant l))=\sum_{l=0}^{\infty}\left[1-P^{k}\left(Y_{1}(x) \leqslant l\right)\right]
\end{aligned}
$$

In Lemmas 2-4 below, the common distribution of the random variables $Y_{i}(x)$ is completely specified.

Lemma 2. Let $n \geqslant 1$ and $k \geqslant 2$ be fixed integers, and assume that the common distribution of the random variables $Y_{i}(x)$ is the binomial distribution with parameters $n$ and $x \in(0,1]$, that is,

$$
P\left(Y_{i}(x)=j\right)=p_{n, j}(x), \quad j=0, \ldots, n
$$

where $p_{n, j}(x)$ is given in (4). If $\alpha_{k}$ is either $1 / 2$ or 1 , according to $k=2$ or $k \geqslant 3$, then the function

$$
h(x):=1-\alpha_{k}(1-x)^{n k}+\frac{E Y(x)}{n x}, \quad x \in(0,1]
$$

is nonincreasing, and

$$
\begin{equation*}
\sup _{0<x \leqslant 1} h(x)=\lim _{x \not 0} h(x)=k+1-\alpha_{k} . \tag{7}
\end{equation*}
$$

Proof: The nonincreasing character of $h(\cdot)$ will be established by showing that this function has a nonpositive derivative. For $x \in(0,1]$, it is clear that

$$
\begin{equation*}
n x^{2} \frac{d}{d x} h(x)=\alpha_{k} k n^{2} x^{2}(1-x)^{n k-1}+x \frac{d}{d x} E Y(x)-E Y(x) \tag{8}
\end{equation*}
$$

Since $\alpha_{k} k \leqslant\binom{ k}{2}$, we have

$$
\begin{align*}
\alpha_{k} k n^{2} x^{2}(1-x)^{n k-1} & \leqslant \alpha_{k} k n^{2} x^{2}(1-x)^{n k-2} \\
& \leqslant\binom{ k}{2}\left[p_{n, 1}(x)\right]^{2}\left[p_{n, 0}(x)\right]^{k-2}  \tag{9}\\
& =\sum_{1 \leqslant i<j \leqslant k} P\left(Y_{i}(x)=1\right) P\left(Y_{j}(x)=1\right) P\left(Y_{i, j}^{*}(x)=0\right)
\end{align*}
$$

On the other hand, by Lemma 1 and the fact that

$$
\begin{equation*}
x \frac{d}{d x} p_{n, j}(x)=j p_{n, j}(x)-(j+1) p_{n, j+1}(x), \quad j=0,1,2, \ldots \tag{10}
\end{equation*}
$$

we can write

$$
\begin{align*}
x \frac{d}{d x} E Y(x) & =-\sum_{l=0}^{n-1} k P^{k-1}\left(Y_{1}(x) \leqslant l\right) x \frac{d}{d x} P\left(Y_{1}(x) \leqslant l\right) \\
& =-\sum_{l=0}^{n-1} k P^{k-1}\left(Y_{1}(x) \leqslant l\right)\left\{\sum_{j=0}^{l}\left[j p_{n, j}(x)-(j+1) p_{n, j+1}(x)\right]\right\}  \tag{11}\\
& =\sum_{l=0}^{n-1} k P^{k-1}\left(Y_{1}(x) \leqslant l\right)(l+1) P\left(Y_{1}(x)=l+1\right) \\
& =\sum_{l=0}^{n-1}(l+1)\left\{\sum_{i=1}^{k} P\left(Y_{i}^{*}(x) \leqslant l\right) P\left(Y_{i}(x)=l+1\right)\right\}
\end{align*}
$$

For each $l=0,1, \ldots$, the $k+\binom{k}{2}$ events

$$
\begin{aligned}
\left\{Y_{i}(x)=l+1\right\} \cap\left\{Y_{i}^{*}(x) \leqslant l\right\}, & 1 \leqslant i \leqslant k \\
\left\{Y_{i}(x)=l+1\right\} \cap\left\{Y_{j}(x)=l+1\right\} \cap\left\{Y_{i, j}^{*}(x) \leqslant l\right\}, & 1 \leqslant i<j \leqslant k
\end{aligned}
$$

are pairwise disjoint, and they all are included in the event $\{Y(x)=l+1\}$. Therefore, we obtain from (9) and (11)

$$
\begin{aligned}
\alpha_{k} k n^{2} x^{2}(1-x)^{n k-1}+x \frac{d}{d x} E Y(x) & \leqslant \sum_{l=0}^{n-1}(l+1) P(Y(x)=l+1) \\
& =E Y(x)
\end{aligned}
$$

which, by ( 8 ), implies $\frac{d}{d x} h(x) \leqslant 0$.
Finally, from l'Hôpital's rule and the above calculations, we have

$$
\begin{aligned}
\lim _{x \downarrow 0} \frac{E Y(x)}{n x} & =\lim _{x \downarrow 0} k \sum_{l=0}^{n-1} P^{k-1}\left(Y_{1}(x) \leqslant l\right)\binom{n-1}{l} x^{l}(1-x)^{n-l-1} \\
& =k
\end{aligned}
$$

showing (7), and completing the proof of Lemma 2.
It is immediately checked that (10) remains true when the functions $p_{n, j}(\cdot)$ are replaced by the functions $\pi_{t, j}(\cdot)$ given in (5) (respectively, the functions $b_{t, j}(\cdot)$ given in (6)), for all $t, x>0$. Using this fact, the proof of Lemma 3 (respectively, Lemma 4) follows exactly the same pattern as the proof of Lemma 2, and we therefore omit the details.

Lemma 3. Let $t>0, k \geqslant 2$, and assume that the common distribution of the random variables $Y_{i}(x)$ is the Poisson distribution with parameter tx $(x \in(0, \infty))$, that is,

$$
P\left(Y_{i}(x)=j\right)=\pi_{t, j}(x), \quad j=0,1, \ldots,
$$

where $\pi_{t, j}(x)$ is given in (5). If $\alpha_{k}$ is the same as in Lemma 2, then the function

$$
h(x):=1-\alpha_{k} e^{-t k x}+\frac{E Y(x)}{t x}, \quad x \in(0, \infty)
$$

is nonincreasing, and

$$
\sup _{x>0} h(x)=\lim _{x \downarrow 0} h(x)=k+1-\alpha_{k} .
$$

Lemma 4. Let $t>0, k \geqslant 2$, and assume that the common distribution of the random variables $Y_{i}(x)$ is the negative binomal distribution with parameters $t$ and $x \in(0, \infty)$, that is,

$$
P\left(Y_{i}(x)=j\right)=b_{t, j}(x), \quad j=0,1, \ldots
$$

where $b_{t, j}(x)$ is given in (6). If $\alpha_{t, k}$ is the same as in the statement of Theorem 3, then the function

$$
h(x):=1-\alpha_{t, k}(1+x)^{-(t k+1)}+\frac{E Y(x)}{t x}, \quad x \in(0, \infty)
$$

is nonincreasing, and

$$
\sup _{x>0} h(x)=\lim _{x \downarrow 0} h(x)=k+1-\alpha_{t, k} .
$$

## 4. Proofs of Theorems 1-3

4.1 Proof of Theorem 1. Let $n \geqslant 1$ and $k \geqslant 2$. Since (3) holds true when $I$ and $C^{(k)}(\delta)$ are replaced by $[0,1]$ and $C_{n}^{(k\rangle}(\delta)$, respectively, we only need to show that

$$
\sup _{\delta \in(0,1]} C_{n}^{(k)}(\delta) \leqslant k+1-\alpha_{k}
$$

where $\alpha_{k}$ is the same as in Lemma 2.
The application of formula (2) to the situation at hand yields

$$
C_{n}^{\langle k\rangle}(\delta)=E\left\lceil\frac{Y(\delta)}{n \delta}\right\rceil, \quad \delta \in(0,1]
$$

where $Y(\cdot)$ is the same as in Lemma 2.
Using the inequality $E\lceil U\rceil \leqslant P(U>0)+E U$, (which holds for every nonnegative random variable $U$ ), and the fact that $\alpha_{k} \leqslant 1$, we therefore have, for every $\delta \in(0,1]$,

$$
\begin{aligned}
C_{n}^{(k)}(\delta) & \leqslant 1-P(Y(\delta)=0)+\frac{E Y(\delta)}{n \delta} \\
& \leqslant 1-\alpha_{k}(1-\delta)^{n k}+\frac{E Y(\delta)}{n \delta} \\
& =h(\delta)
\end{aligned}
$$

where $h(\cdot)$ is defined as in the statement of Lemma 2. The conclusion follows from this lemma.
4.2 Proofs of Theorems 2 and 3: In the setting of Theorem 2 (respectively, Theorem 3), formula (2) gives

$$
C_{t}^{(k)}(\delta)=E\left\lceil\frac{Y(\delta)}{t \delta}\right\rceil, \quad t, \delta>0
$$

where $Y(\cdot)$ is the same as in Lemma 3 (respectively, Lemma 4). The same argument as above yields the corresponding conclusions.

## 5. Concluding remarks

5.1 Bernstein Operators. In the two-dimensional case, we have

$$
C_{n}^{\langle 2\rangle}(\delta)=\sum_{j=1}^{n}\left\lceil\frac{j}{n \delta}\right\rceil\left\{\left(\sum_{i=0}^{j} p_{n, i}(\delta)\right)^{2}-\left(\sum_{i=0}^{j-1} p_{n, i}(\delta)\right)^{2}\right\}, \quad 0<\delta \leqslant 1
$$

Therefore,

$$
\sup _{0<\delta \leqslant 1} C_{1}^{(2)}(\delta) \leqslant \sup _{0<\delta \leqslant 1}\left(1+\frac{1}{\delta}\right)\left(1-(1-\delta)^{2}\right)=\frac{9}{4}
$$

and

$$
\sup _{0<\delta \leqslant 1} C_{2}^{(2)}(\delta) \geqslant \lim _{\delta \uparrow 1 / 2} C_{2}^{\langle 2\rangle}(\delta)=\frac{37}{16}
$$

(It can be checked that the preceding inequalities are actually equalities.) Thus, the best uniform constant $C_{n}^{(2)}:=\sup _{0<\delta \leqslant 1} C_{n}^{(2)}(\delta)$ depends upon $n$, as it was noticed in Remark 1.

It should also be remarked that, by managing on a computer the functions $C_{n}^{\langle 2\rangle}(\cdot)$, one can get empirical evidence supporting the following two conjectures:

Conjecture 1. The sequence $\left\{C_{n}^{(2)}: n \geqslant 1\right\}$ is nondecreasing.
Conjecture 2. For each $n \geqslant 2, C_{n}^{(2)}$ equals

$$
\lim _{\delta \uparrow 1 / n} C_{n}^{(2)}(\delta)=1-\left(1-\frac{1}{n}\right)^{2 n}+\sum_{j=0}^{n-1}\left[1-\left(\sum_{i=0}^{j}\binom{n}{i} \frac{(n-1)^{n-i}}{n^{n}}\right)^{2}\right]
$$

However, we have been unable so far to find a theoretical proof for such assertions. Thus, they will remain here as open problems. Observe that, if both conjectures are true, then

$$
\begin{equation*}
\sup _{n \geqslant 1} C_{n}^{(2)}=1-e^{-2}+\sum_{j=0}^{\infty}\left[1-e^{-2}\left(\sum_{i=0}^{j} \frac{1}{i!}\right)^{2}\right]=2.3884 \ldots \tag{12}
\end{equation*}
$$

5.2 Szász Operators. Let $Y(\delta)$ be the random variable in Lemma 3 corresponding to $t=1$ and $k=2$. Then, for the two-dimensional Szász operator $S_{1} \otimes S_{1}$, we have

$$
\begin{aligned}
\lim _{\delta \uparrow 1} C_{1}^{(2)}(\delta) & =\lim _{\delta \uparrow 1} E\left[\frac{Y(\delta)}{\delta}\right]=\sum_{l=1}^{\infty}(l+1) P(Y(1)=l) \\
& =1-e^{-2}+\sum_{l=0}^{\infty}\left[1-e^{-2}\left(\sum_{j=0}^{l} \frac{1}{j!}\right)^{2}\right] .
\end{aligned}
$$

Observe that this value coincides with the right-hand side in (12). Recalling Remark 2, we state the following.

Conjecture 3. In the case of Szász operators, we have for all $t>0$

$$
\sup _{\delta>0} C_{t}^{(2)}(\delta)=\sup _{\delta>0} C_{1}^{(2)}(\delta)=\lim _{\delta \uparrow 1} C_{1}^{(2)}(\delta)
$$
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