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AN INTERMEDIATE VALUE PROPERTY FOR 
OPERATORS WITH APPLICATIONS TO 

INTEGRAL AND DIFFERENTIAL EQUATIONS 

J. S. MULDOWNEY AND D. WILLETT 

1. Introduction. It is well known that a real valued continuous function/ 
on a closed interval 5 assumes every value between its maximum and minimum 
on S, i.e. if £ is such tha t / (a ) ^ £ ^ f(@) then there exists y between a and (3 
such tha t / (y) = £. The purpose of this paper is to develop the existence theory 
associated with differential and integral inequalities in the context of an 
intermediate value property for operators on partially ordered spaces. This 
has the advantage of allowing rather simple proofs of known results while in 
most cases giving slight improvements, and in some cases substantial improve­
ments, in these results. Classical and recent results from different areas are 
unified under one principle. 

In Section 2 we define the intermediate value property (I) and state a 
number of examples of operators with the property (I). We also present, in 
Lemma 2.2, our main device for the elementary extension of these results to 
more general situations. In Section 3 we give an existence theory for solutions 
to initial and boundary value problems for functional differential equations 
based on results for ordinary differential equations due to Perron [20], Jackson 
and Schrader [13] and Schmitt [24]. Such extensions have hitherto often 
involved the use of sophisticated fixed point theorems as in the papers of 
Schmitt. Two types of result are obtained for nth order boundary value prob­
lems; Corollary 3.2.1 is a result for certain three point problems based upon a 
basic result of Jackson and Schrader while Theorem 3.4 is a result for multi­
point problems based upon Example 2.4 which is a moderate extension of a 
known result [5, p. 109]. Theorem 3.3 is an existence theorem for periodic 
solutions of nonlinear functional differential equations, which generalizes a 
previous result of Schmitt [27] obtained only for linear equations. Section 4 
treats certain integral equations and inequalities in the context of property (I). 

2. The intermediate value property (I). 

Definition. Let X and Y be partially ordered spaces and let H : X —» Y. If, 
for each a, (3 (z X and J f F such that a ^ /3 and Ha ^ £ ^ H/3, there exists 
y £ X such that Hy = £ and a ^ y ^ £, then H has the intermediate value 
property (I). 
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In wha t follows let M(S), Ll(S), AC™(S), C™ (S) denote the real valued 
functions which are measurable, have finite Lebesgue integrals, have 
absolutely continuous &th derivat ives and have continuous &th derivat ives 
on 5 , respectively. T h e prefix " loc" means the identifying proper ty needs to 
hold only locally on the given set. Componentwise part ial ordering is assumed 
throughout for product spaces and the part ial ordering of real function spaces 
is the usual order holding pointwise on the domain of the functions except 
when specified otherwise. 

Example 2.1 (Perron [20]). Let X = loc ,4C[0, h), Y = [ l ocL^O, h)] X R. 
If / ( / , x) is a real valued function which satisfies the Cara théodory conditions 
locally in [0, h) X R, then H : X -> F, where 

(Hx)(t) = (xf(t) -f(t,x(t)),x(0)), 

has proper ty ( I ) . 

This is a somewhat sharper result than t h a t usually found in textbooks on 
ordinary differential equat ions which s ta tes t h a t solutions to initial value 
problems for differential inequalities are bounded by extremal solutions of the 
corresponding differential equations. A proof, which is essentially due to 
Perron, can be found in the book of Coppel [4, p . 31]. 

Example 2.2 (Jackson and Schrader [13]). L e t X = C[0, 1] H loc ,4C ( 1 , (0 , 1), 
Y = [locLHO, 1)] X R2 . I f / ( / , x ) is continuous on [0,1] X R , t h e n J Y : X - > F , 
where 

(Hx)(t) = ( / ( / , * (* ) ) ~x"(t),x(0),x(l)), 

has proper ty ( I ) . 

Th is result may be formulated for f(t,x(t),x'(t)) —x,f(t) provided 
f(t,x,x') satisfies an appropr ia te Nagumo condition in x' (cf. [13]), or some 
other conditions which restrict the growth of the first derivat ives of solutions. 
Also, Erbe [7] has shown t h a t the boundary values (x(0), x(l)) in Hx may be 
replaced by expressions of the form (/x(#(0), x ' ( 0 ) ) , v(x(l), # ' ( 1 ) ) ) . T h e 
general results of Schmi t t of the type il lustrated by the following example also 
involve a Nagumo condition and other restrictions on the derivat ives of 
solutions; only the simplest case is mentioned here. 

Example 2.3 (Schmitt [24]). Let T > 0, 

X = {x G C 2 ( ~ o o , oo) : x{t + T) = x(t)}, 

Y = \x G C ( - o o , o o ) : x(t + T) = x(t)). 

If f(t, x) is continuous on R2 and T-periodic in t for each x, then H : X —> F 
has proper ty (I) where 

(Hx){t) =f(t,x(t)) -x"(t). 

https://doi.org/10.4153/CJM-1974-004-7 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1974-004-7


INTERMEDIATE VALUE PROPERTY 29 

Example 2.4. Suppose {t0, . . . , tm] is a subset of m + 1 dist inct points of 
[0, 1] with to = 0 or 1 when m = 0 and /0 = 0, /m = 1 when m ^ 1, r0, . . . , rm 

are positive integers such tha t r0 + . • • + rm = n and 

P(t) = ( / - / 0 ) r o . . . ( / - / „ ) ' * . 

Let XMm be t ha t subset of AC{n-l)[0, 1] such tha t 

(2.1) xW(tj) = njk; k = 0, . . . , Yj - 2; j = 0, m\ and 

& = 0, . . . , rj — 1, j = 1, . . . , m — 1 (m > 1). 

Let F 0 = Z,i[0, 1] X R and Ym = Z,i[0, 1] X R2 if m ^ 1. The partial order 
on X m is x > 0 if P(t)x(t) ^ 0. If ai , . . . , am £ Z^O, 1], 

Lx = *<*> + ai( / )x ( n- 1 ) + . . . + a n ( 0 * , 

Lx = 0 is disconjugate on [0, 1] and Hm : XMm —> F m is defined by 

(Hox)(t) = {(Lx){t), ( - 1 ) V " 1 ^ ) ) 

( f fw*)(0 = ( (Lx) (0 ,P ( r o ) ( /o )x^o-D( / 0 ) , - ^ C ^ - D ^ J ) , w ^ l f 

then i / m has property ( I ) . 
The proof is based on the following lemma. 

LEMMA 2.1. IfLz=f^0,f£ L^O, 1], z G X o w ( ^ - = 0 in (2.1)) a?zd 

, 9 9 x ( ( - l ) ^ - 1 ) ^ ) ^0,tfm = 0, 
K } (P^o)(o)2(^o-i)(o) ^ 0, ^ - ^ ( l ) ^ O i / w ^ l , 

ikenP(t)z{i) ^ 0 (i.e., 2 > 0) . 

In the special case t ha t the inequalities in (2.2) are replaced by equalities 
this result is well-known [2, p . 143] (m = 0) , [5, p . 109] (m ^ 1). 

Proof. The result follows from 

z(tj = u(t) + I k(t,r)f(r)ar 
Jo 

where x = u(i) is t ha t solution of Lx = 0 such tha t x{]c)(tj) = z(k)(tj), 
k = 0, . . . , fj; — 1, 7 = 0, . . . , m and k(t, r ) is the Green's function for the 
operator L with homogeneous boundary conditions 

*<*>(/,) = 0 , jfe = 0, . . . , fj - 1; j = 0, . . . , m. 

In case m = 0, k(t, r ) = 0 for r > £ and k is usually referred to as the Cauchy 
function. In any case, P(t)u(t) ^ 0 since if P(s)u(s) < 0 for some 5 Ç [0, 1] 
then u is a nontrivial solution with w zeros, counting multiplicities, in [0, 1] 
contradict ing the disconjugacy of Lx = 0 on [0, 1]. Fur thermore , 

P(t)k(t,T) ^ 0, 0 ^ *, T ^ 1, 
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by [5, p . 106, Lemma 14]. Thus , 

P(t)z(t) = P(t)u(t) + Pit) f k(t,T)f(r)dT ^ 0. 

Now suppose La S £ S L/3, a, p £ XMm, £ G L^O, 1], a < 0 (i.e., 

P (0(0(0 - a ( 0 ) èO) and 

(_l)«o a(»-D(/ 0) ^ ( - l ) * o „ 0 ^ ( - l ) ^ ^ - ! ) ^ ) ^ if w = 0; 

P ^ ) ( / o ) a ( r o - i ) ( / o ) ^ P ^ o > o ^ P ^ / o ) / ^ 0 " 1 ^ ) , and 

« ' ' " - " ( ' m ) è ^ è / ^ " ^ ( O , if W ^ 1. 

Let 7 be the unique solution in XMm of Lx = £ such t h a t 

x(*-i)(/0) = „0j if w = o 

x^i-v(tj) = vj, if m ^ 1, ( j = 0, m) . 

Then z = (3 — y satisfies Ls ^ 0, s 6 Xom} and (2.2), so t h a t L e m m a 2.1 
implies fi — y > 0. A similar a rgument proves t h a t y — a > 0. 

T h e sign of the Green 's function k(t, r ) for mult i -point boundary value 
problems for Lx = 0 was determined by Levin [17] and Pokornyi [21]. 

Example 2.5 (Kantorovich [15]). Let X be a part ial ly ordered topological 
space and T : X —> X be nondecreasing. If 

then 
7 a ^ 7^a ^ Tn+1a ^ P/3, w = 1, 2, . . . . 

Fur thermore , if bounded monotone nondecreasing sequences in X are con­
vergent and T is cont inuous with respect to such sequences then y — l i m ^ ^ ^ a 
satisfies 

a tk y tk ft and y = Ty. 

Under these circumstances, if X is a linear space and / is the ident i ty m a p , 
J — T has the proper ty ( I ) . 

Example 2.5 includes most of the results on integral inequalities of the 
Gronwall type . Special cases of this result have had independent rediscoveries. 
In the case t h a t X is the space of Lebesgue measurable functions on an interval 
5 it has been shown by Hanson and W a l t m a n [31] t h a t the operator J — T of 
Example 2.5 has the intermediate value proper ty even wi thout the cont inui ty 
hypothesis . This result also includes most of the knowm results on Gronwall-
type inequalities and is in fact more general than Example 2.5 in its applica­
tion to this type of problem. For example, suppose g(t, x) and / ( / , r, x) are 
nondecreasing in x for each (/, r ) and 

g(t, f\t,T,x\j))dr) 
*J s 
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exists, is measurable and satisfies 

(2.3) iKO ^ g[t, j f(t, T9x(r))dr) S « (0 

whenever x (t) is measurable and yf/(i) ^ x(t) ^ w(2) (^(/) and œ(t) are measur­
able); then there exists a measurable function <£(/), ^ (0 = <K0 = w(0 such 
that 

0(0 = g[t, j fit, T, cj>(T))drJ , a.e. in S. 

A special case covered by the preceding remarks which is useful for the 
discussion of the classical integral inequalities is due to Wajewski. 

Example 2.6 (Wajewski [29]). Le t / ( / , x), g(t, x) be real valued functions 
on R2 such tha t / ( / , g(t, x)) satisfies the Carathéodory conditions locally and, 
together wi th / ( / , x), is nondecreasing in x. If x(t) is a measurable function 
such that 

(2.4) *(/) ^ g\t, Jj(r,x(r))drj < oo, / G [0, T), 

and 0*(£) is the maximal solution of 

(2.5) 6' = f(t,g(t,0)), 0(0) = 0, 

then 

x(t) £g(t,e*(t)) 

on the intersection of the domains of a and 0*. 

Proof. Let 

<n0 = I f(T,x(r))dT. 
•Jo 

Then (2.4) implies 

(2.6) « (* )£ fV(r,£(r,<*(r)>Zr. 

The hypotheses imply the existence of a constant f$ ^ a(t) such that 

f /(r,g(T,0))dr^ P 
*/o 

on an interval [0, T$\. From the result of Kantorovich (Example 2.5) or the 
result of Hanson and Waltman for (2.3) there exists a function y(t), 
OL ^ 7 ^ j(3 such that 

7(0 = f V ( r ^ ( r , 7 ( r ) ) ^ r , / G [0, 7>] H [0, T)-
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Clearly 7 is locally absolutely continuous on its domain and 7 ' = f(t, g(t, 7 ) ) , 
7(0) = 0; thus a S 7 ^ 0*. By a s tandard cont inuat ion a rgument a rg 0* on 
the intersection of the domains of these functions and so, from (2.4), 
x{t) Sg(t,d*(t)). 

As part ial ly indicated by Wajewski, many of the classical integral inequali­
ties such as those due to Gronwall [11], Reid [22], Bihari [3], Maroni [19], 
Li [18] and Gollwitzer [8] can be derived from Example 2.6. T h e actual upper 
bounds obtained in these inequalities are derived from equat ion (2.5) ei ther 
by solving (2.5) for the maximal solution or by obtaining upper bounds for all 
solutions. Obtaining these bounds is actually a complete problem in itself and 
usually requires considerable ingenuity. In this regard, most of the solutions 
so far offered in the l i terature can be arrived a t directly from the integral 
inequali ty (2.4) wi thout resort to equat ion (2.5) a t all. Hence, the solution 
of (2.5) given by Example 2.6 is no t really needed for obtaining upper bounds 
(or lower bounds in the case of reversed inequalit ies). We will be considering 
the problem of obtaining explicit bounds in a subsequent paper. 

T h e following lemma is the basis for extending existence theorems and 
est imates, such as those contained in Examples (2 .1) - (2 .4) , to more general 
functional equat ions and inequalities in terms of proper ty ( I ) . 

LEMMA 2.2. Let X and Y be partially ordered topological spaces and 
K : X X X —> Y. If, for each z Ç AT, K(z, x) ^ K(z, y) when y ^ x and 
Hx = K(x, z) has property ( I ) , then 

(2.7) a ^ (3 and K(a, a) ^ £ ^ K(&, 0) 

imply that there exists \zn) C X such that 

(2.8) a S zi ^ z2 ^ . . . ^ P and K(zn+U zn) = £. 

Thus , for example, if bounded nondecreasing sequences [zn] converge in X 
(so t h a t zn j z) and K is cont inuous with respect to {(zn+i,zn)\ then 
K(z, z) = £ and a S z S P- Hence Mx = K(x, x) has proper ty ( I ) . Example 
2.5 is a special case of Lemma 2.2 with K(x, y) = Jx — Ty. 

Proof. Let (2.7) hold. Then a S P implies K(p, p) ^ K(p, a); hence 

K(a,a) S £ £K(p,a), 

which implies t h a t there exists Z\ £ X such t h a t K(zi, a) = £ and a S Z\ ^ /3. 
B u t K(zi, a) = £ and a ^ zx imply K(z\, z\) S £î hence 

K(zl9zi) S H Û K(P,0), a ^ z ^ p . 

T h e a rgument can be repeated with z\ replacing a and (2.8) follows by 
induction. 

3. A p p l i c a t i o n s t o f u n c t i o n a l di f ferent ia l e q u a t i o n s . Le t 

f(t,x,y(-)) : [ 0 , « X R X I - > R 
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where X is the real function space specified in Theorem 3.1 below; X is partially-
ordered in the usual manner. Assume tha t , for each y £ X, f(t,x,yi')) 
satisfies the Carathéodory conditions locally in [0, Â ) X R and, for each 
(t,x) G [0, A) X R, f(t,x,y(-)) is nondecreasing in y. All relationships are 
assumed to hold almost everywhere. 

T H E O R E M 3.1. Let 

X = M (a, b) r\ C(a, A) C\ [ loc4C[0 , A)], 

Y = M(a, b) H C(a, 0] H [loc.L^O, A)], 

- o o <LaSO<hSb^oo. 

Assume that X is topologized by pointwise convergence on [h,b) and uniform 
convergence on compact subsets of (a, h). If yn, y £ X and yn f y implies 
fit, x, yn(')) —»/(*> x,y{-)) uniformly in compact subsets of [0, A) X R and 

(x(t), t Ç ( a , 0 ] , 

(Mx)it) = lx'(t) - / ( / , * ( * ) , * ( • ) ) , ' € (0, A), 

/Aew M Aas property (I ) 0w X . 

P n w / . Let a, 0 6 X and £ £ F satisfy 

«(0 ^ Pit) 
(Ma)(t) ^ m S (Mp)(t), te (a, b). 

For y e X let 
(x(t), te (a,0], 

K(x,y)(t) = <x'(t) -f(t,x(t),y(.)), t Ç (0, A), 
(x(0, / G [A, 6). 

Example 2.1 implies tha t , for each y £ X, Hx = Kix,y) has proper ty (I) 
over X] hence Lemma 2.2 implies t ha t there exists a sequence \zn) C X such 
t h a t 

a ^ zn ^ zn+1 ^ 0 and K(zn+lf zn) = £. 

So there exists s 6 i f (a, b) such t ha t sn | z, z(t) = £ ( / ) , / G (a, 0] U [A, J) 
and 

(3.1) zn+1(t) = J(0) + f f ê ( r ) + / ( r , ^ + 1 ( r ) , ^ ( . ) ) ] ^ r , / G [0, A). 

For each fixed / £ [0, A) 

/ ( s f s n + 1 ( T ) , a ( . ) ) ^ / ( r , 2 » + i ( r ) ^ ( . ) ) ^ / ( r , sw + 1(r) , £(•)) 

so t h a t | / ( r , zw + i ( r ) , zn(-))\ ^ m ( r ) , » = 1, 2, . . . , where m G L^O, / ] ; also 
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£ G L^O, t]. Thus zn(s) is uniformly convergent on [0, t] and our hypotheses 
imply 

lim/(r, Zn+i(T)tZn( •)) = f(r, Z(T),Z(- )) . 

From the Lebesgue dominated convergence theorem and (3.1) we conclude 
that 

Z{t) = KO) + f K(r) + / ( T , S ( T ) , *(•))]<**, * G [0,A). 

Hence s G loc^4C[0, A) and 

*'(/) =/(*,*(*),*(.)) + £ ( 0 , *6 [0,A),2(0) = K 0 ) . 

Since 2(0) = £(0) we have z G C(a, A) and so z G X and Mis = £. 

In case/(/ , x, j ( - ) ) = /(*, #, 3 ^ — d)), d > 0, Theorem 3.1 is an existence 
theorem for solutions to initial data problems for delay differential equations 
which is more restrictive than need be since f(t, x, y(-)) is monotone in y(-). 
However, it is less restrictive in that f(t, x, y(-)) is not required to be con­
tinuous in y(-). Thus, for example 

(3.2) z' =f(t,z) + g(sup z(s)), z(0)=zo 

has a solution z G AC[0, h] for some h > 0 if/(/, x) satisfies the Carathéodory 
conditions in a neighbourhood of (0, zo) and g(x) is a left-continuous non-
decreasing function in a neighbourhood of ZQ. Also solutions to differential 
inequalities associated with (3.2) are bounded by a solution to (3.2). This 
remark is also established for equations of this type in [23]. 

Existence and uniqueness theorems as well as explicit bounds for solutions 
to functional differential equations of the type 

x' (t) = f o x oh o x(t) 

given by Dunkel [6] follow from Theorem 3.1. 
It is of interest to note that Theorem 3.1 and Example 2.1 imply the classical 

result of Kamke [14] which states that a solution to the system of differential 
inequalities 

x/ ^ gt(t, xi, . . . , xn), xt(0) ^ xtQ, i = 1, . . . , n 

is bounded above by a solution to 

Xt = gt(t, Xi, . . . , xn), xt(0) = xi0, i = 1, . . . , », 

on an interval [0, h) provided gt(t, ) satisfies a monotonicity con­
dition of type K (cf. [4, p. 27]). It is not difficult to see from Example 2.1 that 
the operator Hx defined by 
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has the proper ty ( I ) , so tha t , from Theorem 3.1, operators of the form 

(Hx)t(t) = (* / ( / ) - / , ( * , * , ( / ) , * ( • ) ) , * < ( ( > ) ) , i = 1, . . . , w , 

also have the property (I) under the appropriate mono tonicity assumptions 
on / . T h e Kamke result will follow from there by choosing ft(t, xt, y) = 

gt(t, yu • • • , Ji-u *t, Jt+u • • • > yn)-
Theorems 3.2, 3.3 and 3.4, which follow, on boundary value problems for 

functional differential equations, are immediate consequences of Examples 2.2, 
2.3 and 2.4 by the use of Lemma 2.2. 

T H E O R E M 3.2. Let a < 0, 1 < b, X = C{a, b) Pi [loc ACl(f), 1)] , 

Y = C(a, 0] P\ C[l , b) C\ Lx[0, 1]. Suppose that f{t, x, y(-)) is continuous on 
[0, 1] X R for each y Ç X, nonincreasing in y, and that yni y £ X, yn f y 
impliesf(t, x, y»(-)) ~ ^ / ( ^ >̂ ^ (O) uniformly on compact subsets of [0, 1] X R. 

W T W . _ / / (* ,* (* ) ,* ( • ) ) - « " , « € (0 ,1 ) 
{Mx)[t) ~ \x(t), t£(a,0]KJ[l,b), 

then M has property (I) on X. 

COROLLARY 3.2.1. Suppose g(t, ) G C([0, 1] X Rw) , 

{2, . . . , n\ = No^J JVi w*A N0r\N! = 0 and c G [0, 1]. 

Suppose further that ( — l)v(k)g(t,Xi,...,xn+i) is nonincreasing in xk, 
k = 2, . . . , n, and (t — c) ( — l)" (w)g(/, #i, . . • , ^ + i ) ^ nonincreasing in xn+i 
where v(k) denotes the number of terms in N± which do not exceed k.Ifa,fi Ç X = 
C<n>[0, 1] H [ loc^C( w + 1 ) (0 , 1)] are such that 

g(t,a™(t), . . . , « ( / ) ) - a ( w + 2 )(0 ^ 0 S g(t,Pw(t), • • • , 0 ( 0 ) 
- j 8 ( n + 2 ) ( / ) , * G ( 0 , 1 ) , 

a « ( / ) ^ |8W(/), / G [0, 1], 

and juo, . . . , M^+I satisfy 

a ( n ) ( i ) ^ Mi ^ j8 ( w )(0; * = 0, 1, 
(- l)K*) a(»-*+D(i) g ( - 1 ) ^ ) ^ ^ (-1)'(*)£(*-*+!) ( i ) ; 

& G iVf, i = 0, 1, and 

( - l ) ' W a ( c ) ^ ( - l ) ^ ) M w + 1 ^ ( - 1 ) ^ ) ^ ) , i / c = 0, 

( - l ) ' ( » ) + i a ( c ) ^ (_i)K^)+iM w + 1 ^ (-.i),(»)+i/3(c) f if c = I, 

a(c) = ixn+1 = 0(c) , tfc 6 (0 ,1 ) 

/&ett //^re awfo a solution x £ X to the boundary value problem 

X(n+2) = g(t,X(n\ . . . ,X), 

xW(i) = M i ; i = 0, 1, 

*<»-*+»(;) = M , ; k£Ni9i = 0,1, 
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Furthermore, 

« w ( 0 ^ *<n>(0 S 0<n>(O 

(- l)"(*) a(n-*+1)( /) ^ (-l) '(*)x(»-*+D(/) ^ ( - l ) " (* )^ n -*+ 1 ) ( / ) ; 

* G Nt, i = 0, 1, 

(t - c){-\y^a(t) S (t ~ c)(-l)'™x(t) S (t - c ) ( - l ) ' < n > 0 ( / ) . 

T H E O R E M 3.3. Let T > 0, X = {x 6 C 2 ( - a ) , oo ) : x(t + T) = x(t)}, 
Y = {x 6 C( —oo, oo ) : x(t + P ) = x(t)}, and f(t, x,y(-)) be continuous on 
R 2 and T-periodic in t, and be nonincreasing in y. If yny y Ç X, yn f y implies 

/(£» >̂ 3^(0) —>f(t> %>y(')) uniformly on compact subsets 0 / R 2 , Jfeew H : X ~^> Y 
has property (I) where 

(Hx)(t) = / ( / , * ( / ) , * ( • ) ) - * " . 

In Theorem 3.4, 4 , r&, w, /xiA;, L and P are as in Example 2.4; co(/, x) satisfies 
the Cara théodory conditions locally in [0, 1] X R and P(t)œ(t,x) is non-
decreasing in x for each /. 

T H E O R E M 3.4. Suppose there exist a, /3 £ ^4C(W_1)[0, 1] sz/c/z that 

La - « (* ,«) ^ 0 ^ L/3 - œ(t,!3);P(t)a(t) ^ P (0 /3(0 ; 

«<*)(/,) = £(*>(*,) = M „ ; « = 0, . . . , r , - 2 /o r j = 0, m; 

k = 0, . . . , rù; — 1 /o r j = 1, . . . , m — 1 (m > 1). 

7 / m ^ 1, 2/te equation Lx = œ(t, x) has a solution x satisfying 

P(t)a(t) ^P(t)x(t) g P (0 /3(0 ; 

x ( fc )(0) = Mj*; k = 0, . . . , ri — 2, j = 0, w ; fe = 0, . . . , r , - 1, 

j = l , . . . , m — 1; 

for any VQ, vm such that 

P™(t0)a<r'-»(t0) ^ P ( r o ) ( * o > o ^P^itoW-^ito), 

<*«<*-» (tm) ^vm^ pr~-»(tm). 

If m = 0, the initial value problem Lx = co(£, x ) , 

*<*>(/„)= /"»*• * = 0 , . . . , » - 2 , 
(y, k — n — 1, 

wftere a ( n - 1 } (^ ) ^ v ^ ^n~x) {U) if t0 = 0 awd a<n-«(/0) ^ * ^ ^ " - " ( / o ) if 
to = 1, /ms a solution x such that 

(/ - /o)*a(0 ^ (/ - t0)
nx(t) ^ (t - / o W ) . 
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Theorems 3.2, 3.3, 3.4 follow from Lemma 2.2 by consideration of 

t € (0, 1) 
t É (a,0]KJ[l,b), 

K(x,y)(t) =f(t,x(t),y(.)) - * " ( * ) , 

ULx{t) - œ(t,y(t)), ( - 1 ) V - ^ / o ) ) , if m = 0, 

( - ^ ^ H U ^ ^ - ^ U ) , if m ^ 1, 

and Examples 2.2, 2.3 and 2.4, respectively. The convergence of the sequence 
{zn\ of Lemma 2.2 follows from writing the equations K(zn+lyzn) = J in 
appropriate integral equation form in each case. 

Corollary 3.2.1 follows from Theorem 3.2 by considering (f(t, x(t), x(-)) — 
* " ( 0 , *(()), *(1)) where 

f(t,x,y(')) = g(t,x,y2(t),. . . ,yn+i(t)),yi(t) = y(t),yk(t) = /** + J ^ _ i , 

* G iVf, i = 0, 1 and yn+i(t) = M^+I + J yn-

It should be noted that in the case n = 1, the sets N0 and iV\ are empty. 
Theorem 3.2, when modified by Nagumo-type conditions, includes results 

of Schmitt [25 ; 26] and of Grimm and Schmitt [10] for boundary value prob­
lems with deviating arguments and of Schmitt [28] for systems of differential 
equations where the same type of argument as we have used in treating the 
Kamke results for systems is applicable. No new fixed point theorem has been 
required here other than that required in the proof of the basic result of 
Jackson and Schrader (Example 2.2). In a later paper we will present an 
elementary proof for results such as Example 2.2 which together with Lemma 
2.2 will facilitate a completely elementary discussion of these problems. If 
one uses as one's basic result a theorem such as that of Erbe [7] for differential 
equations x" = / ( / , x', x) with nonlinear boundary data on x and x', then 
even greater generality can be achieved. 

A simple modification of Corollary 3.2.1 to cover equations of the form 
xin+2) = g(t, x(w+1), x(n\ . . . , x) includes Theorems 7 and 8 of Klaasen [16] 
for boundary value problems for x,n = g(t, x", x', x). Theorem 9 of [16] 
follows from Theorem 3.4 with Lx — x'". Klaasen's Theorem 10 can be 
obtained also by the present techniques provided the general existence theory 
of second order boundary value problems is utilized in place of Example 2.2. 

In the case n — 2, m — 1 Theorem 3.4 has essentially been proved by 
Grimmer and Waltman [9] by a polar coordinate technique; their result also 
follows easily from the Sturm comparison theorem. 

Only a special case of Theorem 1 of Schmitt [24], namely Example 2.3, 
was used to prove Theorem 3.3. If the full generality of Schmitt's Theorem 1 
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is used, then it can be shown by L e m m a 2.1 t h a t differential equat ions of the 
form x" = f(t, x, x', x(-)) have periodic solutions p r o v i d e d / is periodic in / 
and satisfies a Nagumo condition in x' with respect to an upper and a lower 
solution (cf. [24]). This result then generalizes Theorems 1 and 2 of [27] for 
linear second order differential equat ions with deviat ing argument . 

4. A p p l i c a t i o n s t o in tegra l e q u a t i o n s . T h e classical integral inequalities 
all furnish examples of operators with the intermediate value proper ty ( I ) . 
T h e operators involved are usually of the form 

* ( 0 - J f(t,r,x(r))dr 

(or may be reduced to this form by a change of variables) where f(t, r, x) is 
nondecreasing in x. T h u s these results follow from Example 2.5. T h e following 
theorem is not a consequence of Example 2.5 and does not involve the mono-
tonicity assumption on / . This theorem generalizes most of the classical 
inequalities including t h a t of Wajewski when it is wri t ten in the form (2.6). 

Let t0, . . . , tm, r0, . . . , rm (m ^ 0) , L and P(t) be as in Example 2.4 except 
t h a t it is no t assumed t h a t Lx = 0 is disconjugate on [0, 1]. 

T H E O R E M 4.1 . Suppose that 
(i) k(t,r) is the Green's function for the operator L with homogeneous 

boundary conditions 

(4.1) *<*>(*,) = 0, k = 0, . . . , rj - 1; j = 0, . . . , m, 

(ii) a Ç L^O, 1], P{t)a(t) ^ 0, œ(t,x) satisfies the Carathéodory conditions 
and P(t)x ^ P(t)y implies co(£, x) ^ co(/, y), 

(iii) [L — a(t)]x = 0 is disconjugate on [0, 1] and Lx = 0 has only the 
trivial solution satisfying (4.1). 
Then, M : X —> Y has property (I) where 

(Mx)(t) = x(t) - I k(t,r)[a{r)x{r) + co(r, x{r))]dr, 

X = {x e [0 ,1] :k(t,r)[a(r)x(r) + œ(r, x(r))] G Ll[0, 1] for each t G [0, 1]}, 
Y = Lx[0, 1], and X, Y are partially ordered by x > 0 if P{t)x{t) ^ 0. 

Proof. Le t 

(Tx)(t) = I k{t,r)[a{r)x{r) + w(r, x{r))}dr, 
J o 

so t h a t if a, 0 G X, a < f3, and Ma < £ < MP, £ G F , then 

(4.2) a - £ - Ta < Q < $ - £ - T$, 

which implies 

(4.3) LTa ^ai + aTa + «( / , a) 

LTp ^ a£ + ar /3 + co(/,0) 
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and 

(4.4) (L - a)Ta - af - «(/, £ + Ta) S 0 ^ (L - a)T^ 

- a £ - « ( * , £ + r/3). 

Since co(t,a) g co(/, /3), (4.3) implies (L — a)(T/3 — Ta) ^ 0, and since, in 
addition, Ta and Tfi satisfy (4.1), Lemma 2.1 implies that T/3 — Ta > 0. 
Hence, Theorem 3.4 implies the existence of a solution x to (L — a)x — a£ — 
<*>(t, £ + x) = 0 satisfying (4.1) and such that 

(4.5) Ta < x < T/3. 

Clearly z = £ + x satisfies Mz = £, and (4.2) and (4.5) imply a < z < /3. 
Theorem 4.1 and Lemma 2.2 imply that operators of the form 

(Mx)ty) = x(t) - I f(t,T,x{j))d,T - I k(t,r)[a(T)x(r) + c o ( r , x ( r ) ) ] d r 
«/o */ o 

have property (I) provided k, a, œ satisfy the assumptions of Theorem 4.1 and 
Pty)fty> T> x) îs nondecreasing in x. 

The following Corollary illustrates the application of Theorem 4.1 to the 
solution of integral inequalities which do not necessarily have a monotone 
kernel. The special case oo(a) = 0 is a result of Azbelev and Tsalyuk [1]. 

COROLLARY 4.1.1. J / ^ R , aty), w(aty)) G locL^O, h), M + «(/*) > 0 and 
o) is continuous and nondecreasing, then 

aty) < /x+ J sin (/ - r)[a{j) + <û(a(r))]dT, t G [0, h) 
Jo 

implies 

aty) S M + a - 1 ( 0 , / G [0, A ) H [0,12(oo)), 

where 

fl(s) = J 2/xw + 2 I OJ(X)^X d^. 

Proof. I t follows from Theorem 4.1 that aty) ^ /z + s(^) where z(/) is the 
maximal solution of z" = fx + œ(z + /*), z(0) = 2'(0) = 0 which can be 
determined explicitly as zty) = 12-1(£). 
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