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#### Abstract

Let $\rho: G \hookrightarrow \operatorname{GL}(n, \mathbb{F})$ be a representation of a finite group $G$ over a finite field $\mathbb{F}$ and $f_{1}, \ldots, f_{n} \in \mathbb{F}[V]^{G}$ such that the ring of invariants is a polynomial algebra $\mathbb{F}\left[f_{1}, \ldots, f_{n}\right]$. It is known that in this case the algebra of coinvariants $\mathbb{F}[V]_{G}$ is a Poincaré duality algebra, and if, moreover, the order of $G$ is invertible in $\mathbb{F}$, that a fundamental class is represented by the Jacobian determinant $\operatorname{det}\left[\partial f_{i} / \partial z_{j}\right]$, and is therefore a $\operatorname{det}^{-1}$-relative invariant. In this note we deduce what happens in the modular case. As a bonus we obtain a new criterion for an unstable algebra over the Steenrod algebra to be a ring of invariants.
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## 1. Introduction

Let $\rho: G \hookrightarrow \mathrm{GL}(n, \mathbb{F})$ be a representation of a finite group over the field $\mathbb{F}$, and let $V=\mathbb{F}^{n}$ be the corresponding $G$-module. Via $\rho$ the group $G$ acts on the symmetric algebra $S\left(V^{*}\right)=\mathbb{F}[V]$ of the dual representation $V^{*}$, which may be regarded as the algebra of polynomial functions on $V$. The subalgebra $\mathbb{F}[V]^{G} \subseteq \mathbb{F}[V]$ of polynomial functions fixed under the $G$-action is called the ring of invariants of $G$, or perhaps better $\rho$. As a general reference for invariant theory we use [15], the notation and conventions of which we adhere to. The Steenrod algebra, $\mathcal{P}^{*}$, of a Galois field and its basic properties [15, Chapters 10 and 11] are used in $\S 2$, often without explicit reference, and a certain familiarity with the Steenrod algebra is therefore assumed.

The study of the representations $\rho$ for which $\mathbb{F}[V]^{G} \subseteq \mathbb{F}[V]$ is itself a polynomial algebra has played a central role in invariant theory. In this case it is known that the ring of coinvariants, $\mathbb{F}[V]_{G}=\mathbb{F} \otimes_{\mathbb{F}[V]^{G}} \mathbb{F}[V]$, is a Poincaré duality algebra (see, for example, $[\mathbf{1 4}]$ or $[\mathbf{1 5}$, Theorem 6.5.1]). Moreover, in the non-modular case the Jacobian determinant $\operatorname{det}\left[\partial f_{i} / \partial z_{j}\right]$ is a representative for a fundamental class, which is therefore a $\operatorname{det}^{-1}$-relative invariant [15]. In the modular case the Jacobian determinant may fail
to represent a fundamental class: this happens for example for the representation of $\mathbb{Z} / p$ implemented by the matrix

$$
\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right] \in \mathrm{GL}\left(2, \mathbb{F}_{p}\right)
$$

If $x, y$ is the standard dual basis, then $\mathbb{F}_{p}[x, y]^{\mathbb{Z} / p}=\mathbb{F}_{p}\left[x\left(x^{p-1}-y^{p-1}\right), y\right]$ and the Jacobian determinant of the generators is $y^{p-1}$, which is zero in the algebra of coinvariants $\mathbb{F}_{p}[x, y]_{G} \cong \mathbb{F}_{p}[x, y] /\left(x^{p}, y\right) \cong \mathbb{F}[x] /\left(x^{p}\right)$ (see, for example, $[\mathbf{1 5}$, Chapter $8, \S 3]$, the example of the unipotent subgroup of $\left.\operatorname{GL}\left(n, \mathbb{F}_{p}\right)\right)$. This raises several questions, or problems, for which it would be interesting to have characteristic free solutions. Namely, suppose that $\rho: G \hookrightarrow \operatorname{GL}(n, \mathbb{F})$ is a representation of a finite group for which $\mathbb{F}[V]^{G}=\mathbb{F}\left[f_{1}, \ldots, f_{n}\right]$ is a polynomial algebra.

Problem 1.1. Is the Jacobian determinant $\operatorname{det}\left[\partial f_{i} / \partial z_{j}\right]$ at least non-zero in $\mathbb{F}[V]$ ?
As noted above, the Jacobian determinant, when regarded as an element of $\mathbb{F}[V]$, is a $\operatorname{det}^{-1}$-relative invariant, i.e.

$$
g\left(\operatorname{det}\left[\frac{\partial f_{i}}{\partial z_{j}}\right]\right)=\operatorname{det}(g)^{-1} \cdot \operatorname{det}\left[\frac{\partial f_{i}}{\partial z_{j}}\right]
$$

so, if it represents a fundamental class of $\mathbb{F}[V]_{G}$, then such a class is likewise a $\operatorname{det}^{-1}$ relative invariant.

Problem 1.2. Is a fundamental class $\left[\mathbb{F}[V]_{G}\right]$ of $\mathbb{F}[V]_{G}$ always a $\operatorname{det}^{-1}$-relative invariant?

As it turns out, the answer to both these questions is in the affirmative: for Problem 1.1 the result would seem to be due to Benson [2, Proposition 5.4.2], and the proof is a delicate piece of field theory. We will prove as part of Theorem 2.1 that the corresponding statement for the Milnor primitives in the Steenrod algebra holds. This is considerably more elementary, and implies the affirmative solution to Problem 1.1 for Galois fields. It also leads to a new criterion for an unstable polynomial algebra over the Steenrod algebra to be a ring of invariants (Theorem 2.2). The solution (Theorem 3.1) to Problem 1.2 is also not difficult, though a bit delicate, and is based on the fact [4, Chapter V, §6, Exercise 8] that groups whose rings of invariants are polynomial algebras are generated by pseudoreflections, and the author's description $[\mathbf{1 4}]$ of a fundamental class for $\mathbb{F}[V]_{G}$. This leaves the last problem, as follows.

Problem 1.3. When is $\operatorname{det}\left[\partial f_{i} / \partial z_{j}\right]$ a representative for a fundamental class of $\mathbb{F}[V]_{G}$ ?
The fickleness of Jacobians is that the answer to the last question depends on the characteristic of $\mathbb{F}$, the order $|G|$ of $G$, and the representation $\rho$. This is the content of Theorem 4.6.

## 2. Jacobian determinants

Let $\rho: G \hookrightarrow \mathrm{GL}(n, \mathbb{F})$ be a representation of a finite group over the field $\mathbb{F}$, and let $V=\mathbb{F}^{n}$ be the corresponding $G$-module. There are some well-known criteria, such as [15, Theorems 5.5.5 and 7.3.2], for the ring of invariants $\mathbb{F}[V]^{G}$ to be a polynomial algebra. Less well known is the result of Kemper [8, Proposition 16] using Jacobians, one direction of which is a rather intricate field theoretic result [2, Proposition 5.4.2]. Kemper's result [8] is not directly applicable to an abstract polynomial algebra over the Steenrod algebra, $\mathcal{P}^{*}$, as it requires an integral embedding of such an algebra in a polynomial algebra on linear generators to even speak of the Jacobian determinant (see [12] for more details).

In this section we will restrict our attention to the case where $\mathbb{F}$ is a Galois field, i.e. a finite field with $q=p^{\nu}$ elements, where $p \in \mathbb{N}$ is a prime integer, and prove the analogue of Benson's field theoretic result [2] for Steenrod operations. By an elementary change-of-basis argument we also recover the field theoretic result, at least for finite fields. The determinant criteria with the Milnor primitives in the Steenrod algebra can be used to provide an embedding-free characterization of when an unstable polynomial algebra over the Steenrod algebra $\mathcal{P}^{*}$ is a ring of invariants.

As it turns out it is convenient to prove both determinant results at once.
Notation. Throughout this section $\mathbb{F}=\mathbb{F}_{q}$ denotes the Galois field with $q=p^{\nu}$ elements, where $p \in \mathbb{N}$ is a prime integer.

Theorem 2.1. Let $\rho: G \hookrightarrow \mathrm{GL}(n, \mathbb{F})$ be a representation of a finite group $G$ over the finite field $\mathbb{F}$, and let $\mathbb{F}[V]^{G}$ be the algebra of $G$-invariant polynomial functions on $V$. Suppose that $\mathbb{F}[V]^{G}=\mathbb{F}\left[f_{1}, \ldots, f_{n}\right]$ is a polynomial algebra. If $P^{\Delta_{i}} \in \mathcal{P}^{*}$ is the Milnor primitive element of degree $q^{i}-1$, then

$$
\operatorname{det}\left[P^{\Delta_{i}}\left(f_{j}\right)\right] \neq 0 \in \mathbb{F}[V]
$$

If $z_{1}, \ldots, z_{n} \in V^{*}$ is a basis for the space of linear forms, then the Jacobian determinant $\operatorname{det}\left[\partial f_{i} / \partial z_{j}\right]$ is non-zero in $\mathbb{F}[V]$ also.

Proof. We begin by considering the universal example, namely $G=\mathrm{GL}(n, \mathbb{F})$ for which the ring of invariants is the Dickson algebra $\mathbb{F}[V]^{\mathrm{GL}(n, \mathbb{F})}=\mathrm{D}_{*}(n)$. Recall that $\mathrm{D}_{*}(n)=\mathbb{F}\left[\mathrm{d}_{n, 0}, \ldots, \mathrm{~d}_{n, n-1}\right]$, where $\mathrm{d}_{n, 0}, \ldots, \mathrm{~d}_{n, n-1}$ are the Dickson polynomials. From $[\mathbf{1 7}]$ (see also the proof of Theorem 10.6 .8 in [15], where the $y_{k}$ correspond to $\mathrm{d}_{n, n-k}$ ) we have

$$
\operatorname{det}\left[P^{\Delta_{i}}\left(\mathrm{~d}_{n, n-k}\right)\right]=\mathrm{d}_{n, 0}^{n} \neq 0
$$

and so it remains to show that

$$
\operatorname{det}\left[\frac{\partial \mathrm{d}_{n, i}}{\partial z_{j}}\right]_{\substack{i=0, \ldots, n-1 \\ j=1, \ldots, n}} \neq 0
$$

to complete the proof for this case.

To this end we need the formula (see [6] for details) between operators*

$$
P^{\Delta_{i}}=\sum_{j=1}^{n} z_{j}^{q^{i}} \frac{\partial}{\partial z_{j}}, \quad i=1,2, \ldots
$$

This formula is verified by observing that
(1) it holds for linear forms,
(2) both sides are derivations, so satisfy the Leibniz rule,
(3) every polynomial is a sum of monomials, and
(4) every monomial is a product of linear forms.

In matrix form this says

$$
\left[\begin{array}{c}
P^{\Delta_{1}} \\
\vdots \\
P^{\Delta_{n}}
\end{array}\right]=\left[z_{j}^{q^{i}}\right] \cdot\left[\begin{array}{c}
\frac{\partial}{\partial z_{1}} \\
\vdots \\
\frac{\partial}{\partial z_{n}}
\end{array}\right]
$$

The matrix $\left[z_{i}^{q^{j}}\right]$ has non-zero determinant, e.g. because the coefficient of the monomial $z_{1}^{q} z_{2}^{q^{2}} \ldots z_{n}^{q^{n}}$ in the expansion is 1 . Therefore, over the field of fractions $\mathbb{F}(V)$ of $\mathbb{F}[V]$, the preceding linear system can be solved (e.g. by Cramer's rule) to express $\partial / \partial z_{j}$ as a linear combination of $P^{\Delta_{1}}, \ldots, P^{\Delta_{n}}$, say

$$
\frac{\partial}{\partial z_{j}}=\sum_{i=1}^{n} w_{j, i} P^{\Delta_{i}}, \quad w_{j, i} \in \mathbb{F}(V)
$$

Applying this to the Dickson polynomials $\mathrm{d}_{n, 0}, \ldots, \mathrm{~d}_{n, n-1}$ we obtain for the Jacobian determinant the formula

$$
\operatorname{det}\left[\frac{\partial \mathrm{d}_{n, k}}{\partial z_{j}}\right]=\operatorname{det}\left[w_{j, i}\right] \cdot \operatorname{det}\left[P^{\Delta_{i}}\left(\mathrm{~d}_{n, k}\right)\right] \neq 0
$$

Since both

$$
\operatorname{det}\left[w_{j, i}\right]=\operatorname{det}\left[z_{i}^{q^{j}}\right]^{-1} \quad \text { and } \quad \operatorname{det}\left[P^{\Delta_{i}}\left(\mathrm{~d}_{n, k}\right)\right]=\mathrm{d}_{n, 0}^{n}
$$

are non-zero, we conclude that $\operatorname{det}\left[\partial f_{i} / \partial z_{j}\right] \neq 0$ also, as required.
The general case follows from the chain rule: we have the inclusion $\mathrm{D}_{*}(n) \subseteq \mathbb{F}[V]^{G}=$ $\mathbb{F}\left[f_{1}, \ldots, f_{n}\right]$, and hence each Dickson polynomial may be regarded as a polynomial in $f_{1}, \ldots, f_{n}$. Doing so we may apply the chain rule for Jacobian matrices to obtain

$$
\left[\frac{\partial \mathrm{d}_{n, k}}{\partial z_{j}}\right]=\left[\frac{\partial \mathrm{d}_{n, k}}{\partial f_{i}}\right] \cdot\left[\frac{\partial f_{i}}{\partial z_{j}}\right] .
$$

* In other words this formula holds in $\operatorname{End}(\mathbb{F}[\cdot])$, the algebra of linear endomorphisms of the functor $\operatorname{Vect}_{\mathbb{F}} \rightsquigarrow \operatorname{Vect}_{\mathbb{F}}$ given by $V \rightsquigarrow \mathbb{F}[V]$.

Taking determinants then gives

$$
\operatorname{det}\left[\frac{\partial \mathrm{d}_{n, k}}{\partial z_{j}}\right]=\operatorname{det}\left[\frac{\partial \mathbf{d}_{n, k}}{\partial f_{i}}\right] \cdot \operatorname{det}\left[\frac{\partial f_{i}}{\partial z_{j}}\right]
$$

from which we conclude that

$$
\operatorname{det}\left[\frac{\partial f_{i}}{\partial z_{j}}\right] \neq 0
$$

Finally, the formula

$$
\operatorname{det}\left[P^{\Delta_{i}}\left(f_{j}\right)\right]=\operatorname{det}\left[z_{j}^{q^{i}}\right] \cdot \operatorname{det}\left[\frac{\partial f_{i}}{\partial z_{j}}\right]
$$

shows that $\operatorname{det}\left[P^{\Delta_{i}}\left(f_{j}\right)\right] \neq 0$ as desired.

This provides us with a new proof of the affirmative answer to Problem 1.1 for finite fields. Notice that, in contrast to Kemper's condition [8], the non-vanishing of $\operatorname{det}\left(P^{\Delta_{i}}\left(f_{j}\right)\right)$ does not depend on an embedding in $\mathbb{F}[V]$. This result can therefore be used to provide a succinct, necessary and sufficient condition: that an unstable polynomial algebra over the Steenrod algebra be a ring of invariants. Namely the following theorem.

Theorem 2.2. Let $H=\mathbb{F}\left[u_{1}, \ldots, u_{n}\right]$ be an unstable polynomial algebra over the Steenrod algebra $\mathcal{P}^{*}$ of $\mathbb{F}$. Then $H$ is the ring of invariants of a finite pseudoreflection group $G \leqslant \mathrm{GL}(n, \mathbb{F})$ if and only if

$$
\operatorname{det}\left[P^{\Delta_{i}}\left(u_{j}\right)\right]_{\substack{i=0, \ldots, n-1 \\ j=1, \ldots, n}}
$$

is non-zero.

Proof. Suppose that $u_{1}, \ldots, u_{n}$ satisfy

$$
\operatorname{det}\left[P^{\Delta_{i}}\left(u_{j}\right)\right]_{\substack{i=0, \ldots, n-1 \\ j=1, \ldots, n}}
$$

is non-zero. According to the Galois Embedding Theorem of [12] it suffices to show that $H$ is $\mathcal{P}^{*}$-inseparably closed to conclude that it is a ring of invariants. So suppose $h \in H$ and $P^{\Delta_{k}}(h)=0$ for $k=0,1, \ldots$. We need to show that $h$ is a pth power in $H$.

Since $\mathbb{F}$ is a finite field, it is perfect, and hence an element $h$ in $H$ is a $p$ th power if and only if $\partial h / \partial u_{i}=0$ for $i=1, \ldots, n$. Recall that each of the sets of $n$ derivations [12, §1.1],

$$
\begin{aligned}
\frac{\partial}{\partial u_{i}}, & i=1, \ldots, n \\
P^{\Delta_{k}}, & k=0, \ldots, n-1
\end{aligned}
$$

are a basis over $F F(H)$, the field of fractions of $H$, for the module of derivations of $H$ with values in its field of fractions $F F(H)$. Therefore we can express $\partial / \partial u_{j}$ as a linear combination

$$
\frac{\partial}{\partial u_{j}}=\sum_{k=0}^{n-1} U_{i, k} P^{\Delta_{k}}
$$

of $P^{\Delta_{k}}$ for $k=0,1, \ldots, n-1$ with coefficients $U_{i, k} \in F F(H)$. Then $P^{\Delta_{k}}(h)=0$ for $k=0,1, \ldots, n-1$ entails that $\partial h / \partial u_{i}=0$ for $i=1, \ldots, n$, and hence $h$ is a $p$ th power, as was to be shown.

The converse follows from the previous proposition.
The condition that

$$
\operatorname{det}\left[P^{\Delta_{i}}\left(f_{j}\right)\right] \neq 0
$$

for an unstable polynomial algebra $H=\mathbb{F}\left[f_{1}, \ldots, f_{n}\right]$ is non-vacuous, as the following somewhat artificial examples show. For, if $\rho: G \hookrightarrow \operatorname{GL}(n, \mathbb{F})$ has $\mathbb{F}_{q}\left[f_{1}, \ldots, f_{n}\right]$ as a ring of invariants, then the ring of invariants of $G$ acting on $\mathbb{F}_{q}\left[z_{1}^{q}, \ldots, z_{n}^{q}\right]$ will be $\mathbb{F}_{q}\left[f_{1}^{\xi}, \ldots, f_{n}^{\xi}\right]$, where

$$
f_{i}^{\xi}\left(z_{1}, \ldots, z_{n}\right)=f\left(z_{1}^{q}, \ldots, z_{n}^{q}\right) \in \mathbb{F}_{q}\left[z_{1}, \ldots, z_{n}\right]
$$

for $i=1, \ldots, n$. Alone for degree reasons $P^{\Delta_{0}}$ and $P^{\Delta_{1}}$ vanish on $\mathbb{F}_{q}\left[f_{1}^{\xi}, \ldots, f_{n}^{\xi}\right]$, so $\operatorname{det}\left[P^{\Delta_{i}}\left(f_{j}^{\xi}\right)\right]=0$. If $q=2$, then examples of this type occur naturally in algebraic topology, for example, as $H^{*}\left(\boldsymbol{B} \mathbb{S P}(n) ; \mathbb{F}_{2}\right)=\mathbb{F}_{2}\left[\mathfrak{p}_{1}^{\mathbb{S P}}, \ldots, \mathfrak{p}_{n}^{\mathbb{S P}}\right]$, where $\mathfrak{p}_{i}^{\mathbb{S P}}$ is the $i$ th elementary symmetric function in the fourth power of $n$ linear variables. This raises a number of points, e.g. to what extent are unstable polynomial algebras $H=\mathbb{F}_{q}\left[f_{1}, \ldots, f_{n}\right]$, where $\operatorname{det}\left[P^{\Delta_{i}}\left(f_{j}\right)\right]=0$, of this form? (See [20] for more details.) To close this discussion, we note that as a consequence of Theorem 2.2 and Proposition 7.1.1 in [12] we have the following corollary.

Corollary 2.3. If $H=\mathbb{F}_{q}\left[f_{1}, \ldots, f_{n}\right]$ is an unstable polynomial algebra over $\mathcal{P}^{*}$ and $P^{\Delta_{i}}$ is identically zero for some $i \in \mathbb{N}_{0}$, then $H$ cannot be realized as a ring of invariants.

## 3. Fundamental classes

We turn next to the second problem posed in $\S 1$. In this section $\mathbb{F}$ will be an arbitrary field, $\rho: G \hookrightarrow \mathrm{GL}(n, \mathbb{F})$ will be a representation of a finite group $G$ over $\mathbb{F}$, and $\mathbb{F}[V]_{G}$ will be the ring of coinvariants. (For basic facts about rings of coinvariants, see, for example, $[\mathbf{1 5}, \S 1.3]$.) It is known that when $\mathbb{F}[V]^{G}=\mathbb{F}\left[f_{1}, \ldots, f_{n}\right]$ is a polynomial algebra then $\mathbb{F}[V]_{G}$ is a Poincaré duality algebra (see $[\mathbf{1 4}]$ and $[\mathbf{1 5}$, Theorem 6.5.1]). In the nonmodular case, i.e. when* $|G| \in \mathbb{F}^{\times}$, this is a well-studied finite-dimensional representation of $G$. In particular, one knows it is isomorphic to the regular representation of $G$ over $\mathbb{F}$ (see, for example, [5] or $[\mathbf{1 5}$, Theorem 7.5.2]) and a fundamental class is represented by $\operatorname{det}\left[\partial f_{i} / \partial z_{j}\right]$, and so is a $\operatorname{det}^{-1}$-relative invariant. The purpose of this section is to prove that the last of these conclusions, namely that the fundamental class of $\mathbb{F}[V]_{G}$ is a

[^0]det ${ }^{-1}$-relative invariant, holds in general. The proof is characteristic free, and provides a new proof of this fact even in the non-modular case.

Theorem 3.1. Let $\rho: G \hookrightarrow \mathrm{GL}(n, \mathbb{F})$ be a representation of a finite group $G$ over the field $\mathbb{F}$. If $\mathbb{F}[V]^{G}$ is a polynomial algebra, then the fundamental class, $\left[\mathbb{F}[V]_{G}\right]$, of the ring of coinvariants is a $\operatorname{det}^{-1}$-relative invariant.

Proof. Choose homogeneous polynomials $f_{1}, \ldots, f_{n} \in \mathbb{F}[V]$ such that

$$
\mathbb{F}[V]^{G} \cong \mathbb{F}\left[f_{1}, \ldots, f_{n}\right]
$$

We begin by recalling from $[\mathbf{1 4}]$ how to compute a fundamental class for $\mathbb{F}[V]_{G}$, or, indeed, for $\mathbb{F}\left[z_{1}, \ldots, z_{n}\right] /\left(f_{1}, \ldots, f_{n}\right)$, whenever $f_{1}, \ldots, f_{n} \in \mathbb{F}\left[z_{1}, \ldots, z_{n}\right]$ is a system of parameters, and $z_{1}, \ldots, z_{n}$ is a basis for $V^{*}$, the space of linear forms. Here is how this goes: write

$$
f_{i}=\sum_{j=1}^{n} a_{i, j} z_{j}, \quad i=1, \ldots, n
$$

for homogeneous polynomials $a_{i, j} \in \mathbb{F}\left[z_{1}, \ldots, z_{n}\right], i, j=1, \ldots, n$. The determinant, $\operatorname{det}\left[a_{i, j}\right]$, regarded as an element of the quotient algebra $\mathbb{F}\left[z_{1}, \ldots, z_{n}\right] /\left(f_{1}, \ldots, f_{n}\right)$, is a fundamental class.
To begin the proof proper, we recall [4, Chapter V, $\S 6$, Exercise 8$]$ that, since $\mathbb{F}[V]^{G}$ is a polynomial algebra, $G$ (or better, put $\rho(G)$ ) is generated by pseudoreflections. Therefore, to show that the fundamental class of $\mathbb{F}[V]_{G}$ is a $\operatorname{det}^{-1}$-relative invariant, it will suffice to show that

$$
s\left(\left[\mathbb{F}[V]_{G}\right]\right)=\operatorname{det}(s)^{-1} \cdot\left[\mathbb{F}[V]_{G}\right] \in \mathbb{F}[V]_{G}
$$

for all pseudoreflections $s \in G$. The pseudoreflections in $G$ can be of two types: diagonalizable or transvections. We consider these two cases separately.

Case 1. $s \in s_{\Delta}(G)$, i.e. $s$ is diagonalizable.
We choose a basis $z_{1}, \ldots, z_{n}$ for $V^{*}$ so that $s$ is represented by the matrix

$$
\left[\begin{array}{ccccc}
1 & 0 & \ldots & \ldots & 0 \\
0 & 1 & 0 & \ldots & 0 \\
0 & & \ddots & \ldots & 0 \\
0 & \ldots & \ldots & 1 & 0 \\
\vdots & \ldots & \ldots & 0 & \lambda
\end{array}\right] \in \operatorname{GL}(n, \mathbb{F}), \quad \lambda \in \mathbb{F}^{\times}
$$

Then

$$
s\left(z_{i}\right)= \begin{cases}z_{i} & \text { for } i=1, \ldots, n-1  \tag{3.1}\\ \lambda z_{n} & \text { for } i=n\end{cases}
$$

Choose $a_{i, j} \in \mathbb{F}[V]$ such that

$$
\begin{equation*}
f_{i}=\sum_{i=1}^{n} a_{i, j} z_{j}, \quad i=1, \ldots, n \tag{3.2}
\end{equation*}
$$

## L. Smith

This way of writing $f_{i}$ is not unique, and we choose to write it in this way so that none of the polynomials $a_{i, j}$ for $j \neq n$ is divisible by $z_{n}$. This is possible because, if

$$
a_{i, j}=\sum_{E=\left(e_{1}, \ldots, e_{n-1}, 0\right)} \alpha_{E} z^{E}+\sum_{K=\left(k_{1}, \ldots, k_{n}\right) \mid k_{n} \neq 0} \beta_{K} z^{K}
$$

then the desired form can be achieved by using the equalities

$$
\beta_{K} z^{K} z_{j}=\beta_{K} z^{K+\Delta_{j}-\Delta_{n}} z_{n}, \quad j=1, \ldots, n-1
$$

where $\Delta_{k}$ is the exponent sequence with a 1 in the $k$ th position and zeros elsewhere.
Having done this, we note that it means

$$
a_{i, j} \in \mathbb{F}\left[z_{1}, \ldots, z_{n-1}\right], \quad \text { for } j=1, \ldots, n-1, \quad \text { and } \quad i=1, \ldots, n,
$$

and hence from (3.1) we get

$$
\begin{equation*}
s\left(a_{i, j}\right)=a_{i, j}, \quad \text { for } j=1, \ldots, n-1, \quad \text { and } \quad i=1, \ldots, n \tag{3.3}
\end{equation*}
$$

If we apply $s$ to (3.2) and use (3.3) we get

$$
\begin{aligned}
f_{i} & =s f_{i}=\sum_{j=1}^{n} s\left(a_{i, j}\right) s\left(z_{j}\right) \\
& =\sum_{j=1}^{n-1} a_{i, j} z_{j}+\lambda s\left(a_{i, n}\right) z_{n}
\end{aligned}
$$

since $f_{i}$ is invariant for $i=1, \ldots, n$. Equating this representation for $f_{i}$ with (3.2) and simplifying gives

$$
a_{i, n} z_{n}=\lambda s\left(a_{i, n}\right) z_{n}, \quad \text { for } i=1, \ldots, n
$$

from which we conclude

$$
s\left(a_{i, n}\right)=\lambda^{-1} a_{i, n}, \quad \text { for } i=1, \ldots, n
$$

Therefore

$$
\operatorname{det}\left[s\left(a_{i, j}\right)\right]=\operatorname{det}\left[\begin{array}{cccc}
a_{1,1} & \ldots & a_{1, n-1} & \lambda^{-1} a_{1, n} \\
\vdots & \vdots & \vdots & \vdots \\
a_{n, 1} & \ldots & a_{n, n-1} & \lambda^{-1} a_{n, n}
\end{array}\right]=\lambda^{-1} \operatorname{det}\left[a_{i, j}\right]
$$

by an elementary property of determinants [13, p. 240]. Since $\operatorname{det}(s)=\lambda$, and we may choose $\left[\mathbb{F}[V]_{G}\right]=\operatorname{det}\left[a_{i, j}\right]$, we have shown

$$
s\left(\left[\mathbb{F}[V]_{G}\right]\right)=\operatorname{det}(s)^{-1}\left[\mathbb{F}[V]_{G}\right],
$$

as was claimed.

Case 2. $t \in s_{\Delta}(G)$, i.e. $t$ is a transvection.
We choose a basis $z_{1}, \ldots, z_{n}$ for $V^{*}$ such that the matrix of $t$ is

$$
\left[\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
0 & \ddots & & 0 \\
0 & \vdots & 1 & 1 \\
0 & \ldots & \ldots & 1
\end{array}\right] \in \operatorname{GL}(n, \mathbb{F})
$$

in other words,

$$
t\left(z_{i}\right)= \begin{cases}z_{i} & \text { for } i=1, \ldots, n-1  \tag{3.4}\\ z_{n}+z_{n-1} & \text { for } i=n\end{cases}
$$

This time we choose to write

$$
\begin{equation*}
f_{i}=\sum_{j=1}^{n} a_{i, j} z_{j}, \quad \text { for } i=1, \ldots, n \tag{3.5}
\end{equation*}
$$

in such a way that

$$
\begin{equation*}
a_{i, j} \in \mathbb{F}\left[z_{1}, \ldots, z_{n-2}, z_{n}\right], \quad \text { for } j=1, \ldots, n-2, n \quad \text { and } \quad i=1, \ldots, n \tag{3.6}
\end{equation*}
$$

As noted in the previous case this sort of rewriting is always possible. If we apply $t$ to (3.5), use (3.4), and that $f_{i}$ is invariant for $i=1, \ldots, n$, we obtain

$$
\begin{aligned}
f_{i} & =t\left(f_{i}\right)=\sum_{j=1}^{n} t\left(a_{i, j}\right) t\left(z_{j}\right) \\
& =\sum_{j=1}^{n-2} a_{i, j} z_{j}+t\left(a_{i, n-1}\right) z_{n-1}+a_{i, n}\left(z_{n}+z_{n-1}\right) \\
& =\sum_{j=1}^{n-2} a_{i, j} z_{j}+\left(t\left(a_{i, n-1}\right)+a_{i, n}\right) z_{n-1}+a_{i, n} z_{n}
\end{aligned}
$$

Equating with (3.5) gives, with the use of (3.6) after simplification,

$$
a_{i, n-1} z_{n-1}=\left(t\left(a_{i, n-1}\right)+a_{i, n}\right) z_{n-1}
$$

from which we conclude

$$
\begin{equation*}
t\left(a_{i, n-1}\right)=a_{i, n-1}-a_{i, n}, \quad \text { for } i=1, \ldots, n \tag{3.7}
\end{equation*}
$$

Hence, from (3.5) and (3.7) we obtain

$$
\operatorname{det}\left[t\left(a_{i, j}\right)\right]=\operatorname{det}\left[\begin{array}{cccc}
a_{1,1} & \ldots & a_{1, n-1}-a_{1, n} & a_{1, n} \\
\vdots & \vdots & \vdots & \vdots \\
a_{n, 1} & \ldots & a_{n, n-1}-a_{n, n} & a_{n, n}
\end{array}\right]=\operatorname{det}\left[a_{i, j}\right]
$$

by the same elementary property of determinants as in the previous case [13, p. 240]. Since we may choose to represent $\left[\mathbb{F}[V]_{G}\right]$ by $\operatorname{det}\left[a_{i, j}\right]$ and $\operatorname{det}(t)=1$ we have shown that

$$
t\left(\left[\mathbb{F}[V]_{G}\right]\right)=\operatorname{det}(t)^{-1}\left[\mathbb{F}[V]_{G}\right]
$$

as was claimed.
Since $G$ is generated by pseudoreflections it follows that $g\left(\left[\mathbb{F}[V]_{G}\right]\right)=\operatorname{det}(g)^{-1}\left[\mathbb{F}[V]_{G}\right]$ for any $g \in G$.

## 4. Jacobians and fundamental classes

This section is devoted to the last problem posed in $\S 1$, where the answer is decidedly characteristic and representation dependent. To begin, we let $\mathbb{F}$ denote an arbitrary field, introduce some notations, and review some material (from [11] and [15, §7.1]), before turning to the task at hand.

Let $s \in \operatorname{GL}(n, \mathbb{F})$ be a pseudoreflection. The reflecting hyperplane $V^{s} \subsetneq V$ of $s$ will be denoted by $H_{s}$. The set of linear forms in $V^{*}$ with kernel $H_{s}$ is one dimensional, and $\ell_{s}$ will denote an arbitrary, but fixed, linear form with $\operatorname{ker}\left(\ell_{s}\right)=H_{s}$. Since $s$ fixes a hyperplane pointwise, 1 is an eigenvalue of $s$ of multiplicity at least $n-1$, so the characteristic polynomial of $s$ splits into linear factors. The remaining eigenvalue, which could also be 1 , is denoted by $\lambda_{s}$. Note that $\operatorname{det}(s)=\lambda_{s}$. Associated with $s$ is a twisted differential operator $\Delta_{s}$, introduced by Chevalley in [5], with the properties

$$
\left.\begin{array}{rl}
\Delta_{s}(f) & =(s f-f) \cdot \ell_{s}  \tag{4.1}\\
\Delta_{s}(f h) & =\Delta_{s}(f) h+s(f) \Delta_{s}(h),
\end{array}\right\}
$$

for any $f, h \in \mathbb{F}[V]$ (see, for example, $[\mathbf{1 1}]$ or $[\mathbf{1 5}, \S 7.1]$ ). With this notation one has

$$
\begin{aligned}
\Delta_{s}\left(\ell_{s}\right) & =\lambda_{s}-1 \\
s\left(\ell_{s}\right) & =\lambda_{s} \cdot \ell_{s}
\end{aligned}
$$

From this one obtains

$$
\Delta_{s}\left(\ell_{s}^{k}\right)=\left(1+\lambda_{s}+\cdots+\lambda_{s}^{k-1}\right)\left(\lambda_{s}-1\right) \ell_{s}^{k-1}=\left(\lambda_{s}^{k}-1\right) \ell_{s}^{k-1}
$$

by induction, and therefore it follows that

$$
\Delta_{s}^{k}\left(\ell_{s}^{k}\right)=\left(\lambda_{s}^{k}-1\right)!\in \mathbb{F}
$$

In particular, if $\lambda_{s} \in \mathbb{F}^{\times}$has order $\left|\lambda_{s}\right|$, then

$$
\begin{equation*}
\Delta_{s}^{\left|\lambda_{s}\right|-1}\left(\ell_{s}^{\left|\lambda_{s}\right|-1}\right)=\left(\lambda_{s}^{\left|\lambda_{s}\right|-1}-1\right)!\neq 0 \in \mathbb{F} \tag{4.2}
\end{equation*}
$$

If $\rho: G \hookrightarrow \mathrm{GL}(n, \mathbb{F})$ is a representation of a finite group $G$ over the field $\mathbb{F}$, we denote by $s(G) \subset G$ the set of pseudoreflections in $G$, i.e. the set of $s \in G$ such that $\rho(s)$ is a pseudoreflection. The diagonalizable pseudoreflections in $s(G)$, i.e. those $s \in s(G)$ with
$\lambda_{s} \neq 1$, are denoted by $s_{\Delta}(G)$, and the non-diagonalizable pseudoreflections, also called transvections, by $s_{\Delta}(G)$. The transvections together with $1 \in G$ form a normal subgroup of $s(G)$, the kernel of the homomorphism det : $s(G) \rightarrow \mathbb{F}^{\times}$.

Likewise, $\mathcal{H}(G)=\left\{H_{s} \mid s \in s(G)\right\}$ denotes the set of reflecting hyperplanes of the pseudoreflections in $G$, with $\mathcal{H}_{\Delta}(G)$ the subset of $\mathcal{H}(G)$ where $s$ is in $s_{\Delta}(G)$, and $\mathcal{H}_{\Delta}(G)$ the subset of $\mathcal{H}(G)$ where $s$ is in $s_{\Delta}(G)$. If $H \in \mathcal{H}(G)$, we denote by $\ell_{H}$ a linear form with kernel $H$. If $\mathbb{F}$ is a field of characteristic $p \neq 0$, then the set of all pseudoreflections in $G$ with reflecting hyperplane $H$ is a semidirect product of an elementary abelian $p$-group, the subgroup of transvections, and a cyclic group of order a divisor of $p^{\alpha}-1$ for some $\alpha \in \mathbb{N}_{0}$. A generator for this group will be denoted by $s_{H}$. Note that $s_{H} \in s_{\Delta}(G)$ (see, for example, $[\mathbf{1 5}, \S 8.2])$.

After this review of [11] we can establish the facts that we need to solve Problem 1.3. We define $L_{G} \in \mathbb{F}[V]$ by

$$
L_{G}=\prod_{H \in \mathcal{H}_{\Delta}(G)} \ell_{s_{H}}^{\left|s_{H}\right|-1}
$$

Note that $\operatorname{deg}\left(L_{G}\right) \leqslant\left|s_{\Delta(G)}\right|$, with equality if and only if $G$ contains no transvections.
Lemma 4.1. Let $\rho: G \hookrightarrow \operatorname{GL}(n, \mathbb{F})$ be a representation of a finite group $G$ over the field $\mathbb{F}$. Then $L_{G}$ divides any $\operatorname{det}^{-1}$-relative invariant.

Proof. The type of argument given by Stanley in [19, Theorem 3.1] is valid more generally. Specifically, let $f \in \mathbb{F}[V]_{\operatorname{det}^{-1}}^{G}$. Since the linear forms $\ell_{H^{\prime}}, \ell_{H^{\prime \prime}}$ are relatively prime for $H^{\prime} \neq H^{\prime \prime} \in \mathcal{H}_{\Delta}(G)$, it is enough to show that $\ell_{H}^{\left|s_{H}\right|-1}$ divides $f$ for each $H$ in $\mathcal{H}_{\Delta}(G)$. So let $H \in \mathcal{H}_{\Delta}(G)$ and choose an eigen basis $\ell_{H}=z_{1}, z_{2}, \ldots, z_{n}$ for $V^{*}$ so that the matrix of $s_{H}$ is of the form

$$
s_{H}=\left[\begin{array}{ccccc}
\lambda_{H} & & & & \\
0 & 1 & & & \\
& 0 & \ddots & 0 & \\
& & & & 1
\end{array}\right] \in \operatorname{GL}(n, \mathbb{F})
$$

Write $f$ as a sum of monomials in this basis, namely

$$
f=\sum_{i_{1} \neq 0} a_{I} z^{I}+\sum_{j_{1}=0} b_{J} z^{J}
$$

where $I=\left(i_{1}, \ldots, i_{n}\right)$ and $J=\left(j_{1}, \ldots, j_{n}\right)$ are multi-indices. Then

$$
s_{H} f=\sum_{i_{1} \neq 0} a_{I} \lambda_{H}^{i_{1}} z^{I}+\sum_{j_{1}=0} b_{J} z^{J}
$$

Since $s_{H} f=\lambda_{H}^{-1} f$, equating coefficients gives

$$
\begin{gathered}
i_{1} \geqslant\left|s_{H}\right|-1 \quad \text { if } a_{I} \neq 0 \\
b_{J}=0 \quad \text { for all } J
\end{gathered}
$$

and the result follows.

Lemma 4.2. Let $\rho: G \hookrightarrow \operatorname{GL}(n, \mathbb{F})$ be a representation of a finite group $G$ over the field $\mathbb{F}$. Suppose that $\mathbb{F}[V]^{G}=\mathbb{F}\left[f_{1}, \ldots, f_{n}\right]$ is a polynomial algebra and $z_{1}, \ldots, z_{n} \in V^{*}$, then $L_{G}$ divides $J_{G}=\operatorname{det}\left[\partial f_{i} / \partial z_{j}\right]$.

Proof. Since the Jacobian is a $\operatorname{det}^{-1}$ invariant [15, p. 21], this follows from Lemma 4.1.

Lemma 4.3. Let $s \in \operatorname{GL}(n, \mathbb{F})$ be a pseudoreflection and let $\mathcal{H}$ be a finite set of hyperplanes in $V$. Suppose that
(i) $H_{s} \notin \mathcal{H}$, and
(ii) if $H \in \mathcal{H}$, then $s H \in \mathcal{H}$.

Let $a_{H} \in \mathbb{N}$ for $H \in \mathcal{H}$ with $a_{H}$ constant on each s-orbit and set $L=\prod_{H \in \mathcal{H}} \ell_{H}^{a_{H}}$. Then $s(L)=L$ and $\Delta_{s}(L)=0$.

Proof. Since $s$ permutes the hyperplanes in $\mathcal{H}$, it also permutes the collection of linear forms $\left\{\ell_{H} \mid H \in \mathcal{H}\right\}$ up to some non-zero scalar multiples, i.e. for $H^{\prime} \in \mathcal{H}$ there exists $H^{\prime \prime} \in \mathcal{H}$, and $\alpha\left(H^{\prime}\right) \in \mathbb{F}^{\times}$, such that $s\left(\ell_{H^{\prime}}\right)=\alpha\left(H^{\prime}\right) \ell_{H^{\prime \prime}}$. Therefore $s(L)=\alpha L$, where $\alpha=\prod_{H \in \mathcal{H}} \alpha(H)^{a_{H}} \in \mathbb{F}^{\times}$, and hence

$$
\ell_{s} \Delta_{s}(L)=(s-1)(L)=(\alpha-1) L
$$

Since $H_{s} \notin \mathcal{H}$, the linear form $\ell_{s}$ is prime to $\ell_{H}$ for each $H \in \mathcal{H}$, and hence also to $L$. If $\alpha-1$ were not 0 , then this equation would imply, to the contrary, that $\ell_{s}$ divides $L$. Hence $\alpha-1=0$, and, since $\ell_{s} \neq 0$, we conclude that $\Delta_{s}(L)=0$.

Lemma 4.4. Let $\rho: G \hookrightarrow \mathrm{GL}(n, \mathbb{F})$ be a representation of a finite group over the field $\mathbb{F}$. Suppose that $\mathbb{F}[V]^{G}=\mathbb{F}\left[f_{1}, \ldots, f_{n}\right]$ is a polynomial algebra and

$$
L_{G}=\prod_{H \in \mathcal{H}_{\Delta}(G)} \ell_{s_{H}}^{\left|s_{H}\right|-1}
$$

Then $L_{G}$ is a $\operatorname{det}^{-1}$-relative invariant.
Proof. Since $\mathbb{F}[V]^{G}$ is a polynomial algebra $G$ is generated by pseudoreflections (see [4, Chapter V, §6, Exercise 8]). We use the equivalent formula

$$
L_{G}=\prod_{H \in \mathcal{H}_{\Delta}(G)} \ell_{s_{H}}^{\left|s_{H}\right|-1}
$$

For $H \in \mathcal{H}_{\Delta}(G)$ we find, after setting $L=L_{G} / \ell_{s_{H}}^{\left|s_{H}\right|-1}$,

$$
\begin{aligned}
s_{H}\left(L_{G}\right) & =s_{H}\left(\ell_{s_{H}}^{\left|s_{H}\right|-1}\right) s_{H}(L)=\lambda_{s_{H}}^{\left|s_{H}\right|-1} \ell_{s_{H}}^{\left|s_{H}\right|-1} L \quad \text { (by Lemma 4.3) } \\
& =\operatorname{det}\left(s_{H}\right)^{-1} \ell_{s_{H}}^{s_{H} \mid-1} L=\operatorname{det}\left(s_{H}\right)^{-1} L_{G}
\end{aligned}
$$

On the other hand, if $t \in s_{\Delta}(G)$ is a transvection, then setting $H=V^{t}$, recalling that $L_{G}=\ell_{s_{H}}^{\left|s_{H}\right|-1} L$, we have, from Lemma 4.3,

$$
t\left(L_{G}\right)=t\left(\ell_{s_{H}}^{\left|s_{H}\right|-1}\right) t(L)=\ell_{s_{H}}^{\left|s_{H}\right|-1} L,
$$

since $t \ell_{s_{H}}=\ell_{s_{H}}$, as $\lambda_{t}=1=\operatorname{det}(t)$. The result follows because $s(G)$ generates $G$.
We require Hartmann's generalization of the formula of Benson and Crawley-Bovey $[\mathbf{3}, \mathbf{1 0}]$; her formulation runs as follows (see [7, Corollary 5]).
Proposition 4.5 (see [7]). Let $\rho: G \hookrightarrow \mathrm{GL}(n, \mathbb{F})$ be a representation of a finite group $G$ over the field $\mathbb{F}$ such that $\mathbb{F}[V]^{G}=\mathbb{F}\left[f_{1}, \ldots, f_{n}\right]$. Then

$$
\sum_{i=1}^{n}\left(\operatorname{deg}\left(f_{i}\right)-1\right) \geqslant \operatorname{deg}\left(L_{G}\right),
$$

with equality if and only if $G$ contains no transvections.
Theorem 4.6. Let $\rho: G \hookrightarrow \mathrm{GL}(n, \mathbb{F})$ be a representation of a finite group over the field $\mathbb{F}$ of characteristic $p$, which may be 0 . Suppose that $\mathbb{F}[V]^{G}=\mathbb{F}\left[f_{1}, \ldots, f_{n}\right]$ is a polynomial algebra. Then $J_{G}=\operatorname{det}\left[\partial f_{i} / \partial z_{j}\right]$ represents a fundamental class of $\mathbb{F}[V]_{G}$ if and only if $G$ contains no transvections.

Proof. Suppose that $G$ contains no transvections. Then, by $[4$, Chapter V, $\S 6$, Exercise 8], $s(G)=s_{\Delta}(G)$ generates $G$, so $G$ is generated by pseudoreflections of order relatively prime to the characteristic of $\mathbb{F}$. Therefore, by $[\mathbf{1 1}]$, the ideal of stable invariants $\mathcal{J}_{\infty}(G)$, and the ideal of generalized invariants associated to the set $s_{\Delta}(G), \mathcal{I}\left(s_{\Delta}(G)\right)$, coincide.
Let $\operatorname{deg}\left(f_{i}\right)=d_{i}$, for $i=1, \ldots, n$, so $J_{G}$ and a fundamental class for $\mathbb{F}[V]_{G}$ have the same degree, namely $\sum\left(d_{i}-1\right)$. This is also the degree of $L_{G}$ by Hartmann's result 4.5. Since $L_{G}$ divides $J_{G}$ by Lemma 4.2, and $J_{G}$ is non-zero, it follows that they are nonzero multiples of each other. So it is sufficient to show that $L_{G} \neq 0$ in the algebra of coinvariants $\mathbb{F}[V]_{G}$. From $[\mathbf{1 1}]$ we have

$$
\left(\mathbb{F}[\bar{V}]^{G}\right)^{e}=\left(f_{1}, \ldots, f_{n}\right)=\mathcal{J}_{1}(G) \subseteq \cdots \subseteq \mathcal{J}_{\infty}(G)=\mathcal{I}\left(s_{\Delta}(G)\right),
$$

where, $\left(\mathbb{F}[\bar{V}]^{G}\right)^{e}$ denotes the extension to $\mathbb{F}[V]$ of the augmentation ideal of $\mathbb{F}[\bar{V}]^{G}$ of $\mathbb{F}[V]^{G}$, and the ideals $\mathcal{J}_{m}(G)$ are defined inductively (see $[\mathbf{1 1}, \S 1]$ ) by

$$
\mathcal{J}_{m}(G)= \begin{cases}(0) & \text { for } m=0, \\ \left(\left\{f \in \mathbb{F}[V] \mid g f-f \in J_{m-1}\right\}\right) & \text { for } m>0\end{cases}
$$

So it is more than enough to show that $L_{G} \notin \mathcal{I}\left(s_{\Delta}(G)\right)$. For this we evaluate

$$
\prod_{H \in \mathcal{H} \Delta(G)} \Delta_{s_{H}}^{\left|s_{H}\right|-1}
$$

on $L_{G}$. We find, with $L$ as in the proof of Lemma 4.3, that, for $i \geqslant 1$,

$$
\Delta_{s_{H}}^{i}\left(L_{G}\right)=\Delta_{s_{H}}^{i}\left(\ell_{H}^{\left|s_{H}\right|-1} L\right)=\Delta_{s_{H}}^{i}\left(\ell_{s|H|-1}\right) L
$$

by Lemma 4.2 and the fact that $\Delta_{s_{H}}$ is a twisted derivation. Thus, by equation (4.2),

$$
\Delta_{s_{H}}^{\left|s_{H}\right|-1}\left(L_{G}\right)=\left(\lambda_{s_{H}}^{-1}-1\right) L
$$

Hence

$$
\left(\prod_{H \in \mathcal{H}_{\Delta}(G)} \Delta_{s_{H}}^{\left|s_{H}\right|-1}\right)\left(L_{G}\right)=\prod_{H \in \mathcal{H}_{\Delta}(G)}\left(\lambda_{s_{H}}^{-1}-1\right)!
$$

and this scalar is non-zero. Therefore $L_{G} \notin \mathcal{I}\left(s_{\Delta}(G)\right)$, as required.
Conversely, if $s_{\Delta}(G) \neq \emptyset$ then the formula of Hartmann [7] gives

$$
\operatorname{deg}\left(J_{G}\right)>\sum\left(d_{i}-1\right)=\operatorname{deg}\left(L_{G}\right)
$$

By Lemma 4.2, $J_{G}=L_{G} \cdot K$ and $\operatorname{deg}(K)=\operatorname{deg}\left(J_{G}\right)-\operatorname{deg}\left(L_{G}\right)>0$. Since $L_{G}$ is a det ${ }^{-1}$-relative invariant by Lemma 4.4, and so is $J_{G}$, it follows that $K$ must be invariant. Then $J_{G}=L_{G} \cdot K$ says that $J_{G} \in\left(f_{1}, \ldots, f_{n}\right)$, so $J_{G}$ is zero in $\mathbb{F}[V]_{G}$ and cannot represent a fundamental class.

Remark 4.7. Note that the proof shows that when $G$ contains no transvections then $\operatorname{det}\left[\partial f_{i} / \partial z_{j}\right]$ and $L_{G}$ are non-zero scalar multiples of each other, so $L_{G}$ also represents a fundamental class of $\mathbb{F}[V]_{G}$ if and only if $G$ contains no transvections.

Recall [9] that the transfer ideal of $\rho: G \hookrightarrow \operatorname{GL}(n, \mathbb{F})$ is the affine variety $\mathfrak{X}_{G} \subset V$ defined by the ideal $\operatorname{Im}\left(\operatorname{Tr}^{G}\right)^{e} \subset \mathbb{F}[V]$. It is the union of the fixed subspaces of the elements of order $p$ in $G$, and has dimension at most $n-1$. The only way it can have dimension $n-1$ is if $G$ contains transvections. Therefore we have the following corollary.

Corollary 4.8. Let $\rho: G \hookrightarrow \mathrm{GL}(n, \mathbb{F})$ be a representation of a finite group over the field $\mathbb{F}$ of characteristic $p$, which may be 0 . Suppose that $\mathbb{F}[V]^{G}=\mathbb{F}\left[f_{1}, \ldots, f_{n}\right]$ is a polynomial algebra. Then $\operatorname{det}\left[\partial f_{i} / \partial z_{j}\right]$ represents a fundamental class of $\mathbb{F}[V]_{G}$ if and only if the dimension of the transfer variety $\mathfrak{X}_{G}$ is at most $n-2$.
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[^0]:    * $|G|$ denotes the order of $G$.

