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Abstract

We consider a heterogeneous population of identical particles divided into a finite number of classes according to their level of health. The partition can change over time, and a suitable exchangeability assumption is made to allow for having identical items of different types. The partition is not observed; we only observe the cardinality of a particular class. We discuss the problem of finding the conditional distribution of particle lifetimes, given such observations, using stochastic filtering techniques. In particular, a discrete-time approximation is given.
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1. Introduction

Let us consider a population of identical particles \( \{U_1, \ldots, U_H\} \) divided, at any time \( t \), into different classes \( \{C_1(t), \ldots, C_d(t)\} \) according to their ‘health’ level. The partition of the population can change, since the level of health of any single particle can increase, under some kind of maintenance, or decrease as time passes. In every class, each particle can die. The partition of the population cannot be observed; instead, the observation is just the number of dead particles up to time \( t \). If we introduce the class \( C_0(t) \) of dead particles up to time \( t \), the observation coincides with the cardinality \( Y(t) \) of this class. Our aim is to find the joint law of the lifetimes of any particle, given such observations.

In this paper, the model presented in [8] and [9] has been generalized. The main difference is that there, the unobservable partition of the population was supposed to be constant in time and the particles could only die. In [9], exchangeable random variables \( Z_1, \ldots, Z_H \) were introduced in order to define the partition, setting \( Z_i = k \) if and only if \( U_i \in C_k \). The law of the lifetimes, given the variables \( Z_1, \ldots, Z_H \), was given as data and the lifetimes were assumed to be independent, given the partition of the population.

In place of this, in this paper, in order to define the class of each particle at every time \( t \), we introduce a stochastic process \( Z(t) = \{Z_i(t)\}_{1 \leq i \leq H} \) such that \( Z_i(t) = k \) if and only if \( U_i \in C_k(t), i = 1, \ldots, H, k = 0, 1, \ldots, d \). Furthermore, an exchangeability assumption on the finite-dimensional distribution of \( Z(t) \) will be made, in order to take into account the dynamics of the model and the fact that the particles are identical. The problem of constructing a process \( Z(t) \) satisfying such an exchangeability assumption will be dealt with in Section 2.
where we assume that $Z(t)$ is a Markov chain and where some general properties of the model are discussed, both in the discrete- and continuous-time cases.

In order to find the law of the lifetimes given $\{Y(s), s \leq t\}$, the number of particles belonging to the class $C_0$ up to time $t$, we first compute the law of the lifetimes given the variable $Z(t)$, and then find the filter of $Z(t)$ given $\{Y(s), s \leq t\}$. The continuous-time filtering problem is studied in Section 4. Strong uniqueness of the filtering equation is demonstrated, a linearized equation is introduced, and a useful representation of its solution is derived following a method which is a modification of that proposed in [10] and in [5].

In [9], an explicit solution for the filtering equation was given. In our model, an elementary recursive formula for the filter is set up, for the discrete-time model only, in Section 3. Then, in the final sections, we construct an approximate discrete-time model following some ideas given in [4]. Finally, we prove that the discrete-time model and its filter converge to the exact filter. The convergence of the filters is proven by using a linearization technique for the discrete-time filtering equation.

2. The model

Let us consider a finite or countable population $\mathcal{P} = \{U_j\}_{j \geq 1}$, where $U_j$ are given particles, and, for $H$ a positive integer, let $\mathcal{P}_H = \{U_j\}_{j=1, \ldots, H}$ be a finite subpopulation of $\mathcal{P}$. Let $\mathcal{P}_H$ be heterogeneous in that its elements can be of $d$ different types, labelled by the natural numbers $1, \ldots, d$. Given $t \in \mathbb{R}^+$, let $C_k(t)$, $k = 1, \ldots, d$, be the subset of all individuals of type $k$ at time $t$. Finally, let $C_0(t)$ denote the class of the particles dead by time $t$. Thus, $\mathcal{P}_H = \bigcup_{k=0,1,\ldots,d} C_k(t)$ and we are interested in the case in which events of the form $\{U_i \in C_k(t)\}$, for $i = 1, \ldots, H$ and for any $t > 0$, are measurable.

To this end, let us introduce the random variable $Z(t) = \{Z_i(t) = 1, \ldots, H\}$ defining the type of each particle:

$$Z_i(t) = k \Leftrightarrow U_i \in C_k(t) \quad \text{for } i = 1, \ldots, H.$$  

By definition, $C_0(t)$ is an absorbing class in the sense that if a particle $U_i$ enters $C_0(t)$, it can never leave. That is, for all $i = 1, \ldots, H$, we assume that

$$Z_i(s) = 0 \Rightarrow Z_i(t) = 0 \quad \text{for all } t \geq s, \text{ almost surely}. \quad (2.1)$$

Then, for all $t \in \mathbb{R}^+$, $Z_i(t)$ is a random variable taking values in $\{0, 1, \ldots, d\}$ and $Z(t) = (Z_1(t), \ldots, Z_H(t))$ takes values in $\mathcal{H} = \{0, 1, \ldots, d\}^H$.

In the construction of the model, we have to take into account the fact that different particles can have different labels even if they are considered indistinguishable. Thus, because we are dealing with a dynamical model, we introduce an exchangeability property involving the finite-dimensional distribution of the process $Z(t)$. That is, for all $n \geq 1$, all $t_1, \ldots, t_n \in \mathbb{R}^+$ with $t_1 \leq \cdots \leq t_n$, all permutations $\pi$ of the set $\{1, \ldots, H\}$, and all $k^{(1)}, \ldots, k^{(n)} \in \mathcal{H}$,

$$P(Z(t_1) = k^{(1)}, \ldots, Z(t_n) = k^{(n)}) = P(Z(t_1) = \pi k^{(1)}, \ldots, Z(t_n) = \pi k^{(n)}), \quad (2.2)$$

where $\pi k^{(i)} = \{k^{(i)}_{\pi^{-1}(1)}, \ldots, k^{(i)}_{\pi^{-1}(H)}\}$, $i = 1, \ldots, n$, for $k^{(i)} = \{k^{(i)}_1, \ldots, k^{(i)}_H\} \in \mathcal{H}$.

In particular, for any fixed $t$, $(Z_1(t), \ldots, Z_H(t))$ is an exchangeable sequence; that is, for all $a_1, \ldots, a_H \in \mathcal{H}$ and all finite permutations $\pi$ of the indices,

$$P(Z(t) = a_1, \ldots, Z_H(t) = a_H) = P(Z(t) = a_{\pi(1)}, \ldots, Z_H(t) = a_{\pi(H)}), \quad (2.3)$$

which is a generalization of the exchangeability property given in [8] and [9].
2.1. The lifetimes

Later, we will construct a process verifying that conditions (2.1) and (2.2) are satisfied. Now, we are going to discuss some consequences of these conditions. The most important is related to lifetimes.

Let $T_i$ be the lifetime of $U_i$, $i = 1, \ldots, H$, defined as $T_i = \inf\{t \in \mathbb{R}^+ : Z_i(t) = 0\}$. Taking into account the structural properties of the model, as in [8] and [9], the lifetimes are a sequence of exchangeable random variables. The assumption (2.2), which is very natural in our context, implies such a result, while (2.3) does not.

**Theorem 2.1.** Under the assumptions (2.1) and (2.2), $\{T_i\}_{i \geq 1}$ is a family of exchangeable random variables.

**Proof.** Let us compute $P(T_1 \leq t_1, \ldots, T_H \leq t_H)$ for all $t_1, \ldots, t_H \in \mathbb{R}^+$. Without loss of generality, we assume that $t_1 \leq \cdots \leq t_H$. Otherwise, we consider a permutation of indices such that $t_V \leq \cdots \leq t_H$, and note that $\{T_1 \leq t_1, \ldots, T_H \leq t_H\} = \{T_V \leq t_V, \ldots, T_H \leq t_H\}$.

Therefore, recalling (2.1), for all $n = 1, \ldots, H$,

$$P(T_1 \leq t_1, \ldots, T_n \leq t_n)$$

$$= P(Z_1(t_1) = 0, Z_2(t_2) = 0, \ldots, Z_n(t_n) = 0)$$

$$= P(Z_1(t_1) = 0, Z_1(t_2) = 0, \ldots, Z_1(t_n) = 0,$$

$$Z_2(t_2) = 0, \ldots, Z_2(t_n) = 0,$$

$$\vdots$$

$$Z_n(t_n) = 0$$

$$= \sum_{x_{i,j}^{2i \leq H; 1 \leq j \leq i-1}} P(Z(t_1) = (0, x_{2,1}, \ldots, x_{n,1}), Z(t_2) = (0, 0, x_{3,2}, \ldots, x_{n,2}), \ldots, Z(t_n) = (0, \ldots, 0))$$

$$= \sum_{x_{i,j}^{2i \leq H; 1 \leq j \leq i-1}} P(Z(t_1) = \pi(0, x_{2,1}, \ldots, x_{n,1}), Z(t_2) = \pi(0, 0, x_{3,2}, \ldots, x_{n,2}), \ldots, Z(t_n) = \pi(0, \ldots, 0))$$

$$= P(Z_{\pi^{-1}(1)}(t_1) = 0, Z_{\pi^{-1}(2)}(t_2) = 0, \ldots, Z_{\pi^{-1}(n)}(t_n) = 0)$$

$$= P(T_{\pi^{-1}(1)} \leq t_1, \ldots, T_{\pi^{-1}(n)} \leq t_n).$$

In the sequel, we assume that $Z(t)$ has the Markov property. Therefore, we have to solve the problem of constructing the Markov process $Z(t)$ satisfying the conditions (2.1) and (2.2). As we pointed out in the introduction, we are going to study the properties of the Markov chain $Z(t)$, the partition of the subpopulation at time $t$, and find the law of the lifetimes, given $Z(t)$.

The constructions of the discrete-time model $Z(t)$ and of the continuous-time one $\xi(t)$ are fairly standard. For the sake of self-consistency, and since we will use some definitions in the sequel, we are going to give a sketch of the construction.

2.2. The discrete-time model

In the discrete-time case ($t \in \mathbb{N}$), the existence of a process satisfying the conditions (2.1) and (2.2) is ensured by the Markov property. Let $\mu(a, b)$, $a, b \in H$, be a family of transition probabilities and let $\nu_0$ be a probability measure on $H$. Let $Z(t), t \in \mathbb{N}$, be the Markov chain with initial distribution $\nu_0$ such that, for all $t > 0$ and all $a = (a_1, \ldots, a_H), b = (b_1, \ldots, b_H) \in H$, we have $\mu(a, b) = P(Z(t) = b \mid Z(t-1) = a)$. 
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We can easily verify that the following assumptions guarantee that the process \( Z(t) \) satisfies (2.2) whenever \( Z(0) \) satisfies (2.3):

- there exists an \( i \) such that \( a_i = 0 \) and \( b_i \neq 0 \) imply that \( \mu(a, b) = 0 \); 
- for all \( a, b \in \mathcal{H} \) and all finite permutations \( \pi \) of the indices, \( \mu(a, b) = \mu(\pi(a), \pi(b)) \).

\[ \text{(2.4)} \]

\[ \text{(2.5)} \]

### 2.3. The continuous-time model

We now introduce the continuous-time model by defining a continuous-time Markov process \( \zeta(t) \) with generator \( L \) given, for real-valued, bounded measurable functions \( f \) on \( \mathcal{H} \), by

\[ Lf(z) = f(z) - f(z) = \sum_{z \in \mathcal{H}} [f(z') - f(z)]p(z, z'), \]

where \( \{p(z, z')\} \) is a family of transition probabilities satisfying (2.4) and (2.5), and \( l(z) = l(\pi(z)) \) is a positive function. Since \( \mathcal{H} \) is a finite set, there exist \( l, \bar{l} \in \mathbb{R}^+ \) such that \( 0 < l \leq l(z) \leq \bar{l} \) for all \( z \in \mathcal{H} \).

By construction, \( L \) is clearly a bounded operator. Hence, for all \( v_0 \in \Pi(\mathcal{H}) \) (where \( \Pi(\mathcal{H}) \) is the space of probability measures on \( \mathcal{H} \)), there exists a unique Markov process \( \zeta(t) \) with \( v_0 \) as initial condition, \( L \) as generator, and sample paths in \( D_{\mathcal{H}}[0, \infty) \), the space of \( \mathcal{H} \)-valued càdlàg functions defined on \( [0, \infty) \).

Following a classical construction (see, for instance, [7]), we are going to provide a particular representation for \( \zeta(t) \) that we will use to obtain the approximating model in Section 5. Given a probability space \( (\Omega, \mathcal{F}, \mu) \), let \( (Z(n))_{n \geq 0} \) be a Markov chain with initial distribution \( v_0 \) and transition probabilities \( p(z, z') \). Let \( \{V_i\}_{i \geq 1} \) be a sequence of independent random variables exponentially distributed with parameter 1 and independent of \( \{Z(n)\}_{n \geq 0} \). Finally, let

\[ \tau_0 = 0, \quad \tau_n = \sum_{i=1}^{n} \frac{V_i}{l(Z(i-1))} \quad \text{for } n > 0, \quad \zeta(t) = \sum_{n \geq 0} Z(n) 1_{\tau_n \leq t < \tau_{n+1}}, \]

\[ \text{(2.7)} \]

and \( \mathcal{F}_t = \sigma(\zeta(s), s \leq t) \). Hence, on the space \( (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mu) \), \( \zeta(t) \) is a continuous-time pure-jump Markov process with generator \( L \) satisfying (2.1), and \( \{\tau_i\}_{i \geq 1} \) is the sequence of its jump times. By using this particular construction, we can easily see that the process \( \zeta(t) \) satisfies (2.2) whenever \( \zeta(0) \) satisfies (2.3).

### 3. Conditional laws

In this section, we will obtain the conditional law of the lifetimes, given the history of the process \( Y(t) \) (which is the cardinality of the class \( C_0(t) \)). To this end, as already observed, we first compute the law of the lifetimes, given \( Z(t) \) (or \( \zeta(t) \) in the continuous-time case), and then we set up a filtering problem to obtain the distribution of \( Z(t) \) (or \( \zeta(t) \)), given the history of the process \( Y(t) \). Setting \( \Phi(z) = \sum_{i=1}^{H} 1_{|z_i| > 0} \) for all \( z \in \mathcal{H} \), we find that, for the discrete-time model, \( Y(t) = \Phi(Z(t)) \) and, for the continuous-time model, \( Y(t) = \Phi(\zeta(t)) \). The distribution of the lifetimes, given the partition of the population at time \( t \), can be easily computed. If we again assume that \( t_1 \leq \cdots \leq t_H \) for the discrete-time model then, if \( t \) is such that \( t_1 \leq t_2 \leq \cdots \leq t_m \leq t \leq t_{m+1} \leq \cdots \leq t_H \), for \( P(Z(t) = k) \neq 0, k \in \mathcal{H} \), we obtain

\[ P(T_1 \leq t_1, T_2 \leq t_2, \ldots, T_m \leq t_m, Z(t) = k) = \frac{P(Z_1(t_1) = 0, \ldots, Z_m(t_m) = 0, Z(t) = k, Z_{m+1}(t_{m+1}) = 0, \ldots, Z_H(t_H) = 0)}{P(Z(t) = k)}. \]

A similar formula can be written down for the continuous-time model.
Here, the important point is that this distribution can be evaluated explicitly as a function of \( k \in H \). This is important because, in order to find the law of the lifetimes given the observed failures, only the law of \( Z(t) \) (or \( \zeta(t) \)) given \( \{Y(s), s \leq t\} \) is needed. In the next section, we will discuss the filtering problem in the continuous-time case. The last part of this section is devoted to the filtering problem for the discrete-time model.

We set \( \pi_t(z) = P(Z(t) = z \mid F_Y^t) \), where \( F_Y^t = \sigma\{Y(s), s \leq t\} \). Now, since \( Z(t) \) is a Markov chain and \( Y = \Phi(Z) \), the pair \( (Z, Y) \) is still Markov and \( \pi_t(z) \), the filter, can be written using a Bayes formula as

\[
\pi_t(z) = \sum_{z' \in H} P(Z(t) = z, Y(t) \mid Z(t-1) = z') \pi_{t-1}(z').
\]

By induction, we find that

\[
\pi_t(z) \propto \sum_{z_0 \in \Phi^{-1}(0)} \mu(z_0, z_1) \mu(z_1, z_2) \cdots \mu(z_{t-1}, z) P(Z(0) = z_0),
\]

which could be also conjectured intuitively.

**Remark 3.1.** Summing up, we explicitly write

\[
P(\{T_1 \leq t_1, T_2 \leq t_2, \ldots, T_H \leq t_H\} \mid F_Y^t) = \sum_{z \in H} P(\{T_1 \leq t_1, T_2 \leq t_2, \ldots, T_H \leq t_H, Z(t) = z\} \mid F_Y^t) \pi_t(z).
\]

An analogous result can be reached in the continuous-time model once \( \pi_t(z) \) is computed, which will be done in the next section.

### 4. Filtering in the continuous-time case

Let us recall that the filter \( \pi_t(f) = E[f(\zeta(t)) \mid F_Y^t] \) satisfies a stochastic differential equation known as the Kushner–Stratonovich equation.

#### 4.1. Filtering equation

In this subsection, we write down the Kushner–Stratonovich equation and, in the next one, we discuss uniqueness of its solutions.

Since, in general, \( Y(t) \) is not a counting process, following an idea presented in [5] we introduce the multivariate point processes \( U(t) = (U^1(t), \ldots, U^H(t)) \), defined as

\[
U^j(t) := \sum_{i=1}^H \mathbf{1}[T(i) \leq t] \mathbf{1}[Y(T(i)) = j], \quad j = 1, \ldots, H,
\]
where $T(1), \ldots, T(H)$, the order statistics of the lifetimes, give us the jump times of $Y$. The process $U^j(t)$ counts the number of jumps bringing $Y(t)$ to $j$, and

$$N_j = \sum_{i=1}^{H} U^j_i(t) = \sum_{i=1}^{H} \mathbb{1}_{\{T(i) \leq t\}}$$  \hspace{1cm} (4.1)$$
counts all the jumps of $Y$, up to time $t$. Since, by definition, $Y(t)$ is a nondecreasing process, $U^j(t)$ is $\{0, 1\}$-valued for all $j$. Furthermore, the relation

$$Y(t) = Y(0) + \int_0^t \sum_{j=1}^{H} [j - Y(s-)] dU^j(s)$$

implies that $\mathcal{F}^Y_t = \mathcal{F}^U_t$, where, as usual,

$$\mathcal{F}^Y_t = \sigma\{Y(s), s \leq t\} \quad \text{and} \quad \mathcal{F}^U_t = \sigma\{U^1(s), \ldots, U^H(s), s \leq t\}.$$  

Therefore, our problem reduces to finding the filter that is the conditional law of $\zeta(t)$ given $\mathcal{F}^U_t$.

**Proposition 4.1.** For the continuous-time model presented in this paper, the equation for the filter, for any real-valued function $f(z), z \in \mathcal{H}$, can be written as

$$\pi_t(f) = \nu_0(f) + \int_0^t \left[ \pi_s(Gf) - \pi_s(mf) + \pi_s(m)\pi_s(f) \right] ds$$

$$+ \sum_{j=1}^{H} \int_0^t \left[ \pi_s - (mj) \right]^+ \left[ \pi_s - (mjf) - \pi_s - (mj)\pi_s - (f) + \pi_s - (Rjf) \right] dU^j_s,$$  \hspace{1cm} (4.2)$$

where $a^+ = (1/a) \mathbb{1}_{\{a > 0\}}$ as usual in filtering theory, and where

$$Gf(z) = l(z) \sum_{z'} [f(z') - f(z)] \mathbb{1}_{\{\phi(z') = \phi(z)\}} p(z, z'),$$

$$R_j f(z) = l(z) \sum_{z'} [f(z') - f(z)] \mathbb{1}_{\{\phi(z') \neq \phi(z)\}} \mathbb{1}_{\{\phi(z') = j\}} p(z, z'),$$

$$m_j(z) = l(z) \sum_{z'} \mathbb{1}_{\{\phi(z') \neq \phi(z)\}} \mathbb{1}_{\{\phi(z') = j\}} p(z, z'),$$

$$m(z) = \sum_{j=1}^{H} m_j(z) = l(z) \sum_{z'} \mathbb{1}_{\{\phi(z') \neq \phi(z)\}} p(z, z').$$

**Proof.** The classical innovation method allows us to write down an equation for the filter. In particular, our model is such that the results obtained in [2] apply and we refer to them for the consistency of our proof. Let us observe that the process $(\zeta, Y, U)$ is still Markov and that its joint generator is, for $z \in \mathcal{H}, u \in \{0, 1\}^H$, and $y \in \{0, 1, \ldots, H\},$

$$\mathcal{L} f(z, y, u) = \mathcal{L}_0 f(z, y, u) + \sum_{j=1}^{H} \mathcal{L}_j f(z, y, u).$$
where
\[ L_0 f(z, y, u) = l(z) \sum_{z' \in H} \left[ f(z', y, u) - f(z, y, u) \right] \mathbb{I}_{\{ \Phi(z') = \Phi(z) \}} p(z, z'), \]
\[ L_j^f f(z, y, u) = l(z) \sum_{z' \in H} \left[ f(z', y + \Phi(z') - \Phi(z), u + e^j) - f(z, y, u) \right] \times \mathbb{I}_{\{ \Phi(z') \neq \Phi(z) \}} \mathbb{I}_{\{ y + \Phi(z') - \Phi(z) = j \}} p(z, z'), \]
and \( e^j \) is the vector such that \( e^j_i = \delta_{ij}, j = 1, \ldots, H \). The generator \( L \), when restricted to the function depending only on the first variable \( z \), coincides with the operator \( L \) given in (2.6). Moreover, the \( (P, \mathcal{F}_t) \)-intensity of \( U^j \) is given in terms of the process \( \tilde{m}_j(\zeta(t), Y(t)) \), where
\[ \tilde{m}_j(z, y) = l(z) \sum_{z' \in H} \left[ u_j + e^j_j - u_j \right] \mathbb{I}_{\{ \Phi(z') \neq \Phi(z) \}} \mathbb{I}_{\{ y + \Phi(z') - \Phi(z) = j \}} p(z, z') \]
More precisely, the \( (P, \mathcal{F}_t) \)-intensity of \( U^j \) is given by
\[ \pi_t(f) = \nu_0(f) + \int_0^t \pi_s(Lf) ds + \hat{M}_t, \]
where \( \hat{M}_t \) is a zero-mean \( (P, \mathcal{F}_t) \)-martingale. By the representation theorem \[2, \text{Theorem } T17, \text{ Chapter III, p. 76}\], this can be written in turn as
\[ \hat{M}_t = \sum_{j=1}^{H} \int_0^t K_s(j)(dU^j_s - \pi_s-(m_j) ds), \]
where \( \{K_s(j)\} \) is a suitable sequence of \( (P, \mathcal{F}_t) \)-predictable processes. Finally (see \[2, \text{Theorem } T2, \text{ Chapter IV, p. 91}\]), the equation for the filter is then given by
\[ \pi_t(f) = \nu_0(f) + \int_0^t \pi_s(Lf) ds \]
\[ + \sum_{j=1}^{H} \int_0^t \pi_s-(m_j) + \pi_s-(m_j f) - \pi_s-(m_j) \pi_s-(f) + \pi_s-(R^j f) \pi_s-(m_j) ds \]
(4.3)
for any function \( f(z) \), \( z \in \mathcal{H} \). In order to compute \( R^j f \) and \( Gf \), let us recall that

\[
M(t) := f(\zeta(t)) - f(\zeta(0)) - \int_0^t Lf(\zeta(s)) \, ds \quad \text{and} \quad M^j(t) := U^j(t) - \int_0^t m_j(\zeta(s)) \, ds
\]

are \((P, \mathcal{F}_t)\)-martingales, and that \( \langle M, M^j \rangle_t = \int_0^t R^j f(\zeta(s)) \, ds \). By standard stochastic calculus, we find that

\[
R^j f(z) = l(z) \sum_{z'} [f(z') - f(z)] 1_{\{\Phi(z') \neq \Phi(z)\}} 1_{\{\Phi(z') = j\}} p(z, z')
\]

Finally, we complete the proof by substituting

\[
Gf(z) = Lf(z) - \sum_{j=1}^H R^j f(z) = l(z) \sum_{z'} [f(z') - f(z)] 1_{\{\Phi(z') = \Phi(z)\}} p(z, z')
\]

into (4.3).

**Remark 4.1.** Let us remark that (4.2) depends only on the joint dynamics of the process \((\zeta, U)\). This is in some sense intuitive, since \( Y(t) = \Phi(\zeta(t)) \) and \( \Phi(\cdot) \) is a deterministic function.

4.2. Uniqueness

In general, (4.2) does not have a unique solution. Thus, in order to deduce the properties of the filter using (4.2), we need to find some kind of uniqueness property for it. Weak uniqueness could be obtained, as in [4], [6], [10], [11], and [12], by using the filtering martingale problem approach and, in particular, taking into account Proposition 2.4 of [6]. On the other hand, since this model has a finite state space, a stronger kind of uniqueness can be obtained. In fact, we are going to prove that there is pathwise uniqueness for the solutions of the filtering equation. The procedure used here has some similarities with that used in [1].

We note that in this procedure we do not require \( \pi_t(m_j) > 0 \).

**Theorem 4.1.** Let \( \pi'_t \) be an \( \mathcal{F}_t^U \)-adapted, probability-measure-valued process with càdlàg trajectories, satisfying (4.2) driven by the process \( U(t) \). Then \( \pi'_t \) coincides pathwise with the filter.

**Proof.** The filter \( \pi_t \) satisfies (4.2). Thus, taking into account the fact that

\[
|\pi_s - (m_j)^+ - \pi'_s - (m_j)^+| \cdot |\pi'_s - (R^j f + m_j f) - \pi'_s - (m_j)^+| |\pi'_s - (f)|
\]

\[
= |\pi_s - (m_j) - \pi'_s - (m_j)^+| |\pi_s - (m_j) - (R^j f + m_j f) - \pi'_s - (m_j)^+| |\pi'_s - (f)|
\]

\[
\leq |\pi_s - (m_j) - \pi'_s - (m_j)| \|\pi_s - (m_j) - (R^j f + m_j f) - \pi'_s - (m_j)^+\| + 2\|f\| l_t
\]

for a suitable positive constant \( C \) we have

\[
|\pi_t(f) - \pi'_t(f)| \leq C \|f\| \left\{ \int_0^t \|\pi_s - \pi'_s\| \, ds + \sum_{j=1}^H \int_0^t \|\pi_s - \pi'_s\| (\pi_s - (m_j))^+ \, dU^j_s \right\}.
\]
where \( \| \pi - \pi' \| : = \sup_{f \in B(\mathcal{H})} |\pi_t(f) - \pi'_t(f)|/\| f \|, B(\mathcal{H}) \) denotes the space of real-valued, bounded measurable functions on \( \mathcal{H} \), and \( \| f \| : = \sup_{z \in \mathcal{H}} |f(z)| \). Since \( \pi_t - (m_j) \) is the predictable \((\mathbb{F}, F^U_t)\)-intensity of \( U^j_t \), we obtain

\[
E \left[ \int_0^t \| \pi_s - \pi'_s \| (\pi_s - (m_j))^+ \pi_s(m_j) \, ds \right] 
\leq E \left[ \int_0^t \| \pi_s - \pi'_s \| \, ds \right].
\]

Thus, for another suitable constant \( C' \), we have

\[
E \| \pi_t - \pi'_t \| \leq C' \int_0^t E \| \pi_s - \pi'_s \| \, ds
\]

and, so, \( E \| \pi_t - \pi'_t \| = 0. \) This, in turn, implies that \( P(\| \pi_t - \pi'_t \| > 0) = 0 \) for all \( t > 0. \) Since \( \| \pi_t - \pi'_t \| \) has càdlàg trajectories,

\[
P \left( \sup_{0 \leq t \leq T} \| \pi_t - \pi'_t \| > 0 \right) = P \left( \sup_{t \in T} \| \pi_t - \pi'_t \| > 0 \right) \leq \sum_{t \in T} P(\| \pi_t - \pi'_t \| > 0) = 0
\]

for any countable dense subset \( T \) in \((0, T)\). Therefore, each solution to the filtering equation coincides pathwise with the filter.

Let us recall that the transition probabilities \( p(z, z') \) have to satisfy conditions (2.4) and (2.5). From now on, we need the further assumption that,

\[
\text{for all } z, z' \in \mathcal{H}, \text{ if both } z_i = 0 \text{ and } z'_i = 0 \text{ for some } i, \text{ then } p(z, z') > 0. \tag{4.4}
\]

Roughly speaking, this means that any transition must be possible, provided that none of the dead particles have been brought back to life.

This assumption allows us to define the positive quantity

\[
p := \min \{ p(z, z'): z, z' \in \mathcal{H} \text{ satisfy (4.4)} \}.
\]

**Remark 4.2.** As a consequence of the last assumption, we find that, if \( j > \Phi(z) \) (with \( j = 1, \ldots, H \)) and \( z \in \mathcal{H} \), then

\[
m_j(z) \geq l \sum_{z' \in \mathcal{H}} 1_{\{ \Phi(z') > \Phi(z) \}} 1_{\{ \Phi(z') = j \}} p(z, z') \geq lp.
\]

### 4.3. A representation for the filter

Explicit expressions for the solutions to (4.2) are not available although, in the discrete-time model, a simple recursive formula is given by (3.1). For this reason, in the next section we will construct an approximate discrete-time model and, in the last section, prove that the filter of the approximate discrete-time model converges to the exact one.

To achieve this goal, it is useful to introduce a linearized equation, using a method that is a modification of that proposed in [10]. The linearized equation

\[
\rho_t(f) = \nu_0(f) + \int_0^t \left( \rho_s(Gf) - \rho_s(mf) \right) \, ds + \sum_{j=0}^H \int_0^t \left( \rho_s(\Lambda_j f) - \rho_s(\Lambda_j f) + \rho_s(R_j f) \right) \, dU^j_s
\]

(4.5)
is a modification of (4.2). With classical arguments, we can prove that (4.5) not only admits a unique solution in the weak sense but, moreover, by Lipschitz arguments, that it admits a unique strong solution that is necessarily $\mathcal{F}^U_t$-adapted. However, we restrict our attention to the results that we need in the sequel, which are given by the following proposition.

**Proposition 4.2.** Equation (4.5) admits at least one $\mathcal{F}^U_t$-adapted solution. Such a solution $\rho_t(f)$, for any $t$, has the following properties:

(i) $\rho_t(f)$ is a finite positive measure;
(ii) $e^{-t}(1 \wedge I_P) < \rho_t(1) \leq \bar{I} \vee 1$; and
(iii) $\pi_t(f) = \rho_t(f)/\rho_t(1)$.

**Proof.** First we claim that, for any solution $\rho_t$ to (4.5), $\rho_t(f)/\rho_t(1)$ provides a solution of (4.2) and coincides with the filter up to time $t_0 = \inf\{t \geq 0: \rho_t(1) = 0\}$. Then we construct a solution of (4.5) that has the required properties and such that $\rho_t(1) > 0$ for any $t$.

Let $X(t)$ be a process with initial condition $(s, x)$, $s \geq 0$, $x \in \mathcal{H}$, and generator $G$. Let $P_{s,x}$ be its law on $D_\mathcal{H}[s, T]$. Then, by the Feynman–Kac formula, for all $t \in [0, T_{(1)})$,

$$\rho_t(f) = \sum_{x \in \mathcal{H}} \mathbb{E}^{P_{s,x}} \left[ f(X_t) \exp \left\{ - \int_0^t m(X_u) \, du \right\} \right] \nu_0([x]),$$

$$\rho_t(1) = \sum_{x \in \mathcal{H}} \mathbb{E}^{P_{s,x}} \left[ \exp \left\{ - \int_0^t m(X_u) \, du \right\} \right] \nu_0([x]) \geq e^{-\bar{I} t} > 0,$$

and, for $t = T_{(1)}$,

$$\rho_{T_{(1)}}(f) = \rho_{T_{(1)}}(-(m_j f) + \rho_{T_{(1)}}(R_j f)|_{j=\gamma_{T_{(1)}}}),$$

$$\rho_{T_{(1)}}(1) = \rho_{T_{(1)}}(-(m_j)|_{j=\gamma_{T_{(1)}}} \geq (\rho \rho_{T_{(1)}})(-1),$$

where the last inequality is a consequence of Remark 4.2. The statement of the proposition then follows by induction. In fact, for all $t \in [T_{(i)}, T_{(i+1)})$,

$$\rho_t(f) = \sum_{x \in \mathcal{H}} \mathbb{E}^{P_{s,x}} \left[ f(X_t) \exp \left\{ - \int_s^t m(X_u) \, du \right\} \right] \frac{\rho_{T_{(i)}}([x])}{\rho_{T_{(i)}}(1)},$$

$$\rho_t(1) = \sum_{x \in \mathcal{H}} \mathbb{E}^{P_{s,x}} \left[ \exp \left\{ - \int_s^t m(X_u) \, du \right\} \right] \frac{\rho_{T_{(i)}}([x])}{\rho_{T_{(i)}}(1)} \geq e^{-(t-T_{(i)})\bar{I}} > 0,$$

and, for $t = T_{(i+1)}$,

$$\rho_{T_{(i+1)}}(f) = \rho_{T_{(i+1)}}(-(m_j f) + \rho_{T_{(i+1)}}(R_j f)|_{j=\gamma_{T_{(i+1)}}}),$$

$$\rho_{T_{(i+1)}}(1) = \rho_{T_{(i+1)}}(-(m_j)|_{j=\gamma_{T_{(i+1)}}} \geq (\rho \rho_{T_{(i+1)}})(-1).$$

Finally, observe that $\rho_t(1) \leq 1$ for $t \in [T_{(i)}, T_{(i+1)})$ and, for $t = T_{(i+1)}$, that

$$\rho_{T_{(i+1)}}(1) = \rho_{T_{(i+1)}}(-(m_j)|_{j=\gamma_{T_{(i+1)}}} \leq \bar{I} / \rho_{T_{(i+1)}}(-1) \leq \bar{I}.$$

This result will provide a central tool for the comparison between the approximate and the original filter, performed in the next sections.
5. The approximate model

The construction of the approximate process follows the same lines as in [4] and is related to the construction in Section 2. Let \( h > 0 \) be fixed and let

\[
\begin{align*}
\theta_0^h &:= 0, \\
\theta_i^h &:= \left[ \frac{V_i}{hV(Z(i-1))} \right] + 1 \quad \text{for } i > 0,
\end{align*}
\]

\[
\tau_0^h = 0, \quad \tau_n^h = h \sum_{i=1}^{n} \theta_i^h
\]

for \( n > 0 \).

Then, on a finite time horizon \([0, T]\) with \( T > 0 \), for \( t = kh, k = 0, 1, \ldots, \) such that \( kh \leq T \), the approximate process is defined as

\[
\zeta^h_t = \sum_{n \geq 0} Z(n) \mathbf{1}_{\{\tau_n^h \leq t < \tau_{n+1}^h\}},
\]

where \( Z(n) \) is the Markov chain defined in (2.7). Hence, on the space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})\), \( \zeta^h_t \) is a discrete-time Markov chain and \( \{\tau_n^h\}_{n \geq 1} \) is the sequence of its jump times. The following result is given in [4].

Proposition 5.1. The process \( \zeta^h_t \) is a discrete-time Markov chain with transition probabilities given by

\[
\mu^h(z, z') = \mathbb{P}(\zeta^h((n+1)h) = z' \mid \zeta^h(nh) = z) = \delta_{z, z'} e^{-hV(z)} + p(z, z')(1 - e^{-hV(z)}).
\] (5.1)

We now introduce the discrete-time observations process, setting

\[
Y^h(t) = \Phi(\zeta^h(t)), \quad U^h_j(t) = \sum_{k=1}^{H} \mathbf{1}_{\{T_k^h \leq t \}} \mathbf{1}_{\{Y^h(T_k^h) = j\}} \quad \text{and} \quad N^h_j(t) = \sum_{k=1}^{H} U^h_j(t),
\]

where \( \{T_k^h\} \) is the sequence of jump times of \( Y^h(t) \).

As in the continuous-time case, we can prove that \( \mathcal{F}^h_t = \mathcal{F}^U_t \), with \( U^h = \{U^h_j\}_{j=0,1,\ldots,H} \). Hence, we have to solve a filtering problem in order to find the conditional law of \( \zeta^h_t \) given \( \mathcal{F}^U_t \). We know that \( \pi^h_t = \mathcal{L}(\zeta^h(t) \mid \mathcal{F}^U_t) \) satisfies the equation

\[
\pi^h_{nh}(f) = \nu_0(f) + \sum_{k=1}^{n} (1 - \pi^h_{(k-1)h}(m^h))^+ \\
\times \left[ \pi^h_{(k-1)h}(G^h f) + \pi^h_{(k-1)h}(m^h)\pi^h_{(k-1)h}(f) - \pi^h_{(k-1)h}(m^h f) \right] (1 - \Delta N^h_{kh}) \\
+ \sum_{j=0}^{H} \sum_{k=1}^{n} \pi^h_{(k-1)h}(m^h_j)^+ \\
\times \left[ \pi^h_{(k-1)h}(m^h_j f) - \pi^h_{(k-1)h}(m^h_j)\pi^h_{(k-1)h}(f) + \pi^h_{(k-1)h}(R^h_j f) \right] \Delta U^h_{kh},
\] (5.2)
where

\[ \Delta N^h_{kh} = N^h_{kh} - N^h_{(k-1)h}, \]
\[ \Delta U^h_{kh} = U^h_{kh} - U^h_{(k-1)h}, \]
\[ G^h f(z) = \sum_{z'} [f(z') - f(z)] 1_{\{\Phi(z') = \Phi(z)\}} \mu^h(z, z'), \]
\[ R^h f(z) = \sum_{j=1}^{H} R^h_{j} f(z) = \sum_{j=1}^{H} \sum_{z'} [f(z') - f(z)] 1_{\{\Phi(z') \neq \Phi(z)\}} 1_{\{\Phi(z') = j\}} \mu^h(z, z'), \]
\[ m^h_j(z) = \sum_{z'} 1_{\{\Phi(z') \neq \Phi(z)\}} 1_{\{\Phi(z') = j\}} \mu^h(z, z'), \]
\[ m^h(z) = \sum_{j=1}^{H} m^h_j(z) = \sum_{z} 1_{\{\Phi(z') \neq \Phi(z)\}} \mu^h(z, z'). \]

Equation (5.2) has a unique solution as a consequence of its recursive structure, taking into account (5.1) and the inequality

\[ m^h_j(z) \leq m^h(z) \leq 1 - e^{-h\bar{l}} < 1, \quad j = 1, \ldots, H. \] (5.3)

Such a solution can be explicitly written down but, instead of doing so, we are going to provide a linearized version of (5.2) as a useful tool to prove the convergence of the discrete-time model to the continuous-time one.

**Proposition 5.2.** The equation

\[ \rho^h_{nh}(f) = \nu_0(f) + \sum_{k=1}^{n} (\rho^h_{(k-1)h}(G^h f) - \rho^h_{(k-1)h}(m^h f)) (1 - \Delta N^h_{kh}) \]
\[ + \sum_{j=1}^{H} \sum_{k=1}^{n} (1 - e^{-h})^+ 1_{\{\Phi(z') \neq \Phi(z)\}} m^h_j (f) - (1 - e^{-h}) \rho^h_{(k-1)h}(f) + \rho^h_{(k-1)h}(R^h_{j} f) \Delta U^h_{kh} \]  
(5.4)

admits a unique \( F^h_{U_{t}} \)-adapted solution. Such a solution \( \rho^h_{t}(f) \), for any \( t = nh \), has the following properties:

(i) \( \rho^h_{t}(f) \) is a finite positive measure;

(ii) \( 0 < \rho^h_{t}(1) \leq (2\bar{l})^{NH} \vee 1 \) for all \( h \) such that \( h(\lVert 1 \rVert) < \log 2 \); and

(iii) \( \pi^h_{t}(f) = \rho^h_{t}(f)/\rho^h_{t}(1) \).

**Proof.** Here, we use the same argument as in Proposition 4.2. Then we only have to prove that \( \rho^h_{t}(1) \) cannot vanish for \( t \in [T^h_t, T^h_{t+1}) \). For \( t = nh \), with \( T^h_t \leq n < T^h_{t+1}/h \), by recalling (5.3) we obtain

\[ \rho^h_{nh}(1) = \rho^h_{(n-1)h}(1) - \rho^h_{(n-1)h}(m^h) = \rho^h_{(n-1)h}(1 - m^h) \geq e^{-h\bar{l}} \rho^h_{(n-1)h}(1). \]
which, by induction, implies that $\rho^h_k(1) \geq e^{-T^h}$. At a jump time $T^h_k = kh$, we have $\Delta N^h_{kh} = 1$ and, since $m^h_j(z) = m_j(z)(1 - e^{-h(\ell(z))})$, we have

$$
\rho^h_{kh}(1) = (1 - e^{-h})^+ \rho^h_{(k-1)h}(m^h_j)_{j=1}^{\infty} \geq \frac{1 - e^{-h}}{1 - e^{-h}} \rho^h_{(k-1)h}(1) \geq \left(\frac{1}{2} L^h\right)^{N^h_{kh}}.
$$

Moreover, for $\Delta N^h_{kh} = 0$, we have $\rho^h_{kh}(1) \leq \rho^h_{(k-1)h}(1)$ and, for $\Delta N^h_{kh} = 1$, we have

$$
\rho^h_{kh}(1) \leq \frac{1}{1 - e^{-h}} \rho^h_{(k-1)h}(1).
$$

6. Convergence

From now on, let $S^h := (\zeta^h, Y^h, U^h, N^h, \pi^h)$ denote the piecewise-constant, càdlàg, continuous-time interpolation of the processes introduced in the previous section. Moreover, we set $S := (\zeta, Y, U, N, \pi)$ and $\delta = H \times [0, 1, \ldots, H] \times [0, 1]^H \times \mathbb{N} \times \Pi(H)$.

In this section, we prove the following theorem.

**Theorem 6.1.** As $h \to 0$, the process $S^h$ converges to the process $S$ almost surely, with respect to the Skorokhod topology on the space $D_\delta[0, T]$.

Throughout this section, we provide results that are true for almost all fixed $\omega$. More precisely, let us observe that, in the model presented in this paper, $\tau_{N_T}$ is a continuous random variable and $P(\tau_{N_T} = T) = 0$ (recalling the definition of $N_t$ given in (4.1)). We will prove that the convergence of $S^h$ to $S$ claimed in Theorem 6.1 holds for any $\omega \in \{\tau_{N_T} < T\}$. The proof of this theorem is a consequence of the next results. The first one follows from an argument similar to that in Section 4 of [3], but we give it for sake of completeness.

**Proposition 6.1.** For $h < (T - \tau_{N_T})/N_T$, we have $\tau_{N_T}^h \leq T$, which in turn implies that $N_T = N_T^h$ almost surely.

**Proof.** For any $\omega \in \{\tau_{N_T} < T\}$, we can choose $h$ such that $0 < h \leq (T - \tau_{N_T})/N_T$. By definition, $\tau_{N_T}^h \leq \tau_k + kh$ for all $k$; hence,

$$
\tau_{N_T}^h \leq \tau_{N_T} + N_T h \leq T.
$$

Moreover, since $\tau_k \leq \tau_{N_T}^h$ for all $k$, we have $N_T \geq N_T^h$, which means that

$$
\tau_{N_T}^h \geq \tau_{N_T}^h.
$$

However, observing that $\tau_{N_T}^h$ is the last jump time before $T$, we also have

$$
\tau_{N_T}^h \leq T \leq \tau_{N_T}^h.
$$

The combination of this last inequality with $T \geq \tau_{N_T}^h$ gives $\tau_{N_T}^h = \tau_{N_T}^h$, i.e. $N_T = N_T^h$ (recalling that $(\tau_{N_T}^h)_{k \geq 0}$ is a strictly monotone sequence).

In the event $\{N_T = N_T^h\}$, a function $\alpha_h(\cdot)$ of $[0, T]$ into itself can be defined such that

(i) $\alpha_h(\cdot)$ is a piecewise-linear map and transforms the interval $[\tau_k, \tau_{k+1}]$ into $[\tau_k, \tau_{k+1}]$, for all $k < N_T$, and transforms $[\tau_{N_T}, T)$ into $[\tau_{N_T}, T)$;
(ii) \( \sup_{t \in [0,T]} |a_h(t) - t| = \max_{k \leq N_T} |\tau_k - \tau_k^h| \leq \max_{k \leq N_T} kh = N_T h; \) and

(iii) \( |\alpha_h(t) - \alpha^h(t)| = |Y(a_h(t)) - Y^h(t)| = |U(a_h(t)) - U^h(t)| = |N_{a_h(t)} - N_{a^h(t)}| = 0. \)

Thus, the convergence of the filters suffices to establish the result claimed in Theorem 6.1. Therefore, by definition of the Skorokhod topology, Theorem 6.1 is a consequence of Theorem 6.2.

**Theorem 6.2.** Under the assumptions prevailing in this paper (in particular assumption (4.4)), for a suitable quantity \( C \) we have \( \|\pi_{a_h(t)} - \pi^h_t\| \leq Ch. \)

Recalling part (ii) of Proposition 4.2, the proof of Theorem 6.2 follows from Lemma 6.1 and Proposition 6.2.

**Lemma 6.1.** The following inequality holds:

\[
\|\pi_{a_h(t)} - \pi^h_t\| \leq \frac{2e^{T_1}}{1 + \frac{1}{P}} \|\rho_{a_h(t)} - \rho^h_t\|.
\]

**Proof.** The result follows by noting that

\[
\|\pi_{a_h(t)} - \pi^h_t\| = \frac{1}{\rho_{a_h(t)}(1)} \|\rho_{a_h(t)} - \rho^h_t \| + \frac{\rho^h_t}{\rho_{a_h(t)}(1) \rho^h_t(1)} \| \rho_{a_h(t)}(1) - \rho^h_t(1) \| \leq \frac{2}{\rho_{a_h(t)}(1)} \|\rho_{a_h(t)} - \rho^h_t\|
\]

and recalling Proposition 4.2(ii).

**Proposition 6.2.** For a suitable quantity \( C = C(T, N_T, \bar{l}) > 0 \), we obtain

\[
\|\rho_{a_h(t)} - \rho^h_t\| \leq (1 + 2\bar{l})^N e^{2\bar{l}} Ch.
\]

**Proof.** By (4.5), since the first derivative \( a'_h(t) \) of \( a_h(t) \) exists for any \( t \in [0, T] \) other than a finite number of points, and since \( a_h(T(i)) = T(i) \) for all \( i \), we write

\[
\rho_{a_h(t)}(f) = v_0(f) + \int_0^t \left[ \rho_{a_h(s)}(Gf) - \rho_{a_h(s)}(mf) \right] a'_h(s) \, ds
\]

\[
+ \sum_{j=0}^H \int_0^t \left[ \rho_{a_h(s)} - \rho_{a^h(s)} \right] m_j f + \rho_{a_h(s)}(R_j f) \, dU_{jh}.
\]

Moreover, by (5.4),

\[
\rho^h_t(f) = v_0(f) + \int_0^t \frac{1}{h} \left\{ \rho^h_t(G^h f) - \rho^h_t(m^h f) \right\} \, ds + \int_0^t \left[ \rho^h_{s-}(m^h f) - \rho^h_{s-}(G^h f) \right] dN_t^h
\]

\[
+ \sum_{j=0}^H \int_0^t \left( 1 - e^{-h} \right) \rho^h_{s-}(m^h_j f) \, dU_{jh}.
\]
and, by standard computations, we successively obtain

\[
\left| \int_0^t (\alpha_h'(s) - 1) \, ds \right| \leq 2N_T h,
\]

\[
\left| G^h f(x) - m^h (x) f(x) \right| \leq 2\| f \| \bar{I}h,
\]

\[
\left| \int_0^t (\rho_s^h (m^h f) - \rho_s^h (G^h f)) \, dN_s^h \right| \leq 2N_T \| f \| \bar{I}h,
\]

\[
\left| \int_0^t \left( \rho_{\alpha_h(s)}(f) - \rho_{\alpha_h(s)}(mf) \right) \alpha_h'(s) \, ds - \int_0^t \frac{1}{h} \left( \rho_s^h (G^h f) - \rho_s^h (m^h f) \right) \, ds \right|
\]

\[
\leq 4 \| f \| \bar{I}N_T h \sup_{s \in [0,t]} \rho_s(1) + \| f \| \bar{I}T h \sup_{s \in [0,t]} \rho_s(1) + 2 \| f \| \bar{I} \int_0^t \| \rho_{\alpha_h(s)} - \rho_s^h \| \, ds.
\]

Moreover,

\[
\left| \sum_{j=0}^H \int_0^t \left( \rho_{\alpha_h(s)}(mj f) - \rho_{\alpha_h(s)}(f) + \rho_{\alpha_h(s)}(R_j f) \right) \, dU_j^h
\]

\[
- \sum_{j=0}^H \int_0^t \left( 1 - e^{-h} \right) \left( \rho_{\alpha_s^h}^h (mj^h f) - (1 - e^{-h}) \rho_{\alpha_s^h}^h (f) + \rho_{\alpha_s^h}^h (R_j^h f) \right) \, dU_j^h \right|
\]

\[
\leq 2\| f \| \int_0^t \| \rho_{\alpha_h(s)} - \rho_{s^h}^h \| \, dN_s^h(s) + \bar{I} \| f \| N_T^h \bar{I}h \sup_{s \in [0,T]} \rho_s^h(1).
\]

Finally,

\[
\| \rho_{\alpha_t} - \rho_s^h \| \leq 2h \bar{I}N_T + 4\bar{I}N_T h \sup_{s \in [0,T]} \rho_s(1) + \bar{I}T h \sup_{s \in [0,T]} \rho_s(1) + 2\bar{I} \int_0^t \| \rho_{\alpha_h(s)} - \rho_s^h \| \, ds
\]

\[
+ \bar{I} \int_0^t \| \rho_{\alpha_h(s)} - \rho_s^h \| \, dN_s^h + \bar{I}T \| f \| N_T^h \bar{I}h \sup_{s \in [0,T]} \rho_s^h(1).
\]

Then, a suitable quantity \( A \equiv A(T, N_T, \bar{I}) \) can be found such that

\[
\| \rho_{\alpha_t} - \rho_s^h \| \leq Ah + 2\bar{I} \int_0^t \| \rho_{\alpha_h(s)} - \rho_s^h \| \, ds + \bar{I} \int_0^t \| \rho_{\alpha_h(s)} - \rho_s^h \| \, dN_s^h.
\]

By using Gronwall’s lemma for \( t \in [T_i, T_{i+1}) \) for all \( i \), and taking into account the update at the jump times, the proof is complete.
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