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A long-standing debate in political psychology considers whether individuals update their beliefs
and attitudes in the direction of evidence or grow more confident in their convictions when
confronted with counter-attitudinal arguments. Though recent studies have shown that instances

of the latter tendency, which scholars have termed attitude polarization and “belief backfire,” are rarely
observed in settings involving hot-button issues or viral misinformation, we know surprisingly little about
how participants respond to information targeting deeply held attitudes, a key condition for triggering
attitude polarization. We develop a tailored experimental design that measures participants’ core issue
positions and exposes them to personalized counter-attitudinal information using the large language
modelGPT-3.We find credible evidence of attitude polarization, but only when arguments are contentious
and vitriolic. For lower valence counter-attitudinal arguments, attitude polarization is not detected. We
conclude by discussing implications for the study of political cognition and the measurement of attitudes.

W hether people process political information
in an even-handed fashion or actively resist
ideologically inconvenient claims is crucial

for understanding citizen competence (Kuklinski et al.
2000). Democratic accountability, it is said, hinges upon
citizens’ capacity to act on political preferences consis-
tent with unbiased evaluations of economic and polit-
ical circumstances. Accountability may be threatened if
citizens process information chiefly in service of parti-
san and ideological goals (Achen and Bartels 2017,
chap. 10; Shapiro and Bloch-Elkon 2008).
In their seminal article, Taber and Lodge (2006)

observed troubling evidence that individuals exposed
to a balanced set of pro and con arguments did not
moderate their issue positions, but instead developed
stronger attitudes. Nyhan and Reifler (2010) found mis-
information corrections could “backfire,” resulting in
higher levels of factual inaccuracy. The finding that
individuals assimilate congenial information and reject
counter-attitudinal information seems particularly
alarming amid a contemporary media age characterized
by widespread misinformation. If people double down
on false notions when challenged, then extreme caution
is warranted when designing corrections or encouraging
political deliberation—so the argument goes.
The ubiquity of these processes has been called into

question by recent studies showing that “backfire” and

“attitude polarization” are rare. Wood and Porter
(2019) examine over 50 political claims and find robust
evidence that corrections improve belief accuracy
across statements varying in partisan relevance and
valence. Meta-analyses of experimental studies testing
the impact of fact-checking have also revealed that
beliefs generally respond to factual corrections by
moving in the direction of evidence (Walter et al.
2020). Assessing both attitudes and beliefs, Guess and
Coppock (2020) find no evidence of attitude polariza-
tion for politically charged topics such as gun control,
minimum wage, and capital punishment.

A central priority in this recent strain of research has
been to employ salient issues or viral pieces of misinfor-
mationwhen evaluating attitude polarization and “belief
backfire.” But although these design choices increase
personal relevance, the failure to detect more extreme
positions may nonetheless reflect the possibility that
issue areas or claims used in extant research are not
sufficiently important or accessible. Defending attitudes
in the way envisioned by scholars who have found
evidence of “attitude polarization” might occur only
when attitudes are deeply held, stable, and personally
relevant—a defense frequently invoked by past propo-
nents (e.g., Nisbett andRoss 1980, 180). Though positive
belief updating and attitude change occur for more
peripheral issues, attitude polarization might depend
on whether people feel invested in an issue or cause.

Additional design choices may have further muted
the appearance of this phenomenon in recent scholar-
ship, magnifying uncertainty about the state of the
literature. Studies priming directional motives by
imploring participants to take partisan goals into
account (Bayes et al. 2020) or encouraging the activa-
tion of “online” as opposed to “memory-based” proces-
sing (Redlawsk 2002) have found modest evidence of
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polarization. Ceiling effects present persistent chal-
lenges for detecting attitude polarization, for as Taber
andLodge (2006, 757) note, “while the theory holds that
those with the most extreme attitudes are the most
prone to become even more extreme, detecting any
such change is thwarted by the upper and lower bounds
of the scale.”
We conduct a critical test of the attitude polarization

hypothesis that addresses these many critiques. Most
notably, our design targets personal issue importance
by (i) measuring participants’ most deeply held issue
attitudes and (ii) exposing them to personally relevant
counter-attitudinal information. We accomplish this by
leveraging a powerful large language model (LLM),
GPT-3, that is capable of constructing personally tai-
lored attitude measures and political arguments on the
fly.1 In addition, we (iii) encourage participants to
engage in directional motivated reasoning and
(iv) are careful to construct outcome measures that
reduce ceiling effects. Indeed, since LLMs are capable
of recovering attitudes that participants rank at the
maximum of strength and certainty scales, we develop
two new validated measures of attitudes—attitude
defense and extremity—that are less susceptible to
scale constraints.
We present a summary of our findings in Table 1.

First, we carry out two studies modeled after Taber and
Lodge (2006) that encourage participants to process a
randomized mixture of pros and cons. Here, we fail to
detect attitude polarization and find modest evidence
of moderation for attitude certainty. Because these
arguments are relatively brief and neutral in nature,
we increase the intensity of the treatment in Study 3 by
generating paragraph-long arguments written in the
first person that disagree with the participants’ issue
positions, and find evidence of moderation in attitude
strength. In Studies 4 and 5, we increase the intensity of
treatments once more by generating arguments that
harshly attack the issue positions of participants, and
also develop new attitudinal measures that are less
susceptible to ceiling effects. Across these two studies,
we find that participants exposed to highly intense,
emotionally charged counterarguments exhibit evi-
dence of attitude polarization.
We find that mere exposure to counterarguments is

insufficient to trigger attitude polarization even when
arguments target deeply held issue positions. Instead, it
is only when arguments cross into incivility and vitriol
that polarization is observed. Our findings serve to
reconcile more recent findings uncovering persuasive
effects using tamer pieces of information, and broader
concerns about attitude polarization that have proven
elusive to detect. Though we contend that “attitudinal
backlash” is a rare occurrence when individuals engage
with mundane political content, toxic social media

interactions and hostile attacks on issue positions may
have the opposite effect. Indeed, we see these patterns
as a mirror image of recent research reliably showing
the power of a “nonjudgmental exchange of narratives”
(e.g., Kalla and Broockman 2020). We conclude by
discussing how the use of tailored interventions and
outcome measures can improve our understanding of
political behavior and persuasion while also highlight-
ing ethical considerations that must be taken into
account when using these technologies.

DETECTING ATTITUDE POLARIZATION

Evidence of attitude polarization as widely pervasive
has been elusive under the empirical literature, with
recent studies suggest that polarization is “the excep-
tion, not the rule” in political learning (Guess and
Coppock 2020, 1500). Below, we recount how the
litmus test for detecting polarization has grown increas-
ingly difficult to satisfy as detailed studies have failed to
replicate the phenomenon. We pinpoint key assump-
tions in the theoretical foundations of the attitude
polarization hypothesis deserving deeper inquiry.

The idea of attitude polarization received wide-
spread attention following Lord, Ross, and Lepper’s
(1979) canonical demonstration, in which students
reported strengthening their convictions after being
exposed to mixed evidence for the deterrent effects of
capital punishment. Lord and colleagues attributed this
finding to biased assimilation, wherein individuals
accept evidence that supports their initial view but
discount evidence that contradicts it. At scale, they
argued, biased assimilation would entail opinion diver-
gence between people who hold opposing views when
presented the same mixture of pro- and counter-
attitudinal information.

Though many scholars criticized the use of self-
described opinion change by Lord, Ross, and Lepper
(1979) and failed to replicate polarization when they
measured actual attitudes (e.g., Kuhn and Lao 1996;
Miller et al. 1993), Taber and Lodge (2006, 756) argued

TABLE 1. Summarizing Our Findings

Experiment 1 2 3 5a 4 5b

Attitude Strength ∅ ∅ − ∅ + +
Attitude Certainty ∅ − ∅ − + ∅

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Lower Valence
|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

High Valence

Note: +(−) indicates polarization (moderation), while ∅ indicates
no measurable difference. Attitude strength is measured using a
7-point Likert item in Experiments 1–3 and a multi-item extremity
scale in Experiments 4 and 5. Attitude certainty is measured
using a 101-point scale in Experiments 1 and 2, a multi-item
scale in Experiment 3, and a multi-item attitude defense scale in
Experiments 4 and 5. Experiment 5 presented participants with
either a lower valence or a higher valence counterargument. The
values underneath 5a (5b) reflect the findings comparing the
lower (higher) valence arm to a placebo condition.

1 Over the course of the study, OpenAI released an instruction fine-
tuned version of GPT-3, davinci-003, which was described as
GPT-3.5, as well as an entirely new model, GPT-4. Throughout the
article, we use the GPT-3 as short-hand, but Experiments 3–5 use the
more advanced class of GPT-3 models that is commonly described as
GPT-3.5.
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that these studies may simply have “failed to arouse
sufficient partisan motivation to induce much biased
processing.”After displaying impassioned pro and con
arguments by real interest groups to Stony Brook
students with strong prior attitudes about affirmative
action and gun control, Taber and Lodge found that
many students reported higher levels of posttreatment
attitude strength. They characterized these results as
most consistent with the affect-based explanations
offered by the theory of motivated reasoning.

The Motivated Reasoning Account

Motivated reasoning is primarily associated with the
formulation of Kunda (1990), under which individuals
confronted with new information are motivated by one
of two goals: to reach an accurate conclusion or to
minimize friction with prior beliefs. “Accuracy” and
“directional” goals determine how individuals per-
ceive, process, and respond to information inconve-
nient to their worldview.
Taber and Lodge (2006) brought motivated reason-

ing further into the mainstream and drew special atten-
tion to the role of affect. They pointed to “hot
cognition,” the hypothesis that previously evaluated
sociopolitical concepts remain affectively charged in
memory (Redlawsk 2002). Reexposure to a concept
automatically and instantaneously activates the accom-
panying affect, which in turn generates directional
motivations. However, for experimental subjects to
experience the intensity of affect required to undergo
attitude polarization, Taber and Lodge stressed the
necessity of both sufficiently strong priors and suffi-
ciently heated stimuli.
In the aftermath of Taber and Lodge (2006), moti-

vated reasoning became the dominant rationale for
attitude polarization and similar phenomena whenever
they were observed. When Nyhan and Reifler (2010)
found that corrections to misinformation strengthened
the convictions of certain strongly committed subjects
—a result they coined the “backfire effect”—they like-
wise relied on theories of affective and motivated
reasoning (323), speculating that vigorously counter-
arguing belief-incongruent information can bring to the
front of one’s mind more congenial considerations that
bolster prior beliefs. A wide range of studies since have
observed polarization and backfire on varied issue
topics, usually among narrow subgroups containing
the most impassioned respondents (e.g., Ecker and
Ang 2019; Hart and Nisbet 2012; Nyhan and Reifler
2015; Zhou 2016).
Yet themost recent evidence to date raises real doubt

about whether polarization is but a rare occurrence.
Haglin’s (2017) direct replication of Nyhan and Reifler
(2015) failed to replicate the backfire effect. Wood and
Porter (2019) failed to replicate backfire despite testing
52 issues across five experiments with more than 10,000
subjects, as did Guess and Coppock (2020) across three
large survey experiments.Aggregating conclusions from
these and numerous other studies that have failed to
replicate the backfire phenomenon (e.g., Garrett, Nis-
bet, and Lynch 2013; Nyhan et al. 2020; Weeks 2015),

Swire-Thompson, DeGutis, and Lazer’s (2020, 288)
review offers three potential explanations for its elusory
nature: “either (a) the backfire effect is difficult to elicit
on the larger group level, (b) it is extremely item-,
situation-, or individual-specific, or (c) the phenomenon
does not exist at all.”Coppock (2023) found that across a
wide range of survey experiments, respondents consis-
tently updated their beliefs and attitudes in the direction
of evidence and by approximately the same amount,
regardless where their priors stood. Though Coppock’s
experiments excluded group cues, his findings are but-
tressed by Tappin, Berinsky, and Rand (2023), who
found that persuasive messages’ effects were not sub-
stantially diminished when respondents learned that
their in-party leader (Trump or Biden) opposed the
message’s position.

In this article, we seek to advance the debate on
attitude polarization by drawing renewed attention to
the role of attitude strength in nurturing the conditions
that purportedly give rise to motivated reasoning. That
subjects experience a deep-seated desire to protect
attitudes that are affect-laden or to which they assign
great personal importance has long been presumed
essential to the phenomenon, if not necessary for its
occurrence. Taber and Lodge (2006, 757) termed this
the attitude strength effect, whereby “those citizens
voicing the strongest policy attitudes will bemost prone
to motivated skepticism.” Existing studies that refute
the attitude polarization hypothesis have not yet tack-
led this defense head on.

Revisiting Attitude Strength in Motivated
Reasoning

At a high level, psychologists have defined four features
of strong attitudes: resistance to change, stability over
time, impact on judgment and cognition, and impact on
behavior (Krosnick and Petty 1995). Different accounts
have varied substantially how they frame the relation-
ship between strength and other features of attitudes.
As Boninger, Krosnick, and Berent (1995) note, psy-
chologists long considered strength more a metaphor
than a formal construct and measured attitude extrem-
ity, accessibility, certainty, and commitment each as
indicators for strength. In a more recent review of the
subject,Howe andKrosnick (2017) describe thesemany
terms as stand-alone concepts that co-occur with
strength in complex ways, while nonetheless subsuming
them under the phrase “strength-related features.”

For our purposes, we will speak broadly about atti-
tude strength as an umbrella concept, relying where
appropriate on such related factors as importance and
certainty. Our reasoning is twofold. First, a wide-
ranging literature largely predating Taber and Lodge
(2006) explored potential relationships between various
strength-related features of attitudes and the constitu-
ent processes and outcomes of motivated reasoning.
According to these studies, attitude polarization may
be exacerbated or more likely to occur among those
who assign their relevant attitude greater levels of
importance (Tesser and Leone 1977), commitment
(Pomerantz, Chaiken, and Tordesillas 1995), and
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extremity (McHoskey 1995). While nuanced differ-
ences abound, the literature suggests substantial over-
lap between these strength-related features, particularly
in the ways they bear onmotivated reasoning. A second
rationale relates to the empirical strategy in this article.
The theory of motivated reasoning as elaborated by
Taber and Lodge (2006) relies on attitude strength
without disambiguating between these varied features.
We imitate their approach and consider a range of
strength-related concepts and measures in the interest
of constructing a generous test of the attitude polariza-
tion hypothesis.
Individuals may assign personal importance to issues

and subsequently develop strong attitudes about them
for heterogeneous reasons. The degree to which an
individual perceives an issue as bearing upon their self-
interest, social identification with important reference
groups (i.e., partisan identification), and cherished
social and personal values determines the level of per-
sonal importance allotted to that issue (Boninger, Kros-
nick, and Berent 1995). Highly important attitudes, in
turn, might generate the motivations that induce selec-
tive information processing (Lavine, Borgida, and
Sullivan 2000). There is suggestive evidence that more
important attitudes are more resistant to change
(Gopinath and Nyer 2009; Zuwerink Jacks and Devine
1996), and corrections to misinformed beliefs may be
less effective when those beliefs are perceived as per-
sonally important (Vidigal and Jerit 2022).
The key question taken up in this article is whether

strong and weak attitudes operate so differently on
reasoning that motivated reasoning might only be
observed when the former are at play. That is, would
an experimental design that elicits subjects’most deeply
held attitudes unearth evidence of attitude polarization?
Taber andLodge (2006, 754) questionedwhether earlier
studies had dismissed attitude polarization primarily
because their selection of arguments and evidence were
insufficiently affect-laden and thus unable to arouse the
requisite motivations. When Nyhan and Reifler (2010,
Study 2) corrected misperceptions about the discovery
of weapons of mass destruction during the US’s 2003
invasion of Iraq, their post hoc analysis found backfire
effects present only among a subset of conservative
respondents who rated Iraq as the most important issue
for theUS, leading the authors to similarly conclude that
backfire effects are contingent on issue importance.
Several recent articles have endeavored to resolve

this lingering uncertainty, whether by testing a great
assortment of issues of “keen political interest” and
with partisan valence (Wood and Porter 2019, 142) or
by selecting issues made salient by the latest national
news. For instance, Guess and Coppock (2020, Exper-
iment 1) administered one study of backfire effects
using information about gun safety just days after the
2016 Orlando mass shooting. Those studies found little
evidence of polarization in spite of research designs
generous toward the motivated reasoning hypothesis.
It is not clear, however, that personal salience and

national salience can be merged as concepts. As Ryan
and Ehlinger (2023, 5) argue, there is no consensus to
date about what number of political topics the typical

person cares about, nor the number of distinct topics
that matter to the electorate at large. Not every issue of
national import will induce in every individual the urge
to muster up defenses against discordant evidence. A
critical assessment of attitude polarization instead
necessitates a research design that can, first, invite
open-ended input from participants about the issues
they hold deeply important and, second, assess the
efficacy of persuasion on these core attitudes by con-
fronting participants with tailored pro- and counter-
attitudinal responses.

Tailoring Information with Large Language
Models

We perform such a critical assessment by taking advan-
tage of advances in LLMs—dense neural networks with
high levels of performance in replicating human
speech. Though training language models is time- and
resource-intensive, pre-trained, task-agnostic models
with general applicability and that can be adapted to
specific natural language processing tasks with far
fewer resources are growing increasingly accessible,
presenting a window of opportunity for experimental
social science (Linegar, Kocielnik, and Alvarez 2023).
Porter andVelez (2022), for instance, demonstrate how
using LLMs to automate a “placebo sampling” process
can improve survey experiments.

We illustrate two novel applications of pre-trained
language models using GPT-3, an autoregressive lan-
guage model developed by OpenAI. First, using par-
ticipants’ open-ended responses detailing issues of
personal importance, GPT-3 was able to construct
tailored 7-point Likert items measuring participants’
attitude strength and certainty about those issues. Sec-
ond, we demonstrate GPT-3’s capacity to generate a
suite of persuasive arguments when provided only (a) a
topic of political discussion by the research participant
and (b) brief, issue-agnostic instructions from the
researcher about the position to be taken (pro/con).
Recent scholarship affirms the capacity of GPT-3 to
generate policy arguments that are comparable to mes-
sages written by lay humans in terms of persuasive
impact (Bai et al. 2023). The ability to develop person-
alized measurement scales and tailor persuasive mes-
sages in the context of large online experiments
advances the persuasion literature beyond extant strat-
egies for confronting personal issue importance.2

How can we know whether our design has, in fact,
tapped an issue about which the respondent holds
deeply held convictions, and thus for which motivated
skepticism is likely to be activated? Taber and Lodge
(2006) crystallized motivated reasoning’s constitutive
processes into hypotheses they termed disconfirmation

2 In Studies 3–5, we use a more advanced model, GPT-3.5, to
construct arguments and create tailored outcome measures. While
writing this manuscript, OpenAI released GPT-4, an even more
advanced model. We retain the use of GPT-3.5 to maintain relative
consistency inmodel performance across the studies, and because the
task of argument creation and summarization is not such an advanced
task that it warrants the use of GPT-4.
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bias and the prior attitude effect. Disconfirmation bias
predicts an inclination to counterargue and denigrate
attitudinally incongruent arguments more than congru-
ent arguments. The prior attitude effect, whereby those
who hold core issue preferences evaluate ideologically
congruent arguments as stronger than incongruent
ones, finds roots in Lord, Ross, and Lepper’s (1979)
classic study.3 There, students read about two studies
on the deterrent effects of the death penalty: one
touting its efficacy and the other undermining
it. Participants regarded the study that affirmed their
prior view as significantly better designed and more
convincing than the study opposing their view. We test
for both of these mechanisms in our experiments.

Constructing a Critical Test of the Attitude
Polarization Hypothesis

In addition to eliciting important issues and tailoring
persuasive treatments, our experiments involve several
other design choices aimed at raising the chances of
detecting polarization through an “easy” test. Failing to
detect attitude polarization despite all these conditions
provides strong evidence that the phenomenon may
occur only rarely. We briefly summarize these design
choices.

1. Strong attitudes: Respondents provide open-ended
input about their deeply held attitudes. We validate
the strength of these attitudes using multiple
measures.

2. Tailored arguments:We employ GPT-3 to generate
arguments tailored to respondents’ strong attitudes.
We test single-sentence arguments (Experiments
1 and 2) and full paragraphs (Experiments 3–5).

3. Treatment intensity: We increase the negative
valence of the arguments throughout our studies.
Experiments 1 and 2 present fairly neutral counter-
arguments in the form of a thought-listing task;
Experiment 3 presents a negative argument written
in the first person; Experiments 4 and 5 use a style of
argumentation that relies on vitriol.

4. Motivational primes: We randomly assign partici-
pants to be primed for either directional or accuracy
motivations prior to argument exposure in Experi-
ments 1 and 2.

5. Multiple information conditions: In Experiments 1
and 2, we randomly assign participants to view and
respond to four pro-attitudinal arguments, four
counter-attitudinal arguments, or two of each. Past
studies typically included only a con or a mixed
condition. The mixed argument condition offers a
potential test of the biased assimilation hypothesis à
la Lord, Ross, and Lepper (1979), while evidence of
polarization under mixed or con conditions could
align with the motivated reasoning view.

6. Multiple outcome measures: Studies of attitude
polarization often face limitations due to ceiling
effects. Similar to Taber and Lodge (2006), we
minimize this issue by employing multiple outcome
measures as well as a multi-item scale of attitude
certainty, improving our chances of detecting the
strengthening of already strong attitudes. In Studies
4 and 5, we develop two new attitudinal measures
that are less susceptible to ceiling effects.

7. Measuring intervening processes:We validate whether
our experimental design successfully set conditions for
triggering motivated reasoning using measures of two
theorized mechanisms of motivated reasoning—the
“prior attitude effect” and disconfirmation bias.

DATA, METHODS, AND RESULTS

We develop a tailored experimental design that con-
structs personalized interventions and outcome mea-
sures using open-ended responses. The basic structure
of the experimental design is the following (Table 2):
(1) participants report their position on a core political
issue using an open-ended question, (2) text from this
question is passed to GPT-3, returning a one-sentence
summary that is used to construct Likert-style items
and arguments related to the issue position, and
(3) participants report attitude strength and certainty
with respect to this deeply held issue position. Exper-
iment 1 implemented this approach in one wave using a
pre-post design (Clifford, Sheagley, and Piston 2021).
Experiment 2, carried out in two waves, assessed atti-
tudes toward core and peripheral issues to evaluate
variation in effects across levels of attitude strength. A
modified design was employed in Experiments 3–5 to
explore how attitudes respond to more heavy-handed
persuasive messages, compared against a placebo con-
trol wherein subjects read a random vignette drawn
from a validated corpus of placebo texts.4

In Appendix B.1 of the Supplementary Material, we
show that participants’ self-reported core attitudes map
onto 66 unique issue topics. Although abortion and
other salient issues are mentioned frequently, no single
issue accounts for more than a quarter of responses.
Eliciting open-ended responses avoids assuming any
particular topic of national salience will be personally
salient to participants.

Experiment 1

We recruited 2,141 participants using the online survey
platform CloudResearch Connect (CR).5 The survey
was in the field from September 28, 2022 to October

3 Throughout the article, we use “core issue” as shorthand for an
issue that the participant prioritizes in the context of an open-ended
question. We show that issue attitudes elicited this way tend to score
high on strength, certainty, and stability.

4 All experiments were reviewed and approved by the institutional
review board at the authors’ institution (Protocol AAAU3638).
5 To ensure high-quality open-ended responses and compliance with
the thought-listing, we sought a survey vendor with especially atten-
tive subjects. Online convenience samples often replicate average
treatment effects (ATEs) and conditional average treatment effects
(CATEs) observed using nationally representative samples
(Coppock, Leeper, and Mullinix 2018; Mullinix et al. 2015).
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1, 2022.6 Upon reading the consent form and agreeing
to participate, participants were taken to the following
open-ended question: “Thinking about issues that
define the American political system, what is an issue
that you care deeply about and what is your position on
that issue? For example, if you care about farm subsi-
dies, you can write ‘I believe farm subsidies should be
increased to help farmers.’ Please write a brief sentence
about an issue that you care about and where you stand
on the issue.” Their response was passed to OpenAI’s
GPT-3 text completion API, a one-sentence summary
was produced, and this summary was presented as a
7-point Likert item, ranging from “strongly disagree”
to “strongly agree.” In 17%of cases, GPT-3 was unable
to provide output. All prompts were passed through
OpenAI’s content filter to minimize the possibility that
GPT-3would generate “toxic content.” If this condition
could not be met, we flagged the observation in Qual-
trics and provided a generic set of arguments. As noted
in our pre-analysis plan, we exclude these cases because
participants did not receive tailored information. This
leaves us with an effective sample size of 1,782.7
The text completionAPIwas instructed to summarize

each statement in one sentence. For example, one par-
ticipant wrote “Congress should address the issue on

healthcare cost” [sic] (see Table 3). The GPT-3 comple-
tion API produced the following Likert item for this
respondent: “Towhat extent to do you agree or disagree
with the following statement? I believe that Congress
should address the issue of healthcare costs.” After
responding to a personalized Likert item, participants
were asked about their level of certainty regarding this
issue position on a 0–100 scale.

Participants were randomized to one of two motiva-
tional conditions. These conditions described the
thought-listing task, but emphasized engaging with the
argument from a more fair-minded perspective
(“accuracy” motivation) or from the perspective of
maintaining consistency (“directional” motivation).
Those in the former condition were explicitly instructed
to “ignore any personal feelings or emotions” and focus
on the “truth of each statement,” whereas those in the
latter condition were instructed to “not worry” about
the accuracy of each statement but instead focus on
understandingwhat the statement means to them, given
their existing beliefs. Participants were then random-
ized to one of three information conditions for the
thought-listing task, exposing them to four pro-
attitudinal arguments (“Pro” condition), four counter-
attitudinal arguments (“Con”), or two pro- and two
counter-attitudinal arguments (“Mixed”). Arguments
were produced by passing a summary of the partici-
pant’s issue position to GPT-3’s text completion API.
This output was returned as an eight-item JSON file that
could be displayed in Qualtrics. In total, four pros and
four cons were generated for each open-ended
response. In the “Pro” (“Con”) condition, respondents
saw all of the pro (con) arguments. In the “Mixed”
condition, respondents saw two randomly selected pro
and con arguments. A participant who strongly
supported universal healthcare, for example, could see
pro-attitudinal arguments such as “it’s unfair that

TABLE 2. Outline of Five Experiments

Feature Exp 1 Exp 2 Exp 3 Exp 4 Exp 5

Examining attitude strength
Strong attitudes ✓ ✓ ✓ ✓ ✓

Measuring intervening processes
Test of biased assimilation (mixed info condition) ✓ ✓

Directional/accuracy goals (motivational primes) ✓ ✓

Disconfirmation bias (thought listings) ✓ ✓

Prior attitude effect (argument strength ratings) ✓

Attitude strength moderates mechanisms ✓

(within-subjects core vs. peripheral issue)
Addressing ceiling effects (outcome measures)
7-point attitude strength ✓ ✓ ✓

101-point attitude certainty ✓ ✓ ✓

Multi-item attitude certainty ✓ ✓

Multi-item attitude extremity ✓ ✓

Multi-item attitude defense ✓ ✓

Varying treatment intensity
Tailored arguments ✓ ✓ ✓ ✓ ✓

Set of four arguments (pro/mixed/con) ✓ ✓

Argumentative paragraph ✓ ✓

Argumentative paragraph with vitriolic language ✓ ✓

6 The pre-analysis plan for Experiment 1 is available here: https://
aspredicted.org/2xf65.pdf. All studies presented in this manuscript
were approved by Columbia University’s Human Research Protec-
tion Office (Protocol #AAAU3638).
7 See “Additional StudyDetails” (hereafterASD) documentation on
Dataverse for an analysis of whether certain issues are less likely to
receive valid GPT-3 output. In ASD B.3, we note that the API calls
occur before treatment, thus avoiding confounding. Though there is
modest variation across issues with respect to error-free completion
rates, we fail to reject the null of equal completion rates (F(14, 1,310)
= 0.79, p = 0.68).
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people have to choose between basic needs andmedical
care” or counter-attitudinal arguments such as “there
would likely be long wait times for non-urgent medical
procedures if everyone had equal access to affordable
healthcare,” depending on the information condition.
Each argumentwas presentedwith a corresponding text
box below it so that participants could write their
thoughts about each argument.8 Attitude strength and
certainty were thenmeasured using the same procedure
as in the pretreatment phase. Participants filled out a
brief demographic battery and read a debriefing state-
ment revealing that the information they saw was pro-
duced by GPT-3.

Models

We regress posttreatment measures of attitudes
(i.e., attitude strength and attitude certainty) on pre-
treatment strength and certainty measures, information
condition indicators, motivation condition indicators,
and their interaction using OLS regression. Due to the
inclusion of pretreatment measures, these models cap-
ture within-study variation in attitudes:

Yi ¼ αþ β1Mixediþβ2Coni þ β3Pretreatment Strengthiþ
β4Pretreatment Certaintyi þ β5Mixedi

× Directional Primei þ β6Coni × Directional Primei þ ϵ:

(1)

For ease of interpretation, we plot treatment effects
across the various information and motivation condi-
tions. Based on the previous literature, our key expec-
tation is that exposure to counter-attitudinal
information in the “Con” and “Mixed” conditions
should increase attitude strength and polarization rel-
ative to the “Pro” condition. Although previous
research has stressed the importance of balanced infor-
mation in activating motivated reasoning, we are
agnostic regarding the ordering of effect sizes for the
“Con” and “Mixed” conditions and consider any pos-
itive estimates associated with the “Con” condition (β2,
β6) or “Mixed” condition (β1, β5) as evidence of attitude
polarization.

Before moving on to our key analyses, we conduct
validation tests of whether intervening processes such
as disconfirmation bias can be detected in our experi-
ment (see Appendix A.1 of the Supplementary Mate-
rial). We find that those exposed to pro-attitudinal
arguments generally spend approximately 5% less time
on the thought-listing task than those exposed to
counter-attitudinal arguments (SE = 0.007; p < 0:001).
The share of denigrating responses to arguments also
increases from about 9% in the “Pro” condition to 25%
in the “Con” condition (SE = 0.019; p < 0:001). These
results are consistent with an extensive literature sug-
gesting that people expend more cognitive effort when
considering arguments inconsistent with their prior
beliefs and attitudes.

We now consider the effects of the different exper-
imental conditions on attitude strength (see ASD A.1
for full model results). Recall that participants provided
us with open-ended responses to a question asking
about their most deeply-held issue position and we
used GPT-3 to generate a personalized 7-point Likert
item (see Appendix B.3 of the SupplementaryMaterial
for pretreatment distributions). If attitudes are polar-
izing due to exposure to counter-attitudinal informa-
tion, we ought to expect a larger point estimate in the
“Mixed” and “Con” conditions relative to the “Pro”
condition. If attitudes are moderating, estimates should
move in a negative direction.

As shown in Figure 1, differences across information
and motivation conditions are small, negative, and
statistically indistinguishable from zero. Among partici-
pants primed to consider accuracy, those in the “Mixed”
and “Con” conditions score 0.015 (SE = 0.038) and 0.022
(SE = 0.035) scale points lower on attitude strength than
those in the “Pro” condition, respectively. For those
assigned to the directional prime, differences between
the “Pro” condition and the “Mixed” and “Con” condi-
tions are –0.022 (SE = 0.034) and –0.026 (SE = 0.034)
scale points, respectively. In sum, we do not find evi-
dence that the different information and motivation
conditions are shifting attitudes.

We next turn to our analyses of the 101-point attitude
certainty scale. As the pretreatment distributions illus-
trate (Appendix B.3 of the Supplementary Material),
the mean attitude certainty score is 97. 71% of the
sample selected the maximum certainty score, while
90% provided a score above 90. Figure 1 shows mini-
mal differences between information and motivation

TABLE 3. Representative GPT-3 Output

Open-ended
response

Congress should address the issue on
healthcare cost.

Likert I believe that Congress should address
the issue of healthcare costs.

Pro1 Healthcare costs are a burden onmany
Americans.

Pro2 Reducing healthcare costs could free
up money for other important
programs.

Pro3 Addressing the issue of healthcare cost
could improve the quality of life for
many Americans.

Pro4 Congress has a responsibility to
represent the people and their
interests.

Con1 There is no one-size-fits-all solution to
reducing healthcare costs.

Con2 Some solutions to reducing healthcare
costs could be unpopular with voters.

Con3 Addressing the issue of healthcare cost
could be costly in itself.

Con4 It is not clear that Congress has the
power to directly address healthcare
cost.

8 The full list of arguments can be found here: https://bit.ly/3ZlZu26.
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conditions. For those in the accuracy condition, the
difference between the “Con” and “Pro” conditions is
−0.025 (SE = 0.359) scale points, and the difference
between the “Mixed” and “Pro” conditions is 0.004
(SE = 0.23) scale points. Those in the directional con-
dition evince a slightly different pattern. Those in the
“Mixed” condition score approximately 0.88 scale
points lower on attitude certainty relative to those in
the “Pro” condition (SE = 0.35; p = 0.01). This corre-
sponds to a shift of 0.12 standard deviations and runs in
the opposite direction of what the motivated reasoning
paradigm leads us to expect: those in the “Mixed”
condition should express more certainty in their atti-
tudes, relative to those who receive pro-attitudinal
information.
In our validation tests, we detect evidence of dis-

confirmation bias, with those in the “Con” condition
responding more critically to their assigned arguments
than those in the “Pro” and “Mixed” conditions.
However, despite providing arguments that target
core issues and priming participants to consider

information from a directional perspective, we fail to
uncover evidence of attitude polarization across two
measures. In one case, we observe reductions in cer-
tainty, which runs counter to expectations about atti-
tude polarization.

That being said, certain design choices could explain
the non-findings. First, we conducted the study in a
single wave, with pre- and post-intervention measures
of outcomes spaced several questions apart. Although
this can improve precision without significantly altering
treatment effects (Clifford, Sheagley, and Piston 2021),
participants may feel compelled to report a consistent
outcome value within the same survey, which would
hinder our ability to detect effects. Second, even in the
absence of a “consistency bias,” our design might fore-
close the possibility of detecting polarization due to
ceiling effects. We included a continuous measure of
attitude certainty for this reason.However, the baseline
level of certainty in our sample was 97 on a 0–100 scale.
Thus, even with a finer-grained measure, we may still
have trouble detecting positive treatment effects.

FIGURE 1. Effect Estimates on Attitude Strength and Certainty
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Note: This figure presents point estimates and confidence intervals for attitude strength and certainty. Thick bands are 84% confidence
intervals, used to facilitate visual comparisons of coefficients. Thin bands are 95%confidence intervals. ASDA.1 presents full model results.
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Experiment 2

We conducted a multi-wave experiment on CR to
address the aforementioned limitations. Wave 1 was
in the field from October 10, 2022 to October 13, 2022
(N = 1, 591).9 In Wave 1, we obtained pretreatment
measures of attitude strength, certainty, duration, and
discussion frequency for core and peripheral issues.We
measured core issue attitudes using the open-ended
approach described inExperiment 1. To assess if effects
differed depending on attitude strength, we also mea-
sured attitudes towardmore peripheral issues. Respon-
dents selected from a prepared list of 10 issues and
responded to attitudinal questions (e.g., strength and
certainty). To ensure that we were measuring weaker
attitudes, we explicitly asked participants to select
issues that they follow, but otherwise do not have a
strong opinion on. The 10 issues included foreign aid,
school funding, inflation reduction, public transporta-
tion, universal healthcare, free speech, gun control,
minimum wage, student loans, and marijuana legaliza-
tion. Participants could choose any side of the issue.
For both core and peripheral issue positions, we

measured attitude strength (7-point Likert item), atti-
tude certainty (101-point certainty scale), and “attitude
clarity and correctness” (seven items, hereafter “multi-
item certainty”). Following Petrocelli, Tormala, and
Rucker (2007), each item in the multi-item certainty
scale is a 9-point Likert item ranging from 1 (not at all
certain) to 9 (very certain). This scale scores high on
reliability (α = 0.92 for peripheral issues; α = 0.96 for
core issues). After a 1-week washout period, we carried
out randomization and posttreatment outcome mea-
surement in Wave 2 (N ¼ 1, 313).
We conducted two within-subjects trials by issue

(peripheral vs. core) that randomly assigned partici-
pants to one of two primes (directional vs. accuracy)
and one of three information conditions (100% pro-
attitudinal arguments, 100% counter-attitudinal argu-
ments, or 50% pro- and counter-attitudinal argu-
ments). Conditions were independently randomized
such that a respondent could have been assigned first
to a peripheral issue trial with a directional prime and
counter-attitudinal arguments, then to a core issue trial
with an accuracy prime and a mixture of pro- and
counter-attitudinal arguments. We randomized the
order of the trials. Within each trial, we (i) presented
arguments and the thought-listing task, (ii) measured
strength and certainty outcomes, then (iii) asked par-
ticipants to rate the strength and accuracy of all four pro
and all four con arguments generated by the model,
including arguments not shown during the thought-
listing task. After both trials were complete, we mea-
sured demographics, thanked participants for their
participation, and debriefed them. Of the 1,313 partic-
ipants who completed Wave 2, 1,137 received a valid
GPT-3 response for their “core issue” and 1,225
received a valid GPT-3 response for their “peripheral

issue.” Below, we focus on the findings with respect to
the “core issue” before moving on to our discussion of
the “peripheral issue” findings.10

The top panel of Figure 2 presents effect estimates on
attitude strength for core issues (see ASD A.2 for full
model results). We observe little attitude change across
the information and motivation conditions. In all four
tests, effect sizes are small and statistically indistin-
guishable from zero. We now consider the multi-item
certainty measure. As was the case with the other
attitudinal measures in Experiment 1, scores are gen-
erally at the upper end of the distribution, with a mean
score of 6.75 and a standard deviation of 0.80. Focusing
on this outcome, we find evidence of moderation when
comparing the “Con” and “Mixed” conditions to the
“Pro” condition. We detect shifts of −0.13 (SE = 0.07)
and −0.05 (SE = 0.07) scale points in the “Con” and
“Mixed” conditions relative to the “Pro” condition
when respondents are primed to operate in a direc-
tional mode. These estimates are magnified in the
accuracy condition such that those in the “Con” and
“Mixed” conditions score 0.17 (SE = 0.07) and 0.18
(SE = 0.07) scale points lower on certainty than those in
the “Pro” condition. This is equivalent to a movement
of approximately 0.09 standard deviations on the
outcome.

Importantly, in ASD B.1, we report an exploratory
change score analysis demonstrating that these shifts
reflect those in the “Con” and “Mixed” condition
moderating, rather than those in the “Pro” condition
growing more confident. By and large, participants in
the “Pro” condition either moderated or showed little
change between the pre- and posttreatment measures
of attitude strength and certainty on their core issues. In
ASD B.8, we additionally report an exploratory anal-
ysis of conditional ATEs by subtopic. We find no
evidence that attitude polarization is observed for cer-
tain subtopics but not others. In sum, we observe
attitude change inconsistently, but when we do, esti-
mates uniformly move toward moderation, instead of
polarization.

In Experiment 2, we fail to detect evidence of atti-
tude polarization. Although we observe moderate dif-
ferences in our outcomes due to different information
conditions, we do not detect evidence that those in the
“Mixed” and “Con” conditions become more extreme
or certain relative to those in the “Pro” condition.
Instead, we find some evidence of moderation in the
presence of counter-attitudinal arguments, especially
when participants are reminded to be accurate.

Potential Concerns

Across two studies that primed directional motives,
varied exposure to different kinds of information, and
targeted deeply held issue positions, we failed to detect
attitude polarization. Despite this, one might object
that we have not successfully measured strong attitudes

9 The pre-analysis plan for Experiment 2 can be found here: https://
aspredicted.org/9xf6p.pdf.

10 The full list of arguments can be found here: https://bit.
ly/3GR0Z15.
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or that our information interventions are too weak. We
address these potential concerns below.

Insufficiently Strong Attitudes

Might our failure to observe attitude polarization indi-
cate we are still assessing weak attitudes? As a bench-
marking exercise, we compare core and peripheral
issues across several dimensions to assess if we can
recover a distinct set of issue attitudes using our open-
ended method. Mean responses on a 7-point
Likert item are 6.76 (s = 0.78) for the core issue and
5.03 (s = 1.29) for the peripheral issue. Using the 0–100
certainty scale, the mean response was 96 (s = 9.15) for
the core issue and 65 (s = 23) for the peripheral issue.
Focusing on multi-item certainty, mean responses are
8.41 (s = 0.88) and 5.8 (s = 1.96). Across all scales,
attitudes elicited using our open-ended method possess
averages close to the maximum.
76% of respondents report that they have held their

core issue attitude for more than 4 years, while this
number drops to 41% for the peripheral issue attitude
(16% reported forming the peripheral attitude in the
middle of the survey vs. 2% for the core issue). 76% of

respondents report “never” speaking about the periph-
eral issue in the past 6months, compared to 37% for the
core issue. Examining attitude stability, approximately
44% of respondents retain the same level of attitude
strength across waves for the peripheral issue, while
this number is 81% for the core issue. When subsetting
on those who report the maximum level of attitude
strength in Wave 1, 62% of respondents remain at the
maximum for the peripheral issue, compared to 87%
for the core issue. In sum, our evidence suggests atti-
tudes pertaining to the core issue are stable, durable,
and personally relevant.

We detect strong evidence of a prior attitude
“effect.” As we report in Appendix A.3 of the Supple-
mentary Material, we find that people generally rate
pro-attitudinal (counter-attitudinal) arguments as
stronger (weaker) when they possess stronger attitudes
toward a given topic. We also find that the gap between
pro and con ratings is larger for core versus peripheral
issues. In Appendix A.4 of the Supplementary Mate-
rial, we also successfully replicate disconfirmation bias,
whereby individuals expend cognitive resources on
combatting counter-attitudinal information. Partici-
pants generally spend more time on the thought listing

FIGURE 2. Effect Estimates on Attitude Strength and Certainty
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and are more likely to denigrate arguments when they
challenge (vs. support) one’s pre-existing attitudes. In
sum, our results indicate that we have measured atti-
tudes that are strong enough to provoke an attitude
defense.

Insufficiently Strong Interventions

Because we detect evidence of disconfirmation bias and
prior attitude effect—essential mechanisms for trigger-
ing polarization according to theories of motivated rea-
soning—our design appears to satisfy most of the
necessary conditions that cause participants to “deposit
more supportive evidence and affect inmemory” (Taber
and Lodge 2006, 757). One could contend that the
counter-attitudinal arguments provided by GPT-3 are
insufficiently strong to trigger the self-defense mecha-
nisms described in previous work. To address this claim,
we provide an empirical test of GPT-3’s capacity to
generate strong arguments in Appendix B.2 of the
Supplementary Material. We find that while pro argu-
ments generated by GPT-3 are rated as weaker than
human-generated arguments, con arguments—the key
driver of attitude polarization—generated byGPT-3 are
rated to be just as persuasive as human-generated con
arguments. Still, even if we grant that GPT-3 cannot
generate strong arguments, previous studies have found
that weak con arguments generate more “refutative
thoughts” than strong con arguments (Benoit 1987;
Petty and Cacioppo 1986). Thus, if GPT-3 is under-
performing humans in the creation of counter-attitudinal
arguments, low-quality con arguments ought to produce
more attitude polarization than stronger arguments
(to the extent that an accumulation of “refutative
thoughts” renders it easier to bolster one’s attitudes).
That being said, perhaps GPT-3 arguments are not

sufficiently confrontational. The deliberative nature
of the thought-listing task could also mute reflexive
responses to politically incongenial content that might
otherwise be detected using more conventional
designs. Moreover, there could be heterogeneity in
responses to counter-attitudinal information that our
design is ill-equipped to detect, given the large number
of experimental conditions. Though the average par-
ticipant does not appear to polarize, there could be
politically relevant subgroups who do. We conduct
additional experiments that strengthen exposure to
counter-attitudinal information by confronting partic-
ipants with long-form arguments. We also simplify the
experimental design by devising a traditional survey
experiment where participants are randomly assigned
to different pieces of information. Experiment 3 pre-
sents participants with a strongly worded, but still civil,
counter-argument, whereas Experiments 4 and
5 explore whether highly uncivil and emotionally
charged arguments trigger attitude polarization when
targeting deeply held beliefs.

Experiment 3

From December 12 to 13, 2022, we recruited two
thousand participants using the online sample provider

Lucid.11 Given concerns about data quality on this
platform (Aronow et al. 2020), we created an additional
GPT-3 script that assessed the quality of the open-
ended responses as they were submitted and filtered
out participants who provided unintelligible responses
before treatment assignment.12 Since our design hinges
on legible open-ended responses to produce counter-
attitudinal arguments, these quality checks were
necessary. As described in our pre-analysis plan, our
analysis omits participants flagged by GPT-3 as “low
quality,” those who repeated the example issue posi-
tion in our instructions, and those who did not receive
any output from GPT-3. These variables are measured
before treatment assignment, and thus do not bias our
estimates.

Upon completing the open-ended question, partici-
pants responded to a single-question attention check
that measured retention of information provided in a
news vignette (Kane, Velez, and Barabas 2023) and a
set of demographic questions. Participants were then
randomly shown either (1) one of four thousand pla-
cebo texts drawn from the Porter and Velez (2022)
corpus or (2) a tailored counter-argument produced by
GPT-3. The placebo texts are news-like vignettes that
are approximately a paragraph long, matching the
average length of the tailored arguments. Instead of
retrieving four pros and cons, we instructed GPT-3 to
write a “paragraph-long passionate rebuttal”where the
author “strongly disagrees” with the statement pro-
vided by the participant (see Appendix C.2 of the
Supplementary Material for example arguments).13

Following our preregistration plan, we estimate a
covariate-adjusted ATE for attitude strength and cer-
tainty, adjusting for age, education, income, partisan-
ship, ideology, and race (white = 1; non-white = 0). We
estimate these models using OLS regression with HC2
standard errors. Focusing on the first panel of Figure 3
(see ASD A.3 for full model results), the covariate-
adjusted ATE of counter-attitudinal information on
attitude strength is −0.510 scale points on a 7-point
scale (SE = 0.09; p < 0:001).14 This corresponds to a
shift of 0.26 control-group standard deviation units and
is comparable to other effect sizes detected in the
persuasion literature (e.g., Broockman and Kalla 2016
detect a shift of 0.40 scale points in response to their
canvassing intervention). An exploratory analysis of
treatment effect heterogeneity reveals that effects on
attitude strength are consistent across groups varying in
open-ended response quality, attentiveness, ideology,
and political knowledge. In general, we find that
CATEs are always negative and statistically significant

11 The pre-analysis plan for Experiment 3 can be found here: https://
aspredicted.org/km7ya.pdf.
12 In a pilot study, we compared hand-coded data and the predictions
of the data quality script. Approximately 5% of open-ended
responses tagged as “low quality” had legible input, compared to
81% of those tagged “medium quality” and 91% of those tagged
“high quality.”
13 The full list of arguments can be found here: https://bit.ly/3XjLjZC.
14 The ATE (without covariate adjustment) is −0.487 scale points
(SE = 0.09; p < 0:001).
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across the range of moderators. In the case of political
knowledge, we find that CATEs are evenmore negative
among the most politically sophisticated. The differ-
ence between the lower and upper tertiles is −0.433
scale points (SE = 0.22; p ¼ 0:048), suggesting a larger
“attitude moderation” effect among those who are
more politically knowledgeable. This runs contrary to
expectations from the motivated reasoning literature
that political sophisticates are especially likely to reject
counter-attitudinal information. Turning to certainty,
we find that the effect of counter-attitudinal informa-
tion on certainty is approximately zero ( ^ATE= −0.005;
SE = 0.07; p ¼ 0:95).15 In sum, we find robust evidence
of a decrease in attitude strength when participants are
exposed to tailored counter-attitudinal information but
are unable to detect evidence of shifts in attitude
certainty.

Lingering Concerns: Ceiling Effects and
Contentious Counterarguments

Despite our efforts to address ceiling effects with mul-
tiple scales, including a 101-point and seven-item cer-
tainty scale, we show in Appendix B.3 of the
Supplementary Material that a majority of participants
score at the maximum of the attitude certainty and
Likert items. Even our seven-item certainty scale is
susceptible to this issue, with 45% scoring at the max-
imum inExperiment 2 and 31%doing so inExperiment
3. Though this is further validation that we are eliciting
deeply held issue positions, this poses a challenge for
detecting attitude polarization.
Insufficient treatment intensity is another potential

concern. Despite the stronger arguments presented in

Experiment 3, one could argue that they are neutrally
valenced and do not necessarily provoke a defense of
one’s attitudes. Previous studies finding evidence of
“boomerang effects” (i.e., attitude polarization) have
documented its emergence in highly contentious situa-
tions and in the presence of affect-laden arguments or
insults (Kim, Levine, and Allen 2017; Taber and Lodge
2006). With increasing consumption of social media
and growing political incivility, there exists a style of
argumentation grounded in vitriol and personal attacks
that may be a strong candidate for triggering attitude
polarization. Assessing the impact of negatively
valenced messages constitutes an important class of
arguments that we have yet to explore and that the
most recent literature on motivated reasoning has not
directly examined. We address these concerns in
Experiments 4 and 5 by introducing new measures of
attitude strength and intensifying counterarguments.

Experiment 4

Following Experiment 3, we implemented a two-arm
placebo-controlled persuasion experiment. To address
the concern of insufficient treatment intensity, we
explicitly instructedGPT-3 to “create a paragraph-long
affectively charged counterargument” that is “emo-
tionally charged” and “directly attacks what the person
said.” In contrast to the previous arguments used in our
studies, which were mostly respectful and dispassion-
ate, the new LLM-generated messages were designed
to engage participants on an emotional level, poten-
tially triggering a defensive response. For example, a
participant writing about free public college received
the following argument:16

It is absolutely absurd to suggest that public universities
should be tuition free. Are you suggesting that the

FIGURE 3. Effect of Counter-Attitudinal Information on Attitude Strength and Certainty
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Note: This figure presents point estimates and 95% confidence intervals for the covariate-adjusted ATE of counter-attitudinal information on
attitude strength and certainty. ASD A.3 presents full model results.

15 To minimize multiple comparisons, we preregistered an analysis of
only these two outcomes. However, an exploratory analysis of the
single item certainty scale reveals a small negative ATE ( ^ATE =
−1:708; SE = 0.87; p ¼ 0:05). 16 See https://bit.ly/47DTYvL for a full list of arguments.
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hardworking taxpayers should foot the bill for every stu-
dent’s education, regardless of their academic abilities or
financial situation? This is not only unfair, but it goes
against the very principles of a merit-based society. Edu-
cation is a privilege, not a right, and it should be earned
through hard work and dedication. By making public
universities tuition free, you are essentially devaluing the
hard work and sacrifices of those who have paid for their
education. Furthermore, this proposal would only lead to a
decrease in the quality of education, as universities would
not have the necessary funds to provide top-notch
resources and facilities. It is time to stop expecting hand-
outs and start taking responsibility for our own education.

In Appendix B.5 of the Supplementary Material, we
explicitly compare these negatively valenced arguments
to the more anodyne style used in the previous studies.
We find that these arguments are more likely to include
moralizing language and emotionally charged words.
To address ceiling effects, we carried out a measure-

ment study (N = 338) between Experiments 3 and
4 where we assessed the performance of four new mea-
sures capturing attitudinal intensity. Our goal was to
identify measures that were less subject to ceiling effects,
were correlated with other constructs (e.g., Likert ratings
and certainty scores), and exhibited high levels of con-
current validity. As in our previous studies, participants
were asked to report a core issue in an open-ended
question. Once again, we found that participants rated
their own issue highly on a 7-point Likert scale (�x= 6.72; s
= 0.71) and 101-point certainty scale (�x = 94; s = 12).
We tested four new measures that capture strong

attitudes: (1) a personalized conjoint that asked partic-
ipants to choose between hypothetical candidates tak-
ing positions on their core issue (who also varied on
important dimensions such as age, career, race, and
party)17; (2) an attitude defense measure that captured

participants’ willingness to defend their position across
a variety of scenarios (e.g., a public interview and a
campus speech); (3) an attitude extremity scale that
captured willingness to incur costs to support one’s
issue position; and (4) an allocation task where partic-
ipants were asked to allocate funds across four issue
domains, including their own. Our measurement study
revealed that attitude defense and extremity were less
susceptible to ceiling effects, were modestly correlated
with traditional measures, and exhibited fairly high
levels of concurrent validity (see Appendix B.4 of the
Supplementary Material).

For Experiment 4, 2,017 participants were recruited
on CR over a period of 4 days, from October 9 to
12, 2023.18 We estimate a covariate-adjusted ATE with
age, political sophistication, education, income, ideol-
ogy, political party, 101-point attitude certainty, 7-point
attitude strength, and self-reported political behavior
as covariates. Our key outcomes are attitude extremity
and defense.19

We present the covariate-adjusted ATEs for the two
measures in Figure 4.Beginningwith the attitude defense
estimates, we find that exposure to a hostile counter-
argument increases attitude defense by 0.19 scale points
(SE= 0.07;p ¼ 0:01). This is equivalent to approximately
17% of the gap in scores when comparing the least
and most politically knowledgeable individuals in the
control group. Turning now to attitude extremity, we
observe a positive effect on extremity of 0.18 scale points
(SE = 0.06; p < 0:001). This is equivalent to 56% of the
extremity gap between low and high political knowledge
individuals in the control group. Thus, after addressing
ceiling effects and increasing treatment intensity, we

FIGURE 4. Effect of Emotionally Charged Arguments on Attitude Defense and Extremity
(Experiment 4)
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Note: This figure presents point estimates and 95% confidence intervals for the covariate-adjusted ATE of counterarguments on attitude
defense and extremity. ASD A.4 presents full model results.

17 See Velez (2023) and Ryan and Ehlinger (2023) for examples of
this methodology.

18 The pre-analysis plan for Experiment 4 can be found here: https://
aspredicted.org/3dt9n.pdf.
19 Appendix B.3 of the Supplementary Material confirms that these
measures were less susceptible to ceiling effects. Approximately 13%
of participants scored at the maximum of attitude defense, whereas a
meager 0.77% scored at the maximum of extremity.
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observe a trend where participants are more inclined to
bear costs in defense of their issue position and to speak
out in a range of high-stakes scenarios. Given that atti-
tude strength is a latent variable, with increasing willing-
ness to act and incur costs as potential behavioral
indicators, these findings are consistent with a process
of attitude polarization.

Experiment 5

The findings from Experiment 4 suggest that stronger
interventions are capable of producing attitude polari-
zation. However, given the elusiveness of this effect
throughout the literature and our inability to detect it
in the previous studies,we sought to replicate and extend
Experiment 4 by including an additional arm that mir-
rored the tamer style of argumentation used in the
earlier studies. Specifically, we added a treatment arm
to Experiment 4’s design that presented participants
with amore neutrally valenced argument, modeled after
the instructions used to generate the output in Experi-
ment 3 (see Appendix B.5 of the Supplementary Mate-
rial for a comparison of the two argument styles).20 We
collected data on 1,922 CR participants from October
19 to 23, 2023.21 As in the previous experiment, we
estimated covariate-adjustedATEswith the samevector
of covariates and outcome measures.
Figure 5 displays the covariate-adjusted ATEs for the

two outcomes. We find that the lower valence counter-
argument produces a decrease on the attitude defense
scale of 0.22 scale points (SE = 0.09; p ¼ 0:02), whereas
the effect for the higher valence counterargument is

much smaller ( ^ATE = −0.02; SE = 0.09) and not signif-
icant (p ¼ 0:48). In contrast, the contentious counter-
argument produces a positive increase of 0.20 scale
points (SE = 0.07; p = 0.01) on the attitude extremity
scale, replicating Experiment 4. The effect for the low
valence counterargument is about half the size of the
high valence counterpart ( ^ATE = 0.09; SE = 0.07) and
not significant (p = 0.17). Overall, higher emotional
valence arguments appear to have a more pronounced
impact on attitude extremity, with lower valence coun-
terarguments mirroring the pattern of attitude modera-
tion we had observed previously.22

CONCLUSION

In this article, we reviewed the political science literature
on attitude polarization and aimed for a critical assess-
ment of the phenomenon. We exposed participants to
tailored counter-attitudinal arguments, measured atti-
tudes using various methods, and primed participants to
think in more directional terms. Based on a careful
reading of the literature on MR, we sought to create
ideal conditions for detecting attitude polarization. In
Experiments 1 and 2, we observed small but statistically
significant effects in the opposite direction: attitudes
became less certain after seeing counter-attitudinal
material. The third study simplified the experimental
design and exposed participants to longer, more affec-
tively charged arguments. Here, we observed significant

FIGURE 5. Effect of Low and High Valence Counterarguments on Attitude Defense and Extremity
(Experiment 5)
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Note: This figure presents point estimates and 95% confidence intervals for the covariate-adjusted ATEs of two treatment arms on attitude
defense and extremity. ASD A.5 presents full model results.

20 See https://bit.ly/47Kqtbx for a full list of arguments.
21 The pre-analysis plan for Experiment 5 can be found here: https://
aspredicted.org/34pa5.pdf.

22 ASD B.9 addresses whether exposure to vitriolic content could
have precipitated differential attrition across conditions. Though
attrition is low in Experiments 4 and 5 and appears not to affect
our findings, we discuss in ASD B.14 why scholars should be vigilant
about attrition when exposing subjects to aggressive language.
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decreases in attitude strength. Our findings from these
three studies suggest that mere exposure to counter-
attitudinal information is insufficient to trigger attitude
polarization, even when attitudes are strongly held.
To assess potential scope conditions, we conducted

additional experiments that varied the intensity of
treatments by generating tailored counter-attitudinal
arguments that were contentious and vitriolic. We also
mitigated the persistent issue of ceiling effects by devis-
ing new attitudinal measures. Contrary to the findings
from the first three studies, we found robust evidence of
attitude polarization when a sharper, more confronta-
tional style of argumentation was used. Experiment
5 extended this study by including tamer arguments
modeled after our earlier attempts as an additional
treatment arm. Here, we observed that vitriolic argu-
ments were uniquely polarizing. Our ability to replicate
attitude polarization across these two studies, but not in
the initial set of experiments, suggests that the phe-
nomenon is more likely to emerge when deeply held
attitudes are confronted with antagonistic arguments.
We view the totality of our evidence as a kind of

microcosm of the motivated reasoning literature. When
scholars have used more neutral content encountered in
op-eds or fact-checks, as in more recent work, modera-
tion has been observed. However, more extreme argu-
ments have been shown to trigger attitude polarization, a
point highlighted in the canonical article by Taber and
Lodge. Our results offer an important corrective,
highlighting a potential limit atwhich negative persuasive
communication may begin to strengthen convictions.
Though “attitudinal backlash” is uncommon, it may be
detected when the aforementioned conditions hold.
At first blush, our findings appear to vindicate popular

views of motivated reasoning. However, such an inter-
pretation would be premature. Although prominent
studies invoking the theory argued for the importance
of argument valence in triggering the phenomenon
(Taber and Lodge 2006), subsequent descriptions held
that it could be triggered even in the presence of neutral
stimuli through a process of hot cognition, where polit-
ical concepts and their “affective charge” are automat-
ically retrieved from memory without much conscious
processing (Lodge and Taber 2013, 19). Our early
experiments—aswell as other studies employing op-eds,
fact-checks, and candidate statements—do not yield
significant attitude polarization, calling into question
the inflexibility and inevitability often attributed to this
“strong” view of motivated reasoning. Furthermore, the
narrowness of our conditions—high attitude strength
and negatively valenced counterarguments—suggests
that a theory of motivated reasoning predicting attitude
polarization as the modal response to persuasion is
unlikely to explain the lion’s share of observed effects.
Though the political science literature on attitude

change has been dominated by debates over Bayesian
updating, with motivated reasoning playing the role of a
useful foil, a well-developed literature in psychology
suggests alternative mechanisms that can also influence
attitude change. One such mechanism could be a tit-for-
tat process whereby individuals reciprocate the emo-
tional and communicative style they encounter in a

persuasive exchange. When confronted with an overly
aggressive or uncivil argument, individuals may respond
in kind, leading to an escalation of conflict and further
entrenchment of pre-existing attitudes. Conversely, indi-
viduals may be more amenable to attitude change when
encountering respectful discourse, especially the kind
rooted in personal experiences rather than in facts alone
(Kubin et al. 2021). This latter point has been supported
by a growing body of research suggesting that a “non-
judgmental exchange of narratives” can promote atti-
tude change even for politically controversial topics
(Kalla and Broockman 2020).

This encourages us to move beyond the dichotomy of
Bayesian updating andmotivated reasoningwhen under-
standing attitude polarization. Future research could sys-
tematically examine how different combinations of
source characteristics, conversational norms, and argu-
ment features influence attitude formation and change.
This exploration could involve experimental designs that
manipulate the tone and content of arguments, as well as
the characteristics of the sources presenting them. Addi-
tionally, these studies could consider the role of audience
characteristics, such as cognitive styles and tendencies
toward incivility (e.g., Petersen, Osmundsen, and Arce-
neaux 2023), in shaping responses to persuasion.

Our study has important implications for the study of
persuasion when deeply held attitudes are at stake. If
attitude polarization depends on strong attitudes, con-
ventional experimental designs might underestimate its
prevalence. Attitudes measured using our tailored
approach were generally at the upper end of dimensions
such as stability, strength, and certainty. Standard mea-
surement approaches involving closed-ended questions
may have trouble capturing deeply personal issue posi-
tions that define individuals’ political orientations. As we
discuss in Appendix B.1 of the Supplementary Material,
while salient issues such as abortion and healthcare are
mentioned frequently by participants, no single issue
accounts for more than a quarter of responses. Future
research could investigate ways of improving tailored
outcome measures, as well as how these measures differ
frommore traditional open-ended scales. Tailoring mes-
sages may yield important insights in domains such as
misinformation when targeting rare but socially conse-
quential conspiracy theories (Costello, Pennycook, and
Rand 2024).

Despite the promise of LLMs, there are ethical and
practical considerations researchers must account
for. First, scholars should apply content filters to
ensure that text generations do not inadvertently
expose participants to harmful messages. In our stud-
ies, we applied these filters and observed zero
instances of derogatory terms.23 This does not negate
the need to actively monitor output and ensure that
LLMs are not inadvertently perpetuating harmful
biases or stereotypes. Second, scholars should be

23 OpenAI’s models actively refrain from making negative state-
ments about marginalized groups and have been accused of exhibit-
ing a “liberal bias” (https://www.theverge.com/2023/2/17/23603906/
openai-chatgpt-woke-criticism-culture-war-rules).
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mindful of errors or false claims that may be pro-
duced by these models. All of our studies included a
debriefing protocol describing our use of GPT-3 in
constructing the arguments shown to participants.
We also found that the model occasionally produced
double-barreled questions or questions containing
justifications when constructing tailored outcome
measures, and thus would fail to meet the standards
of survey researchers. We revised our pipeline to
address this issue in Experiments 4 and 5, but this
demonstrates the need to be vigilant when working
with these models. At a minimum, using best-
available content filters, actively monitoring output,
and disclosing the use of these technologies to par-
ticipants is a necessary and important step.24 As these
technologies grow more ubiquitous, countering some
of their potentially harmful consequences will likely
require active participation by academics and jour-
nalists (e.g., building dynamic interventions to coun-
ter false claims). Ultimately, the responsible
integration of LLMs into survey research may help
us gain a deeper understanding of political psychol-
ogy, but also the opportunities and challenges asso-
ciated with these emerging technologies.25
Motivated reasoning has had a profound impact on

political psychology and our larger discipline. In this
article, we consider one of the most troubling implica-
tions of motivated reasoning, as defined by Kunda
(1990) and Taber and Lodge (2006): attitude polariza-
tion. Attitude polarization is troubling because it sug-
gests that deliberation can harden opinions, factual
corrections can further reinforce false beliefs, and per-
suading “true believers” can backfire. Our findings
suggest that attitude polarization is not a robust or
generalizable effect, but rather a contingent one that
depends on the intensity and valence of the counterar-
guments. When people are exposed to arguments that
they may encounter in op-eds, fact-checks, or in cred-
ible news media, attitudes are generally not bolstered,
even when those arguments are relevant to deeply held
issue positions or dispel congenial, but otherwise incon-
sequential, facts. However, violating the norms of civil
discourse can have the deleterious effects feared by
skeptics of open deliberation. Whether those fears turn
out to be well-founded will depend on the future
trajectory of political discourse which, at present, shows
signs of increasing hostility and antagonism.
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