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Abstract
We consider a classic competing-species model with the rates changed to include Gaussian white noise. We show that if the noise is not too large, then the stochastic version is ergodic. An explicit relation between the noise and the original competing-species parameters gives a sufficient condition for ergodicity.
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1. Introduction
Consider the coupled ordinary differential equations
\[
\begin{align*}
\frac{dx_t}{dt} &= x_t(\mu - \lambda y_t + \gamma x_t) dt, \\
\frac{dy_t}{dt} &= y_t(-\alpha + \beta x_t + \delta y_t) dt,
\end{align*}
\]
where \(\mu, \lambda, \alpha, \) and \(\beta\) are positive constants and \(\delta\) and \(\gamma\) are real-valued constants. This is a well-known classical model of the population dynamics of two interacting species; see, for example, [13]. The pair \((x_t, y_t)\) represents the population sizes of the two species at time \(t \geq 0\). Under certain conditions on the parameters, the solution produces a limit cycle, that is, the solution lies on a deterministic contour. When the current population size is \((x, y)\), the rates of population growth are
\[
\begin{align*}
r_1(x, y) &= \mu - \lambda y + \gamma x, \\
r_2(x, y) &= -\alpha + \beta x + \delta y.
\end{align*}
\]
When \(\gamma = 0\) and \(\delta = 0\), this model becomes the prey–predator process. When \(\gamma < 0\) and \(\delta < 0\), the two species have self-limitations in the sense that, for a species of fixed size, the rate of the other species is negative when its population size is large. This case is the well-known competing-species model. Other combinations of \(\gamma\) and \(\delta\), e.g. \(\gamma > 0, \delta < 0\) and \(\gamma > 0, \delta > 0\), can be considered but, as indicated in [13], they are not of interest as population dynamics models.

Suppose that
\[
\begin{align*}
r_1(x^*, y^*) &= \mu - \lambda y^* + \gamma x^* = 0, \\
r_2(x^*, y^*) &= -\alpha + \beta x^* + \delta y^* = 0
\end{align*}
\]
have the simultaneous solution \((x^*, y^*) \in \mathbb{R}_+^2\), where \(\mathbb{R}_+ = \{x : x > 0\}\) is the set of positive real numbers. Then both the prey–predator and competing-species models from (1), with initial
condition \((x_0, y_0) = (x, y) \in \mathbb{R}_+^2\), have nice solutions that are periodic and circle about the fixed point \((x^*, y^*)\) of the deterministic equations \(r_1(x, y) = 0\) and \(r_2(x, y) = 0\).

In this note, we consider the case in which the rates \((2)\) are subject to random fluctuations. Specifically, \(r_1(x_t, y_t) \,dt\) is replaced by \(r_1(x_t, y_t) \,dt + \sigma_1 \,dW^{(1)}_t\), that is, the rate is perturbed by Gaussian white noise. The rate \(r_2\) is similarly perturbed by an independent Gaussian white noise. Thus, we consider the stochastic competing-species model

\[
\begin{align*}
\frac{dx_t}{dt} &= x_t(\mu - \lambda y_t + \gamma x_t) \,dt + \sigma_1 x_t \,dW^{(1)}_t, \\
\frac{dy_t}{dt} &= y_t(-\alpha + \beta x_t + \delta y_t) \,dt + \sigma_2 y_t \,dW^{(2)}_t,
\end{align*}
\]

where \([W^{(1)}_t, W^{(2)}_t]: t \geq 0\) is a standard two-dimensional Brownian motion. The rate parameters are the positive constants \(\mu, \lambda, \alpha, \beta\), and the negative constants \(\gamma, \delta\). The noise parameters are \(\sigma_1\) and \(\sigma_2\).

In this paper, we study the ergodicity properties of \((3)\). We show that if the roots of \((2)\) are in \(\mathbb{R}_+^2\) and the noise parameters \(\sigma_1\) and \(\sigma_2\) are sufficiently small, then the solution of \((3)\) is ergodic. The method of proof gives an explicit relation between the noise parameters and the rate parameters that guarantees ergodicity. The proof is based on the methodology of \([1]\). We modify the results there since \([1]\) gave conditions in terms of radial or Euclidean distances that are not readily applicable to a process on \(\mathbb{R}_+^2\).

In Section 2, we discuss some of the recent literature on competing-species models. In Section 3, we discuss the main result, the construction of the associated stopped times, and the proof. The sufficient condition involved in the main result has a very nice geometric interpretation: if a certain ellipse is a subset of \(\mathbb{R}_+^2\), then the process \((3)\) is ergodic. In Section 4, we discuss and compare our sufficient condition with those obtained in a recent paper by Rudnicki \([14]\). In Section 5, we discuss some other extensions based on the methods we use. In Appendix A, we show that the solution of \((3)\) is in \(\mathbb{R}_+^2\). with probability 1; Chessa and Fujita \([3]\) showed a similar result. Our proof easily extends to multiple species as it depends only on showing properties of the hitting time of the boundaries of \(\mathbb{R}_+^2\), via a Markov inequality.

2. Literature review

Other authors have considered stochastic systems obtained from the classical population dynamics modelled by \((1)\). Gard and Kannan \([6]\) studied the classical prey–predator model with the rates perturbed by Gaussian white noise. They studied \((3)\) in the case that \(\gamma < 0\) and \(\delta < 0\), and showed that, on the set of realizations where it remains bounded for all time, the solution converges to the fixed point \((x^*, y^*)\) \([6, \text{Theorem 3.1}]\) or converges to the boundary of the bounding set \([6, \text{Theorem 3.2}]\). As mentioned above, Chessa and Fujita \([3]\) studied the prey–predator model and showed that the solution remains in \(\mathbb{R}_+^2\). Renshaw \([13]\) gave a good review of the stochastic competing-species models, but did not include ergodic results. Gard \([5]\) studied the transient behaviour of some population dynamics models, including the classic stochastic model we consider here. In a very interesting related paper (discussed in more detail in Section 4), Rudnicki \([14]\) studied a process similar to the one studied here. The diffusion or variance functions in \((3)\) are \(\sigma_1 x\) and \(\sigma_2 y\).

More recently, there has been work on some variations of the diffusion functions. For example, Mao et al. \([12]\) considered diffusion functions of the form \(\sigma_1 x^m\) and looked for conditions such that the solution is defined for all time when \(m \geq 2\); that is, such that the solution does not explode in finite time. Manthey et al. \([11]\) considered a random two-species interacting population model living on a bounded space \(\Theta \subset \mathbb{R}^2\). They noted that ‘... as far
we know the stability of solutions to stochastic partial differential equations of multi-species population dynamics is not well investigated’. We have found that the ergodic properties of the population dynamics of the type of stochastic systems studied here have not been well investigated. In [15], the transient behaviour of stochastic prey–predator systems with time-dependent rate parameter was studied, while in [8] the stochastic prey–predator system (3) with \( \delta = \gamma = 0 \) was studied under the condition that \( \sigma_1, \sigma_2 \to 0 \). In the latter paper, it was shown that the solution escapes to infinity. In [10], a stochastic competing-species problem similar to (3), but with \( \alpha < 0 \), was studied, and the probability of extinction obtained.

The proof of our main result is based on the ideas of [1], where conditions were given in terms of radial or Euclidean distances \( F(x, y) = (x^2 + y^2)^{1/2} \). This is not a natural distance for us to use, as the solution to (3) takes values in the upper quadrant, that is, in the region \( \mathbb{R}^2_+ \). Mao et al. [12] used a distance function

\[
F(x, y) = \sqrt{x - \log(x)} + \sqrt{y - \log(y)},
\]

which enabled them to show that their process is nonexplosive. This function is not well suited to showing ergodicity in the competing-species model. Rather, in this paper, we use the function

\[
F(x, y) = A_1x - A_2 \log(x) + A_3y - A_4 \log(y) + c,
\]

with judicious choices for the constants \( A_1, A_2, A_3, A_4, \) and \( c \), to play the role of the contour based on the distance \( (x^2 + y^2)^{1/2} \) in [1]. For example, in Theorem 1, we take \( A_1 = \beta, A_2 = \alpha, A_3 = \lambda, A_4 = \mu, \) and

\[
c = -\alpha + \alpha \log \left( \frac{\beta}{\alpha} \right) - \mu + \mu \log \left( \frac{\mu}{\lambda} \right).
\]

In particular, with appropriate constants in (4), in Section 4 we are able to weaken the sufficient condition in [14]. Thus, this sufficient condition is not necessary for the process to be ergodic.

The literature on deterministic population dynamics is still quite active. A recent example is [9], in which the prey–predator system with rate parameters having a periodic component was studied. Many of these equations have solutions that behave nicely under conditions in which either the initial condition is perturbed or the rates are perturbed in a deterministic manner. One consequence of the results shown here is that, under a random perturbation of the rates, the process can change from being stable over time to being unstable. In some cases, the process may be ergodic under small random permutations.

3. Competing species, ergodicity, and ellipses

Consider the competing-species model (3), where \( \mu, \lambda, \alpha, \) and \( \beta \) are positive constants. In this section we give Theorem 2, the main result.

In Lemma 1, we rewrite the process in a useful form, which is then studied in Theorem 1. The proof of this theorem is based on finding an appropriate nonnegative function tending to infinity at the boundaries of \( \mathbb{R}^2_+ \) and judicious use of bounds on expectations of some stopping times. This leads to a nice geometric condition sufficient for ergodicity.

**Lemma 1.** Suppose that \( \gamma \delta > 0 \); that is, either \( \gamma < 0 \) and \( \delta < 0 \) or \( \gamma > 0 \) and \( \delta > 0 \). Let

\[
\varepsilon_1' = \gamma / \beta \quad \text{and} \quad \varepsilon_2' = \delta / \lambda.
\]

Rewrite (3) as

\[
\begin{align*}
\mathrm{d}x_t &= x_t [\mu' - \lambda y_t + \varepsilon_1' (\beta x_t - \alpha')] \, \mathrm{d}t + \sigma_1 x_t \, \mathrm{d}W_t^{(1)}, \\
\mathrm{d}y_t &= y_t [-\alpha' + \beta x_t + \varepsilon_2' (\lambda y_t - \mu')] \, \mathrm{d}t + \sigma_2 y_t \, \mathrm{d}W_t^{(2)},
\end{align*}
\]
Stochastic competing species and ergodicity

for appropriate constants $\mu'$ and $\alpha'$. If either

(i) $\gamma > 0$ and $0 < \delta < \alpha' \lambda / \mu$, or

(ii) $\delta < 0$ and $-\mu' \beta / \alpha < \gamma < 0$,

then $\mu' > 0$ and $\alpha' > 0$.

Proof. Comparing the coupled stochastic differential equation (SDE) in this lemma with (3) yields

$$
\varepsilon'_1 = \gamma / \beta, \quad \varepsilon'_2 = \delta / \lambda, \quad \mu' - \varepsilon'_1 \alpha' = \mu, \quad \alpha' + \varepsilon'_2 \mu' = \alpha.
$$

Solving for $\mu'$ and $\alpha'$ gives

$$
\mu' = \frac{\mu + \varepsilon'_1 \alpha}{1 + \varepsilon'_1 \varepsilon'_2}, \quad \alpha' = \frac{\alpha - \varepsilon'_2 \mu}{1 + \varepsilon'_1 \varepsilon'_2}.
$$

When $\varepsilon'_1 \varepsilon'_2 > 0$, we have $\mu' > 0$ and $\alpha' > 0$ if and only if either $\gamma > 0$ and $0 < \delta < \alpha' \lambda / \mu$ or $\delta < 0$ and $-\mu' \beta / \alpha < \gamma < 0$, as required. This completes the proof of Lemma 1.

The form of the SDE in Lemma 1 is of use in proving ergodicity, whereas the original form (3) is not so immediately useful.

**Theorem 1.** Consider the SDE process

$$
\begin{align*}
\text{d}x_t &= x_t [\mu - \lambda y_t + \varepsilon_1 (\beta x_t - \alpha)] \, \text{d}t + \sigma_1 x_t \, \text{d}W^{(1)}_t, \\
\text{d}y_t &= y_t [-\alpha + \beta x_t + \varepsilon_2 (\lambda y_t - \mu)] \, \text{d}t + \sigma_2 y_t \, \text{d}W^{(2)}_t,
\end{align*}
$$

(5)

where $\mu$, $\lambda$, $\alpha$, and $\beta$ are positive constants, with initial condition $(x_0, y_0) = (x, y) \in \mathbb{R}^2_+$. If $\varepsilon_2 < 0$ and $\varepsilon_1 < 0$ are such that

$$
0 < \frac{\sigma_1^2 \alpha + \sigma_2^2 \mu}{2 \alpha^2} < -\varepsilon_1 \quad \text{and} \quad 0 < \frac{\sigma_1^2 \alpha + \sigma_2^2 \mu}{2 \mu^2} < -\varepsilon_2,
$$

then the solution to the SDE (5) is ergodic.

**Theorem 2.** Consider the stochastic competing-species process (3). Suppose that $\gamma < 0$ and $\delta < 0$ and let $\varepsilon'_1 = \gamma / \beta$ and $\varepsilon'_2 = \delta / \lambda$. Also suppose that

$$
0 < \frac{\sigma_1^2 \alpha' + \sigma_2^2 \mu'}{2 (\alpha')^2} < -\varepsilon'_1 = -\frac{\gamma}{\beta} < \frac{\mu}{\alpha} \quad \text{and} \quad 0 < \frac{\sigma_1^2 \alpha' + \sigma_2^2 \mu'}{2 (\mu')^2} < -\varepsilon'_2,
$$

where

$$
\mu' = \frac{\mu + \varepsilon'_1 \alpha}{1 + \varepsilon'_1 \varepsilon'_2} \quad \text{and} \quad \alpha' = \frac{\alpha - \varepsilon'_2 \mu}{1 + \varepsilon'_1 \varepsilon'_2}.
$$

Then the solution to (3) is ergodic.

Proof. Theorem 2 is a corollary of Theorem 1, which applies since, by Lemma 1, we have $\alpha' > 0$ and $\mu' > 0$. 
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Remark 1. Theorem 2 says that if the noise coefficients $\sigma_1$ and $\sigma_2$ are sufficiently small, if the damping terms $\gamma x_i$ and $\delta y_i$ in the drift of the $x$ component and $y$ component in (3), respectively, are negative, and if one further condition holds, then the stochastic competing-species process is ergodic. The extra condition is $-\beta\mu/\alpha < \gamma < 0$. The damping term $\delta y_i$ in the drift of the $y$ component only requires $\delta < 0$ for the system to be ergodic.

Notice that the solution to (2) with vanishing rates is

$$\left(\frac{x^*}{y^*}\right) = \frac{1}{\gamma \delta + \beta \lambda} \left(\frac{\lambda \alpha - \delta \mu}{\beta \mu + \gamma \alpha}\right)$$

Thus, $x^* > 0$ but $y^* > 0$ if and only if $\beta \mu + \gamma \alpha > 0$ or, equivalently, if and only if $\mu/\alpha > -\gamma/\beta$. This extra condition is very natural, requiring that the deterministic competing-species system has a fixed point in $\mathbb{R}^2_+$. Hence, if the self-damping effect of $x_i$ is not too large, if the noise is sufficiently small, and if the deterministic system has a fixed point in $\mathbb{R}^2_+$, then the stochastic competing-species model is ergodic.

The proof of Theorem 1 can be modified to show that if the noise is sufficiently large, the stochastic competing-species process is transient. This is discussed at the end of this section.

Proof of Theorem 1. Let

$$F(x, y) = \beta x - \alpha \log(x) + \lambda y - \mu \log(y) + c,$$

where

$$c = -\alpha + \alpha \log\left(\frac{\beta}{\mu}\right) - \mu \log\left(\frac{\mu}{\lambda}\right).$$

Thus, $F(\alpha/\beta, \mu/\lambda) = 0$ and $F(x, y) > 0$ if $(x, y) \neq (\alpha/\beta, \mu/\lambda)$. Also, $F(x, y) \to \infty$ as $(x, y)$ tends to the boundary of $\mathbb{R}^2_+$. This choice of $F$ is a particular case of (4) with $A_1 = \beta$, $A_2 = \alpha$, $A_3 = \lambda$, and $A_4 = \mu$.

An application of Itô’s lemma to $F_t = F(x_t, y_t)$ yields

$$\begin{align*}
\text{d}F_t &= [\varepsilon_1(\beta x_t - \alpha)^2 + \varepsilon_2(\lambda y_t - \mu)^2 + \frac{1}{2}(\sigma_1^2 \alpha + \sigma_2^2 \mu)] \text{d}t \\
&\quad + \sigma_1(\beta x_t - \alpha) \text{d}W_t^{(1)} + \sigma_2(\lambda y_t - \mu) \text{d}W_t^{(2)}.
\end{align*}$$

Since $\varepsilon_1 < 0$ and $\varepsilon_2 < 0$, the drift is bounded above in $\mathbb{R}^2_+$ and, thus, by Lemma 3, below, the solution is in $\mathbb{R}^2_+$ with probability 1. Consider the region

$$D = \left\{(x, y) : \frac{(x - \alpha/\beta)^2}{(\sigma_1^2 \alpha + \sigma_2^2 \mu) / 2|\varepsilon_1| \beta^2} + \frac{(y - \mu/\lambda)^2}{(\sigma_1^2 \alpha + \sigma_2^2 \mu) / 2|\varepsilon_2| \lambda^2} \leq 1\right\},$$

which has an ellipse as its boundary. Notice that

$$\begin{align*}
|\varepsilon_1| > \frac{\sigma_1^2 \alpha + \sigma_2^2 \mu}{2\alpha^2} \Rightarrow \frac{\alpha}{\beta} > \sqrt{\frac{\sigma_1^2 \alpha + \sigma_2^2 \mu}{2|\varepsilon_1| \beta^2}}, \\
|\varepsilon_2| > \frac{\sigma_1^2 \alpha + \sigma_2^2 \mu}{2\mu^2} \Rightarrow \frac{\mu}{\lambda} > \sqrt{\frac{\sigma_1^2 \alpha + \sigma_2^2 \mu}{2|\varepsilon_2| \lambda^2}}.
\end{align*}$$

Thus, the conditions on $\varepsilon_1$ and $\varepsilon_2$ imply that $D \subset \mathbb{R}^2_+$. 
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Let \( k = \frac{1}{2}(\sigma_1^2 \alpha + \sigma_2^2 \mu) \). There then exists a constant \( d > 0 \) such that

\[
\frac{\alpha}{\beta} - \left( \sqrt{\frac{k}{|\varepsilon_1| \beta^2}} + d \right) > 0 \quad \text{and} \quad \frac{\mu}{\lambda} - \left( \sqrt{\frac{k}{|\varepsilon_2| \lambda^2}} + d \right) > 0,
\]

which imply that

\[
D^* = \{(x, y): \frac{(x - \alpha/\beta)^2}{(\sqrt{k/|\varepsilon_1| \beta^2} + d)^2} + \frac{(y - \mu/\lambda)^2}{(\sqrt{k/|\varepsilon_2| \lambda^2} + d)^2} \leq 1 \} \subset \mathbb{R}_+^2.
\]

To be specific, we can take

\[
d = \frac{1}{2} \left( \frac{\alpha}{\beta} - \sqrt{\frac{\sigma_1^2 \alpha + \sigma_2^2 \mu}{2|\varepsilon_1| \beta^2}} \right) \wedge \left( \frac{\mu}{\lambda} - \sqrt{\frac{\sigma_1^2 \alpha + \sigma_2^2 \mu}{2|\varepsilon_2| \lambda^2}} \right).
\]

Since \( d > 0 \), we also have \( D \subset D^* \subset \mathbb{R}_+^2 \).

Consider \( D^{**} \) relative to \( \mathbb{R}_+^2 \):

\[
D^{**} = \{(x, y) \in \mathbb{R}_+^2: \frac{(|\varepsilon_1| (\beta x - \alpha)^2 + |\varepsilon_2| (\lambda y - \mu)^2)}{(\sqrt{k} + |\varepsilon_1| \beta d)^2} + \frac{|\varepsilon_1| (\beta x - \alpha)^2 + |\varepsilon_2| (\lambda y - \mu)^2}{(\sqrt{k} + |\varepsilon_2| \lambda d)^2} > 1 \}.
\]

Therefore, if \( (x, y) \in D^{**} \) then

\[
|\varepsilon_1| (\beta x - \alpha)^2 + |\varepsilon_2| (\lambda y - \mu)^2 > (\sqrt{k} + \min\{\sqrt{|\varepsilon_1| \beta d}, \sqrt{|\varepsilon_2| \lambda d}\})^2 \geq k + d_0,
\]

where

\[
d_0 := \min\{\sqrt{|\varepsilon_1| \beta d}, \sqrt{|\varepsilon_2| \lambda d}\} > 0.
\]

It follows that, for \( (x, y) \notin D^* \) and \( (x, y) \in \mathbb{R}_+^2 \),

\[
-|\varepsilon_1| (\beta x - \alpha)^2 - |\varepsilon_2| (\lambda y - \mu)^2 + \frac{1}{2}(\sigma_1^2 \alpha + \sigma_2^2 \mu) \leq -d_0 < 0
\]

or, since \( \varepsilon_1, \varepsilon_2 < 0 \), that

\[
\varepsilon_1 (\beta x - \alpha)^2 + \varepsilon_2 (\lambda y - \mu)^2 + \frac{1}{2}(\sigma_1^2 \alpha + \sigma_2^2 \mu) \leq -d_0 < 0.
\]

Let \( (x, y) \in \mathbb{R}_+^2 - D^* \), and let \( (x_t, y_t) \) be the solution to (5) with initial value \( (x, y) \). Let \( \tau = \inf\{t \geq 0: (x_t, y_t) \notin D^*\} \), let \( m \) be sufficiently large that

\[
D^* \subset D_m := \left( \frac{1}{m}, m \right) \times \left( \frac{1}{m}, m \right),
\]

and define \( \tau_m = \inf\{t \geq 0: (x_t, y_t) \notin D_m\} \). By Lemma 3, \( \tau_m \to \infty \) almost surely as \( m \to \infty \).

Below, \( E_{(x,y)} \) and \( P_{(x,y)} \) respectively denote the expectation and probability measure for the diffusion process with initial condition \( (x_0, y_0) = (x, y) \). From (7), we have

\[
E_{(x,y)} F(x_{\tau \wedge \tau_m}, y_{\tau \wedge \tau_m}) \leq F(x, y) - d_0 E_{(x,y)}[\tau \wedge \tau_m].
\]
Since \(F(x, y) > 0\) for \((x, y) \neq (\alpha/\beta, \mu/\lambda)\), it follows that
\[
E(x, y) F(x \wedge \tau_m, y \wedge \tau_m) \geq E(x, y)[F(x_{\tau_m}, y_{\tau_m}) \mathbf{1}(\tau \geq \tau_m)] \\
\geq \min_{(u, v) \in \partial D_m} F(u, v) P(x, y)[\tau \geq \tau_m],
\]
where \(\mathbf{1}(\cdot)\) denotes the indicator function. Clearly,
\[
\min_{(u, v) \in \partial D_m} F(u, v) \to \infty \quad \text{as} \quad m \to \infty
\]
and, thus,
\[
P(x, y)[\tau \geq \tau_m] \leq \frac{F(x, y)}{\min_{(u, v) \in \partial D_m} F(u, v)} \to 0
\]
as \(m \to \infty\). Since \(\tau_m \to \infty\), we have \(P(x, y)[\tau = \infty] = 0\) and, hence, \((x_t, y_t)\) is recurrent.

From (7), we also have
\[
E(x, y)[\tau \wedge \tau_m] \leq \frac{1}{d_0} F(x, y).
\]
By an application of the monotone convergence theorem and the convergence \(\tau_m \to \infty\), we thus have
\[
E(x, y) \tau \leq \frac{1}{d_0} F(x, y).
\]
Furthermore we can choose \(a_1 > 0\) and \(b_1 > 0\) such that the ellipse
\[
D^{**} = \left\{ (x, y) : \frac{(x - \alpha/\beta)^2}{a_1^2} + \frac{(y - \mu/\lambda)^2}{b_1^2} = 1 \right\}
\]
lies between the boundaries of \(D^*\) and \(D_m\).

Figure 1 shows nested ellipses illustrating the construction of \(D^*, D^*,\) and \(D^{**}\). The figure shows the semimajor axes (which lie in the \(x\)-direction). The semimajor axis of the central ellipse has length \(a_1\), while those of the other two ellipses have lengths \(a_1 + d_1\) and \(a_1 + d_2\). Since, by the choice of \(a_1\), \(\alpha/\beta - a_1 > 0\), it is clear that we can choose \(d_1\) and \(d_2\) to satisfy
\(0 < d_1 < d_2\) and still have the ellipses \(D^*\) and \(D^{**}\) to the right of a line \(x = 1/m\), where
$1/m < \alpha/\beta - a_1$. Similarly, we can simultaneously choose $d_1$ and $d_2$, with $0 < d_1 < d_2$, so as to have the three nested ellipses in the rectangular region $D_m$. Figure 1 uses the competing-species parameters

$$\left(\frac{\alpha \lambda - \gamma \mu}{\gamma \delta + \beta \mu}, \frac{\gamma \lambda + \beta \mu}{\gamma \delta + \beta \mu}\right) = \left(\frac{8}{3}, \frac{1}{6}\right).$$

Since $D^{**} \subset D^*$, we have

$$\sup_{(x,y) \in D^{**}} E_{(x,y)} \tau \leq \frac{1}{d_0} \sup_{(x,y) \in D^{**}} F(x,y) < \infty.$$

Notice that an ellipse centred at $(\alpha/\beta, \mu/\lambda)$ can be viewed as measuring the distance from $(x, y)$ to $(\alpha/\beta, \mu/\lambda)$. In the construction above, we have three nested ellipsoidal regions

$$D \subset D^* \subset \text{convex hull}(D^{**}).$$

$D^*$ is open and contains $(\alpha/\beta, \mu/\lambda)$ in its interior. Applying [1, Lemma 3.4] then shows that the process (5) is ergodic.

This concludes the proof of Theorem 1.

**Remark 2.** We should note that [1, Lemma 3.4], which is based on the natural Euclidean distance in $\mathbb{R}^2$, uses circles. However, said lemma follows from [1, Lemma 2.6], which applies to open sets $U$ and their closures $\bar{U}$. By choosing these to be ellipses, it is immediate that [1, Lemma 3.4] can be restated in terms of nested ellipses. We now give the result corresponding to [1, Lemma 3.4]. To satisfy the conditions of this lemma, we let $D^*$ correspond to the open ‘ball’ of radius $r_0 > 0$ around $z = (\alpha/\beta, \mu/\lambda)$, and let $D^{**}$ correspond to the contour at distance $r_1 > r_0$.

**Theorem 3.** Suppose that one of the following is true:

(i) $\gamma < 0$, $\delta > 0$, and $\left(2\mu - \sigma_1^2\right)/(2\alpha + \sigma_2^2) < \min\{-\gamma/\beta, \lambda/\delta\}$;

(ii) $\gamma < 0$, $\delta < 0$, and $\left(2\mu - \sigma_1^2\right)/(2\alpha + \sigma_2^2) < -\gamma/\beta$;

(iii) $\gamma > 0$ and $\delta > 0$.

Then the process (5) is transient.

**Proof.** We first prove that the claim follows from part (i). Choose two positive constants, $A_2$ and $A_4$, such that $A_4/A_2 = \min\{-\gamma/\beta, \lambda/\delta\}$. Then

$$\gamma A_2 + \beta A_4 \leq 0, \quad \delta A_4 - \lambda A_2 \leq 0.$$

In (4), let $A_1 = A_3 = 0$ and $c = 0$. Writing $F_i = F(x_i, y_i)$, and applying Itô’s formula, we have

$$-dF_i = [A_2(\mu - \frac{1}{2}\sigma_1^2) - A_4(\alpha + \frac{1}{2}\sigma_2^2) + (\delta A_4 - \lambda A_2)y_i + (\gamma A_2 + \beta A_4)x_i] \, dt$$

$$+ A_2\sigma_1 \, dW_i^{(1)} + A_4\sigma_2 \, dW_i^{(2)}$$

$$\leq [A_2(\mu - \frac{1}{2}\sigma_1^2) - A_4(\alpha + \frac{1}{2}\sigma_2^2)] \, dt + A_2\sigma_1 \, dW_i^{(1)} + A_4\sigma_2 \, dW_i^{(2)}.$$

Since $A_2(\mu - \frac{1}{2}\sigma_1^2) - A_4(\alpha + \frac{1}{2}\sigma_2^2) < 0$ and

$$\lim_{i \to \infty} \sup_{|t| < 10^7} \frac{|W_i^{(i)}|}{\sqrt{2i \log \log i}} = 1, \quad i = 1, 2,$$
we have

\[ A_2(\mu - \frac{1}{2} \sigma_1^2) - A_4(\alpha + \frac{1}{2} \sigma_2^2)t + A_2\sigma_1 W_t^{(1)} + A_4\sigma_2 W_t^{(2)} \to -\infty. \]

Hence,

\[-F(x_t, y_t) \to -\infty, \quad t \to \infty,\]

and, since

\[-F(x_t, y_t) = \log(x_t^{A_2}) \log(y_t^{A_2}) = \log(x_t^{A_2} y_t^{A_2})\]

and the constants \(A_2\) and \(A_4\) are positive, we obtain \(x_t^{A_2}, y_t^{A_2} \to 0\). Thus, \((x_t, y_t)\) is transient.

The proof that the claim follows from part (ii) is similar to the previous argument, and is actually the result of [14].

We now prove that the claim follows from part (iii). Take an \(\ell > 0\) such that \(\frac{1}{2} \ell \sigma_1^2 < \varepsilon_1\) and \(\frac{1}{2} \ell \sigma_2^2 < \varepsilon_2\), and define

\[ H(x) = \int_1^x e^{-\ell t} \, dt. \]

Then \(\lim_{1 \to \infty} H(x) < \infty\). Recall the definition of \(F\) in (6). From (7), we have

\[
dH(F_t) = H'(F_t)[\varepsilon_1(\beta x_t - \alpha)^2 + \varepsilon_2(\lambda y_t - \mu)^2 + \frac{1}{2}(\sigma_1^2 \alpha + \sigma_2^2 \mu)] dt
\]

\[+ \frac{1}{2} H''(F_t)(\sigma_1^2 (\beta x_t - \alpha)^2 + \sigma_2^2 (\lambda y_t - \mu)^2) dt
\]

\[+ H'(F_t) \sigma_1(\beta x_t - \alpha) dW_t^{(1)} + H'(F_t) \sigma_2(\lambda y_t - \mu) dW_t^{(2)}
\]

\[= e^{-\ell F_t} [\varepsilon_1 - \frac{1}{2} \ell \sigma_1^2 (\beta x_t - \alpha)^2 + (\varepsilon_2 - \frac{1}{2} \ell \sigma_2^2 (\lambda y_t - \mu)^2 + \frac{1}{2}(\sigma_1^2 \alpha + \sigma_2^2 \mu)] dF_t
\]

\[+ e^{-\ell F_t} \sigma_1(\beta x_t - \alpha) dW_t^{(1)} + e^{-\ell F_t} \sigma_2(\lambda y_t - \mu) dW_t^{(2)}.
\]

Let \(D(r) = \{(x, y): F(x, y) \leq r\}\). Fix an \(r_0 > 0\) and consider the region \(D(r_0)\). Suppose that \((x, y) \not\in D(r_0)\) and let \(\tau\) be the hitting time of the set \(D(r_0)\) for the process (5) with starting value \((x, y)\). We will show that \(P_{(x,y)}(\tau < \infty) < 1\) or, equivalently, \(P_{(x,y)}(\tau = \infty) > 0\).

There exists an \(r > r_0\) such that \((x, y)\) is in the interior of \(D(r)\). Let

\[ \tau_r = \inf\{t \geq 0: (x_t, y_t) \in D(r)\}\]

be the hitting time of \(D(r)\). From Lemma 3 and the properties of \(F\), it follows that \(\tau_r \to \infty\) as \(r \to \infty\). Taking expectations, we then have

\[ E_{(x,y)} H(F_{\tau \wedge \tau_r}) = H(F(x, y))
\]

\[+ E_{(x,y)} \left[ \int_0^{\tau \wedge \tau_r} e^{-\ell F_t} [\varepsilon_1 - \frac{1}{2} \ell \sigma_1^2 (\beta x_t - \alpha)^2
\]

\[+ (\varepsilon_2 - \frac{1}{2} \ell \sigma_2^2 (\lambda y_t - \mu)^2 + \frac{1}{2}(\sigma_1^2 \alpha + \sigma_2^2 \mu)] dt
\]

\[\geq H(F(x, y)),\]

since the integrand is nonnegative. Note that \(H(F_t) = H(r_0)\) and \(H(F_{\tau_r}) = H(r)\); thus

\[ H(F(x, y)) \leq E_{(x,y)} H(F_{\tau \wedge \tau_r})
\]

\[= E_{(x,y)} [H(F_{\tau}) I(\tau \leq \tau_r)] + E[H(F_{\tau_r}) I(\tau > \tau_r)]
\]

\[= H(r_0) P_{(x,y)}[\tau \leq \tau_r] + H(r) P_{(x,y)}[\tau > \tau_r]
\]

\[= H(r_0) + (H(r) - H(r_0)) P_{(x,y)}[\tau > \tau_r].\]
and, therefore,
\[ P_{(x,y)}[\tau > \tau_r] \geq \frac{H(F(x, y)) - H(r_0)}{H(r) - H(r_0)}. \]

By letting \( r \to \infty \), we obtain
\[ P_{(x,y)}[\tau = \infty] \geq \frac{H(F(x, y)) - H(r_0)}{H(r) - H(r_0)} > 0. \]

This concludes the proof of Theorem 3.

4. Comparison with other results

In this section, we will make a detailed comparison of our results with those of [14]. In order to facilitate this comparison, in this section we use the notation of [14]. Table 1 gives the correspondence between parameters.

Rudnicki [14] studied a system related to ours, but with the Brownian noise \( W^{(1)} = W^{(2)} \). He also made some statements on the case in which \( W^{(1)} \) and \( W^{(2)} \) are independent Brownian motions. His main results concern a system that has a singular diffusion noise term. We study a case in which \( W^{(1)} \) and \( W^{(2)} \) are independent Brownian motions. Our method is based on the idea of [1] and thus requires a nonsingular diffusion. Hence, we make comparisons only with the relevant parts of [14].

Rudnicki [14, Lemma 2] constructed the solution to an SDE as the solution of an operator; see his equations (19)–(21). This is equivalent to obtaining a strong solution to the SDE (3); that is, the solution is a specific functional of the Brownian motions \( W^{(1)} \) and \( W^{(2)} \). This is a very interesting idea, which may be exploited further. Rudnicki [14, Lemma 5] then gave the proof of the main part of his Theorem 1, based on a Khasminskii function.

We have the analogue of [14, Theorem 1(III)] in our Theorem 3, and [14, Theorem 1(I)] is a sufficient condition slightly different from our Theorem 2. We will show in Lemma 2, below, that if \( \delta c_1 - \mu c_2 = 0 \) then (3) is ergodic under certain conditions on \( \sigma \) and \( \rho \). Thus, while \( \delta c_1 - \mu c_2 > 0 \) is sufficient, it is not necessary.

Our proof is based on exploiting a function of the form (4). When \( A_i > 0, i = 1, 2, 3, 4 \), we may take
\[ c = A_2 \left( \log \left( \frac{A_2}{A_1} \right) - 1 \right) + A_4 \left( \log \left( \frac{A_4}{A_3} \right) - 1 \right) \]

<table>
<thead>
<tr>
<th>This paper</th>
<th>Rudnicki [14]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu )</td>
<td>( \alpha )</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>( \beta )</td>
</tr>
<tr>
<td>( -\gamma )</td>
<td>( \mu )</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>( \gamma )</td>
</tr>
<tr>
<td>( \beta )</td>
<td>( \delta )</td>
</tr>
<tr>
<td>( -\delta )</td>
<td>( \nu )</td>
</tr>
<tr>
<td>( \sigma_1 )</td>
<td>( \sigma )</td>
</tr>
<tr>
<td>( \sigma_2 )</td>
<td>( \rho )</td>
</tr>
</tbody>
</table>
so that \( F > 0 \) except at \((x, y) = (A_2/A_1, A_4/A_3)\) (at which point \( F = 0 \)), and \( F(x, y) \rightarrow \infty \) as \((x, y)\) tends to the boundary of \( \mathbb{R}^2_+ \). From Itô’s lemma applied to (3), we then obtain

\[
dF_t = H(x, y) \, dt + dM_t,
\]

where \( M_t \) is a zero-mean martingale and \( H(x, y) \) is a quadratic function of \( x \) and \( y \).

**Theorem 4.** Suppose that we can find positive constants \( A_1, A_2, A_3, \) and \( A_4\) for the function (4) such that \( H(x, y) = 0 \) is an ellipsoidal subset of \( \mathbb{R}^2_+ \), where \( H \) is the drift function above. Equivalent conditions on \( H \) are that

1. \( H(x, y) > 0 \) on the interior of this ellipse, and
2. \( H(x, y) < 0 \) on the exterior of this ellipse, which is guaranteed if

\[
H(0, 0) < 0, \quad H(x, 0) < 0, \quad H(0, y) < 0.
\]

Then the SDE (3) is ergodic.

**Proof.** We can proceed, in the manner of the proof of Theorem 1, to construct bounds on the stopping times of return to the central region and, hence, obtain ergodicity using the method of [1]. This concludes the proof.

Rudnicki [14, Theorem 1(I)] obtained a result of asymptotic stability under the sufficient conditions 1 if \( \delta c_1 - \mu c_2 > 0 \), where \( c_1 = \sigma - \frac{1}{2} \sigma^2 \) and \( c_2 = \gamma + \frac{1}{2} \rho^2 \).

Choose constants \( A_1 = 1, A_2 = k_1, A_3 = A, \) and \( A_4 = Ak_2 \), whence

\[
F(x, y) = x - k_1 \log(x) + A(y - k_2 \log(y)) + c.
\]

Then

\[
H(x, y) = -\mu(x - k_1)^2 - A\nu(y - k_2)^2 + (-\beta + A\delta)(x - k_1)(y - k_2) + (\alpha - \mu k_1 - \beta k_2)(x - k_1) - A(\gamma - \delta k_1 + \nu k_2)(y - k_2) + \frac{1}{2}(\sigma^2 k_1 + A\rho^2 k_2).
\]

(8)

After some algebra, we obtain

\[
H(0, 0) = -k_1(\alpha - \frac{1}{2} \sigma^2) + Ak_2(\gamma + \frac{1}{2} \rho^2) = -k_1 c_1 + Ak_2 c_2.
\]

The contour \( H(x, y) = 0 \) is an ellipse if and only if

\[
(\delta \beta - \beta^2 - 4A\mu \nu < 0,
\]

and the ellipse is a subset of \( \mathbb{R}^2_+ \) if \( H(x, 0) < 0 \) and \( H(0, y) < 0 \). The function \( H(x, 0) \) is a quadratic form in \( x \) and, hence, \( H(x, 0) < 0 \) for all \( x \) if and only if \( H(x, 0) = 0 \) has no real roots, since the coefficient of \( x \) is negative. Similarly, \( H(0, y) < 0 \) if and only if \( H(0, y) = 0 \) has no real roots. Thus, a set of conditions equivalent to those guaranteeing condition (ii) of Theorem 4 is

\[
4\mu(-c_1 k_1 + Ac_2 k_2) + (\alpha + \mu k_1 - A\delta k_2)^2 < 0,
\]

\[
4A\nu(-c_1 k_1 + Ac_2 k_2) + (-A\gamma + \beta k_1 + A\nu k_2)^2 < 0,
\]

\[
(-\beta + A\delta)^2 - 4A\mu \nu < 0.
\]
Finally, we take \( k_1 = b\delta \) and \( Ak_2 = b\mu \), for some positive constant \( b \). Then \( H(0, 0) = -b(\delta c_1 - \mu c_2) \) and the conditions of Theorem 4 are satisfied if \( \delta c_1 - \mu c_2 > 0 \), \( b > 0 \), \( \alpha^2 < 4\mu b(\delta c_1 - \mu c_2) \), and

\[
[b(\mu v + \beta \delta) - A\gamma]^2 < 4A\nu b(\delta c_1 - \mu c_2).
\]

Since \( A \) and \( b \) are arbitrary, we can take

\[
A = b \frac{(\mu v + \beta \delta)}{\gamma}
\]

such that the previous inequality holds. Thus, we obtain the analogue of [14, Theorem 1(I)], that is, the ergodicity of (3).

The condition \( (\delta c_1 - \mu c_2) > 0 \) can be weakened to include \( (\delta c_1 - \mu c_2) = 0 \). It is also assumed that the deterministic competing-species differential equation has a fixed point in \( \mathbb{R}^+ \).

**Lemma 2.** Suppose that \( (\delta c_1 - \mu c_2) = 0 \). Then the system of equations

\[
\alpha - \mu k_1 - \beta k_2 = 0, \\
\gamma - \delta k_1 + v k_2 = 0,
\]

has a positive solution \((k_1, k_2)\). Let \( A = \beta/\delta \).

If \( \sigma > 0 \) and \( \rho > 0 \) satisfy the following inequalities then (3) is ergodic:

\[
\frac{1}{2}(\sigma^2 k_1 + \rho^2 Ak_2) < \mu k_1^2, \\
\frac{1}{2}(\sigma^2 k_1 + \rho^2 Ak_2) < Av k_2.
\]

**Proof.** The proof follows from the method used in the proof of Theorem 1, once we have chosen the positive constants \( k_1, k_2, \) and \( A \), in (8), such that the ellipse \( H(x, y) = 0 \) is a subset of \( \mathbb{R}^+ \). Then the stopping times constructed from this ellipse are obtained, and Battacharya’s results will apply as they did to Theorem 1.

In (8), we take \( k_1 \) and \( k_2 \) to satisfy

\[
\alpha - \mu k_1 - \beta k_2 = 0, \\
\gamma - \delta k_1 + v k_2 = 0,
\]

that is,

\[
k_1 = \frac{\beta \gamma + \alpha v}{\beta \delta + \mu v}, \\
k_2 = \frac{\alpha \delta - \gamma \mu}{\beta \delta + \mu v}.
\]

Clearly, \( k_1 > 0 \) and \( k_2 > 0 \) if and only if \( \alpha \delta - \gamma \mu > 0 \). Note that

\[
\alpha \delta - \gamma \mu = \delta (\alpha - \frac{1}{2} \sigma^2 + \frac{1}{2} \sigma^2) - \mu (\gamma + \frac{1}{2} \rho^2 - \frac{1}{2} \rho^2) \\
= \delta c_1 - \mu c_2 + \frac{1}{2} (\delta \sigma^2 + \mu \rho^2) \\
= \frac{1}{2} (\delta \sigma^2 + \mu \rho^2)
\]

is positive, since \( \delta c_1 - \mu c_2 = 0 \). Now \( H \) simplifies to

\[
H(x, y) = -\mu (x - k_1)^2 - Av(y - k_2)^2 + (-\beta + A\delta)(x - k_1)(y - k_2) \\
+ \frac{1}{2} (\sigma^2 k_1 + A\rho^2 k_2).
\]
Since \( A = \beta / \delta \), we see that \( H \) simplifies further to

\[
H(x, y) = -\mu(x - k_1)^2 - A\nu(y - k_2)^2 + \frac{1}{2}(\sigma^2 k_1 + A\rho^2 k_2).
\]

Notice that the constants \( k_1, k_2, \) and \( A \) are all positive and do not depend on the noise coefficients \( \sigma \) and \( \rho \).

Next consider the ellipse \( H(x, y) = 0 \), the set of pairs \((x, y)\) satisfying

\[
\mu(x - k_1)^2 + A\nu(y - k_2)^2 = \frac{1}{2}(\sigma^2 k_1 + A\rho^2 k_2) =: \ell
\]
or, equivalently,

\[
\frac{(x - k_1)^2}{\ell / \mu} + \frac{(y - k_2)^2}{\ell / A\nu} = 1.
\]

This will be a subset of \( \mathbb{R}^2_+ \) when the conditions of the lemma hold.

This concludes the proof of Lemma 2.

5. Discussion

We have shown that, under certain conditions and bounds on the noise, the stochastic competing-species process (3) is ergodic. The method of proof involves a very natural geometric object, an ellipse. The region \( D \), given below (7) in the proof, plays a key role. If it is contained in the interior of \( \mathbb{R}^2_+ \) then the process is ergodic.

A special case of (3) is when the extra damping terms with coefficients \( \gamma \) and \( \delta \) are zero, that is, \( \gamma = \delta = 0 \). This is the prey–predator system. In this case, (7) becomes

\[
dF_t = \frac{1}{2}(\alpha^2 + \sigma_2^2 \mu) \, dt + \sigma_1(\beta x_t - \alpha) \, dW_{t}^{(1)} + \sigma_2(\lambda y_t - \mu) \, dW_{t}^{(2)}
\]

and, hence, has constant positive drift when the noise coefficients are positive. There is no ability to control this drift in this case. The stochastic prey–predator system, given by (3) with \( \gamma = \delta = 0 \), is not ergodic if there is any noise present. In fact, we find that

\[
E F(x_t, y_t) = \frac{1}{2}(\sigma_1^2 + \sigma_2^2 \mu) t + F(x_0, y_0) \to \infty
\]
as \( t \to \infty \). Since \( F(x, y) \to \infty \) as \((x, y)\) tends to the boundary of \( \mathbb{R}^2_+ \), the pair \((x_t, y_t)\) tends in probability to the boundary of \( \mathbb{R}^2_+ \) as \( t \to \infty \). However, this result does not say to where on the boundary \((x_t, y_t)\) goes: it could tend to \((0, 0)\) or \(x_t\) could tend to infinity. A classic paper [4] discussed a class of diffusions that wander out to infinity, although this stochastic prey–predator system does not obey the conditions in that paper. The result for the stochastic prey–predator system is very different from the stable case of the classical deterministic one, that is (3) with no noise. This problem was further studied in [2].

The stochastic prey–predator process is also quite different from the stochastic competing-species process (3). With any noise parameter \( \sigma_1 > 0 \) or \( \sigma_2 > 0 \) it is never ergodic, whereas (3) is ergodic with sufficiently small but nonzero noise.

We could interpret a stochastic version of (3) as a Stratonovich integral (S-integral) instead of an Itô integral. We then have

\[
\begin{align*}
dx_t &= x_t(\mu - \lambda y_t + \gamma x_t) \, dt \pm \sigma_1 x_t \circ dW_{t}^{(1)}, \\
dy_t &= y_t(-\alpha + \beta x_t + \delta y_t) \, dt \pm \sigma_2 y_t \circ dW_{t}^{(2)},
\end{align*}
\]

(9)
where \( b(x_t) \circ dW_t \) denotes the Stratonovich integral. We consider the cases of adding or subtracting the S-integral separately, as they lead to different results. The S-integral is related to the Itô integral by
\[
b(x_t) \circ dW_t = \frac{1}{2} d\langle b(x_t) \rangle_{x_t} dW_t.
\]
If the diffusion coefficient function is \( b(x) = \sigma x \), then
\[
b(x_t) \circ dW_t = \frac{1}{2} \sigma^2 x_t + \sigma x_t dW_t.
\]
Thus, (9) gives the equivalent Itô process
\[
dx_t = x_t \left( \frac{\mu + \frac{1}{2} \sigma_1^2}{\sigma_1} - \lambda y_t + \gamma x_t \right) dt + \sigma_1 x_t dW_t^{(1)},
\]
\[
dy_t = y_t \left( -\alpha \mp \frac{1}{2} \sigma_2^2 + \beta x_t + \delta y_t \right) dt + \sigma_2 y_t dW_t^{(2)}.
\]
This is of the form (3), with the added constraints
\[
\mu + \frac{1}{2} \sigma_1^2 > 0 \quad \text{and} \quad \alpha \mp \frac{1}{2} \sigma_2^2 > 0.
\]
Theorem 1 will again yield a result of the form of Theorem 2, provided that the above positivity conditions hold. The weakest version of these will be for \( \sigma_1 > 0 \) and \( \sigma_2 < 0 \). If the noise parameters \( \sigma_1 \) and \( \sigma_2 \) are sufficiently small then the S-integral stochastic competing-species process (9) is ergodic. If either of the noise parameters is too large then the ergodicity conditions will fail. Karlin and Taylor [7, p. 352] made some remarks about the use of Itô integrals versus Stratonovich integrals in applications of stochastic integrals.

In Lemma 2, we are also able to weaken the condition of Rudnicki [14] for the ergodicity of (3) to \( (\delta c_1 - \mu c_2) \geq 0 \). Rudnicki has a slightly different conclusion – that the process is asymptotically stable – while our conclusion is that the process is ergodic.

### Appendix A.

This section gives two technical lemmas, for completeness. The first says that the stochastic competing-species solution is defined for all finite time and, in particular, that the solution does not reach the boundary of \( \mathbb{R}^2_+ \) in finite time. The second says that, for any compact set, if the process starts from the interior it will hit the boundary in finite expected time.

Chessa and Fujita [3] proved that a stochastic prey–predator process of the type studied here has solution on \( \mathbb{R}^2_+ \). Below, we show that this holds more generally as the proof is based on an appropriate choice of nonnegative function used to show that the boundary is not reached in finite time.

**Lemma 3.** Let \((x_t, y_t)\) be an Itô process on \( \mathbb{R}^2_+ \) with respect to the two-dimensional standard Brownian motion \( W_t = (W_t^{(1)}, W_t^{(2)})^\top \) (where \( u^\top \) means transpose of the matrix \( u \)), with initial value \((x, y) \in \mathbb{R}^2_+\). Suppose that there exists a positive function \( F: \mathbb{R}^2_+ \to \mathbb{R}_+ \), such that \( F(x, y) \to \infty \) as \((x, y)\) converges to the boundary of \( \mathbb{R}^2_+ \). Suppose also that
\[
dF(x_t, y_t) = f(x_t, y_t) dt + \sigma(x_t, y_t) dW_t,
\]
where \( \sigma(\cdot, \cdot) \) is continuous and \( f(x, y) \leq c \) for some constant \( c \). Let
\[
\tau = \inf\{t \geq 0 : (x_t, y_t) \in \partial \mathbb{R}^2_+\}
\]
be the hitting time of reaching the boundary \( \partial \mathbb{R}^2_+ \) of \( \mathbb{R}^2_+ \). Then \( \mathbb{P}[\tau = \infty] = 1 \).
Proof. Let \( m > 0 \) be an integer such that 
\[
(x, y) \in K_m := \left( \frac{1}{m}, m \right) \times \left( \frac{1}{m}, m \right),
\]
and define 
\[
\tau_m = \inf \{ t \geq 0 : (x_t, y_t) \notin K_m \}.
\]
Then \( \tau \geq \tau_m \) and 
\[
E F(x_{\tau_m}, y_{\tau_m}) \leq F(x, y) + ct.
\]
Since \( \min(u, v) \in \partial K_m F(u, v) \rightarrow \infty \) as \( m \rightarrow \infty \), we have 
\[
P[\tau_m < t] \leq F(x, y) + ct \min(u, v) \in \partial K_m F(u, v) \rightarrow 0 \text{ as } m \rightarrow \infty.
\]
Since \( P[\tau < t] \leq P[\tau_m < t] \) for all \( m > 0 \) sufficiently large, it follows that \( P[\tau < t] = 0 \) for all finite \( t \). This concludes the proof of Lemma 3.

Lemma 4. Let \( D \) be any closed subset of \( \mathbb{R}^2_+ \). Consider the SDE (5) with initial condition \((x_0, y_0) \in D^0\), the interior of \( D \). Let 
\[
\tau = \inf \{ t \geq 0 : (x_t, y_t) \in \partial D \}
\]
be the hitting time of the boundary of \( D \). Then \( E_{(x_0, y_0)} \tau < \infty \).

Proof. Consider the functions \( F \), given by (6), and \( H(u) = e^{cu} \), where \( c \) is a positive constant to be determined later. Notice that \( H \) is nonnegative and monotone increasing. Let \( F_t = F(x_t, y_t) \) and \( a = \frac{1}{2}(\sigma_1^2 \alpha + \sigma_2^2 \mu) \). Then 
\[
dH(F_t) = L(x_t, y_t) dt + dM_t,
\]
where \( M_t \) is a zero-mean martingale and the drift term is given by the function 
\[
L(x, y) = c H(F(x, y))(a - \frac{1}{2} \sigma_1^2 (\beta x - \alpha)^2 + \sigma_2^2 (\lambda y - \mu)^2)
\]
\[
+ \frac{1}{2} c \sigma_1^2 (\beta x - \alpha)^2 + \sigma_2^2 (\lambda y - \mu)^2))
\]
\[
= c H(F(x, y))(a + \frac{1}{2} \sigma_1^2 (\beta x - \alpha)^2 + \sigma_2^2 (\lambda y - \mu)^2))
\]
Since \( D \) is bounded and \( L \) is continuous, we can choose a \( c \) such that \( \eta = \inf_{(x, y) \in D} L(x, y) > 0 \): 
\[
c > \max \left\{ \frac{2|\varepsilon_1|}{\sigma_1^2}, \frac{2|\varepsilon_2|}{\sigma_2^2} \right\}.
\]
Then 
\[
E_{(x_0, y_0)} H(F_\tau) = H(F_0) + E_{(x_0, y_0)} \int_0^\tau L(x_t, y_t) dt
\]
\[
\geq H(F_0) + \eta E_{(x_0, y_0)} \tau
\]
and, thus, 
\[
\sup_{(x, y) \in D} H(F(x, y)) \geq E_{(x_0, y_0)} H(F_\tau) \geq H(F_0) + \eta E_{(x_0, y_0)} \tau,
\]
where \( D \) is the closure of \( D \), and 
\[
E_{(x_0, y_0)} \tau \leq \frac{1}{\eta} \sup_{(x, y) \in D} H(F(x, y)) < \infty.
\]
This concludes the proof of Lemma 4.
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