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Abstract

Ice-crystal fabric can induce mechanical anisotropy that significantly affects flow, but ice-flow
models generally do not include fabric development or its effect upon flow. Here, we incorporate
a new spectral expansion of fabric, and more complete description of its evolution, into the ice-
flow model Elmer/Ice. This approach allows us to model the effect of both lattice rotation and
migration recrystallization on large-scale ice flow. The fabric evolution is coupled to flow
using an unapproximated non-linear orthotropic rheology that better describes deformation
when the stress and fabric states are misaligned. These improvements are most relevant for simu-
lating dynamically interesting areas, where recrystallization can be important, tuning data are
scarce and rapid flow can lead to misalignment between stress and fabric. We validate the
model by comparing simulated fabric to ice-core and phase-sensitive radar measurements on
a transect across Dome C, East Antarctica. With appropriately tuned rates for recrystallization,
the model is able to reproduce observations of fabric. However, these tuned rates differ from
those previously derived from laboratory experiments, suggesting a need to better understand
how recrystallization acts differently in the laboratory compared to natural settings.

Introduction and background

The crystal orientation fabric of ice (or simply fabric) refers to the ensemble of grain c-axis
orientations (basal plane normal directions) making up the polycrystal. Ice displays a strong
mechanical anisotropy; for an individual grain, shear is ∼104 times easier perpendicular to
the c-axis than parallel to it (Duval and others, 1983). At the polycrystal scale, grain interac-
tions reduce this effect, but single-maximum fabrics (i.e. polycrystals with a strong alignment
of c-axes in one direction) have been found to shear more easily by an order of magnitude
compared to isotropic fabrics (Pimienta and Duval, 1987). This induced anisotropy can
have significant implications for ice flow by localizing shear near the bed (Thorsteinsson,
2001; Rathmann and Lilien, 2022a) or in the margins of ice streams (Minchew and others,
2018; Grinsted and others, 2022). Despite the strong effect that fabric can have upon flow,
large-scale models of ice flow generally neglect the fabric-induced mechanical anisotropy.
In part, the effects are neglected due to unknown fabrics in the dynamic regions where fabric
may most affect flow, since challenging conditions have limited direct measurements of fabric
in such areas (Jackson and Kamb, 1997; Thomas and others, 2021). Active and passive seis-
mics (e.g. Bentley, 1971; Smith and others, 2017; Lutz and others, 2022) and phase-sensitive
radar (pRES) (e.g. Brisbourne and others, 2019; Jordan and others, 2019) provide some con-
straints if surface access is possible, though depth resolution and precision are limited. In the
fastest flowing regions, new methods have only recently allowed inference of fabric from
airborne radar data (Young and others, 2021), thus allowing the first continuous, spatially
extensive inferences of fabric. Models of fabric development can potentially be used to estimate
the fabric between sparse measurements, particularly in dynamically interesting areas such as
ice streams.

Modeling crystal processes

Fabric-evolution models range from small-scale (sub-meter) models that track individual ice
grains to large-scale (kilometer or greater) models that rely on statistical descriptions of fabric
(e.g. Gillet-Chaulet and others, 2006; Llorens and others, 2016). These models broadly include
two processes: deformation that mechanically affects the distribution of grain orientations, a
process termed lattice rotation, and mass movement between grains, termed recrystallization.

The effect of lattice rotation (the apparent rotation of c-axes) has been suggested to depend
linearly on the deformation gradient (e.g. Svendsen and Hutter, 1996), assuming most deform-
ation occurs as slip on the basal planes. However, this simple form does not apply at the poly-
crystal scale. The bulk fabric evolution depends on how the bulk stress and strain transfer to
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the smaller grain scale; though simple assumptions about uniform
stress and strain are often used, the reality is more complex than
can currently be represented by large-scale models (Castelnau and
others, 1996; Rathmann and Lilien, 2022a). Nevertheless, models
of fabric evolution that account for lattice rotation alone, under
the assumption of homogeneous strain or stress over the polycrys-
tal scale, are able to do a good job reproducing ice-core measure-
ments in some locations (Gillet-Chaulet and others, 2006;
Rathmann and Lilien, 2022a), suggesting that this process is well-
described at least near ice divides and domes where such ice cores
are drilled.

Recrystallization dominates fabric development in some
regimes (e.g. Alley, 1988), but is generally neglected in large-scale
fabric models. Recrystallization encompasses three processes:
normal grain growth, rotation recrystallization (also called
continuous dynamic recrystallization, or CDRX), and migration
recrystallization (also called discontinuous dynamic recrystalliza-
tion, or DDRX). Normal grain growth refers to the orientation-
independent enlargement of grains near the surface of the ice
sheet, and does not strongly affect fabric (Montagnat and
Duval, 2000). Rotation recrystallization refers to the division of
grains into subgrains during deformation, and has been found
to occur in relatively shallow parts of ice sheets (e.g. Weikusat
and others, 2009). However, since the new grains are split from
their parents gradually, they do not lead to a significantly different
preferred orientation, but rather cause a slowing of fabric develop-
ment (Montagnat and Duval, 2000), which is sometimes modeled
as a diffusive process on the orientation of the grains (Gödert,
2003; Placidi and others, 2010; Richards and others, 2021).
Migration recrystallization refers to the movement of mass to
(possibly new) grains well-oriented for the in situ stress
(Chapelle and others, 1998). Though early evidence (Alley,
1988; Duval and Castelnau, 1995) suggested that migration
recrystallization only affects warm (≥ −10◦C), deep ice, some ice-
core evidence has indicated that the process occurs shallower
(Diprinzio and others, 2005; Kipfstuhl and others, 2006, 2009).
These observations led to a proposal of a new paradigm for the
activation of migration recrystallization at sufficient stress, even
if ice is cold (Faria and others, 2014). The bulk effect of migration
recrystallization on fabric can be simulated as a production/decay
process that leads to grains well-oriented for the in situ stress or
strain rate (Gödert and Hutter, 1998; Faria and others, 2003;
Placidi and others, 2010) and the necessary model parameters
have recently been tuned to experimental data (Richards and
others, 2021).

Current anisotropic ice-flow models

Models of fabric development are, with few exceptions, separate
from ice-flow models. Only a few large-scale ice-flow models con-
sider the effect of fabric on flow, let alone track its development
explicitly. To the extent that the effect of fabric is included, it is
often as a strain-rate enhancement factor, which can be isotropic
or anisotropic (i.e. the material response may or may not be
invariant to rotations from a reference state) depending on how
the scalar factor is calculated (Seddik and others, 2008; Graham
and others, 2018). Since, in practice, much ice-flow modeling
infers a scalar enhancement factor prior to prognostic simulations
(e.g. Larour and others, 2005; Arthern and Gudmundsson, 2010),
the influence of fabric may be subsumed into the bulk viscosity
along with other factors causing enhancements, e.g. variations
in mechanical damage or temperature. Such scalar compensation
may successfully account for the instantaneous effect of anisot-
ropy on strain in the dominant direction (Rathmann and Lilien,
2022a), but by definition cannot accurately describe the viscosity
in all directions; if conditions change or if multiple deformation

modes are active, scalar compensation may lead to incorrect tran-
sient results.

Other models account for anisotropy by assuming that fabric
adjusts instantaneously to the steady state fabric pattern consist-
ent with in situ stress and strain (Graham and others, 2018),
and thus obviate the need for a time-evolving fabric model.
However, this assumption is poorly supported for many parts
of ice-sheet interiors, where fabric is thought to develop slowly
by lattice rotation (Alley, 1988). For example, the stress state is
unconfined compression at all depths beneath a perfect dome,
but fabric varies from isotropic at the surface to a single max-
imum at depth (e.g. Durand and others, 2009). To determine fab-
ric accurately everywhere, lattice rotation and recrystallization
must both be accounted for, which necessitates a model of fabric
development that includes transient and advective effects (e.g.
Thorsteinsson and others, 2003).

Finally, one large-scale model, Elmer/Ice, is capable of simulat-
ing fabric evolution explicitly and couples that evolution to flow
(Gillet-Chaulet and others, 2006; Seddik and others, 2008). In
that module, fabric is assumed to develop solely due to lattice
rotation, and the closure approximation, which relieves the need
to track infinitely detailed information about fabric orientation,
contains implicit site-specific tuning; the effect of this closure
approximation is essentially untested due to the lack of
closure-approximation-free model for comparison. The fabric
evolution module is not commonly used despite the widespread
applications of Elmer/Ice. This limited use stems from the
added computational cost of simulating the fabric, more free
model parameters typically unconstrained by observations, and
violation of the lattice-rotation-only assumption in fast-flowing
areas where the ice-flow model is most commonly applied.

Fabric representation

To model fabric development and its effect on bulk directional ice
viscosities, a mathematical description of grain orientations is
needed. A full description of the fabric would contain information
about the orientation, size, shape and number of grains that
makes up the polycrystal, properties that can be simulated expli-
citly using small (sub-meter scale) microstructural models (e.g.
Durand, 2004). In practice, large-scale fabric models generally
ignore the size and shape of grains, and explicitly track the orien-
tation alone (Gillet-Chaulet and others, 2006; Seddik and others,
2008; Richards and others, 2021). Large-scale models of fabric
development rely on the distribution of preferred grain orienta-
tions in order to construct grain-weighted-average quantities
such as directional viscosities (e.g. Rathmann and Lilien,
2022b). Different weights can be used to construct average quan-
tities, such as the distribution of number of grains or their mass in
orientation space, S2 (surface of the unit sphere).

Orientation distribution functions
In the simplest approach, the orientation distribution gives equal
weight to all grains, defined as the orientation distribution func-
tion (ODF):

ODF = c(u, f)
N

, (1)

where ψ is the c-axis orientation density, θ and ϕ are the polar and
azimuth angles, respectively, N = �

S2 c dV is the total number of
grains and the differential of the solid angle is dΩ = sin (θ) dθ dϕ.

An alternative orientation distribution may be defined by
regarding the grain mass density as a function of orientation, ϱ*
(θ, ϕ), termed the orientation mass density, a concept that arises
from the theory of mixtures of continuous diversity (Faria, 2001).
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By analogy to the ODF, we define a mass orientation distribution
function (MODF), which is ϱ* normalized:

MODF = @∗(u, f)
ri

, (2)

where ri =
�
S2 @

∗ dV is simply the density of ice.

Structure tensors and closure
An arbitrary (M)ODF will not necessarily have a closed form, so
large-scale models have previously proposed several mathematical
representations of fabric, perhaps the simplest of which is the
cone- and girdle-angle model (e.g. Thorsteinsson, 2001). More
complex models have relied on the fact that any (M)ODF can
be expanded in terms of a structure-tensor series (e.g. Svendsen
and Hutter, 1996), useful for directly calculating bulk directional
viscosities. The structure tensors are the moments of the fabric
orientation distribution, defined as the sum of the weighted
m-fold outer product of grain c-axes with themselves. For a
discrete set of N grains with c-axis denoted ci, it is defined as

a(m) =
∑N
i

wi (ci ⊗ )m, (3)

where (ci⊗ )m is them-repeated outer product, andm is the (even)
order of the tensor (Advani and Tucker, 1987). The weights wi are
normalized such that

∑N
i wi = 1. If no shape/size information is

available, then all grains are typically weighted equally (wi = 1/
N) so (3) becomes the arithmetic mean, and the a (m) are moments
of the ODF. If the wi are taken to be the volume or mass fraction
(i.e. the MODF itself), then the a (m) are the moments of the
MODF.

In practice, the structure-tensor series representation of fabric
is often truncated at the second-order contribution a (2)

(i.e. excluding a (m) for m > 2) (Gillet-Chaulet and others, 2006;
Seddik and others, 2008). a (2) alone is sufficient to represent sim-
ple yet common fabrics such as single-maximum and girdle fab-
rics found in deep ice cores (Gow and Williamson, 1976; Advani
and Tucker, 1987; Weikusat and others, 2017; Bauer and Böhlke,
2021). Such ice-core measurements often discard (or cannot
recover) the principal directions and retain only the eigenvalues
of a (2), here ordered such that λ3≥ λ2≥ λ1 (though conventions
differ).

Complicated fabrics that cannot be expressed in terms of a (2)

alone have also been observed. For example, ice cores from
dynamic areas (Jackson and Kamb, 1997; Gerbi and others,
2021) and laboratory experiments (Journaux and others, 2019;
Fan and others, 2020) show multi-maxima and ‘diamond’ fabrics;
a (2) cannot capture such structure. Tracking higher-order struc-
ture tensors would allow more complex fabrics to be modeled,
but this quickly becomes challenging for technical reasons,
including degeneracy of the tensors (e.g. the information con-
tained in a (2) is included in a (4); Bauer and Böhlke, 2021), com-
plications of tracking moments of the fabric rather than the fabric
itself, and the lack of closure for lattice rotation (the evolution of
a (2) depends on a (4), that of a (4) on a (6), etc.).

Expansion series approach
Some of the issues of the structure-tensor approach can be
avoided by describing the fabric as a series of increasingly finer
anomalies from isotropy in spectral space. Richards and others
(2021) and Rathmann and others (2021) independently proposed
using a spherical harmonic expansion of ϱ* or ψ for polycrystal-
line viscoplastic problems. This approach has long been used for
elastic problems (Turner, 1999), but is new to glaciology. In this

formulation, an arbitrary ϱ* can be described by a harmonic series
expansion

@∗(u, f) =
∑L
l=0

∑l

m=−l

@̂m
l Y

m
l (u, f), (4)

where L is the order of the approximation (spectral truncation),
@̂m
l are the complex expansion coefficients and Ym

l the spherical
harmonic functions. Since ϱ* is antipodally symmetric, @̂m

l = 0
if l is odd. This approach describes the MODF (ϱ*/ρi) directly,
without parameterization and has recently been applied to
model individual ice parcels (Rathmann and others, 2021;
Richards and others, 2021) and to a simplified, slab model of
ice flow (Rathmann and Lilien, 2022a).

Physical and technical advantages are discussed below. Here, it
is sufficient to note that, for a given L, expansion (4) contains the
same information as structure tensors up to order L (Rathmann
and others, 2021).

Modeling the ODF or MODF
Here, like Richards and others (2021), we consider ϱ*, since it
provides a framework where recrystallization can naturally be
modeled as the transfer of mass between grains with different
orientations. Indeed, when recrystallization is active, the total
number of grains is not conserved (i.e. ∂N/∂t≠ 0) unlike total
mass (per unit volume). However, Rathmann and Lilien
(2022a) proposed using the same DDRX model math for repre-
senting the effect on the ODF, in which case grains (orientations)
are understood to spontaneously decay and nucleate in equal pro-
portion so that N is conserved. Since, ψ and ϱ* are mathematically
identical up to their normalization in these two models, the
MODF and ODF are identical, and hence modeled a (m), too,
although by formulating the model in terms of ϱ* it rests on
stronger physical grounds.

Motivation: the need for a higher-order model

In this work, we adopt the spherical harmonic expansion of ϱ*,
allowing arbitrary grain orientation distributions to be repre-
sented. Before proceeding, we demonstrate that such an approach
is necessary because the existing structure-tensor-based represen-
tations (and closure schemes) are inadequate for modeling
migration recrystallization. Although such models are usually for-
mulated in terms of the ODF, the limitations described next
would persist even if the models were reinterpreted in terms of
the MODF.

When lattice rotation dominates fabric evolution, the evolution
of a (2) can be written in closed form by parameterizing a (4) in
terms of a (2). Figure 1 makes this clear, showing the relationship
between the unique lowest-order expansion coefficients of the
MODF, @̂0

2 and @̂0
4 , derived from ice cores and lab experiments

(shown by hollow markers), in a frame where fabric is approxi-
mately rotationally symmetry around the vertical axis (by first
rotating the fabric before comparison, no generality is lost by con-
sidering such a reference frame). Since the corresponding unique
lowest-order tensorial components are linearly related to @̂0

2 and
@̂0
4 , a tensorial correlation between a (4) and a (2) likewise exists.

Gillet-Chaulet and others (2005) noted this by considering an
analytical model of fabric development, for multiple types of
deformation, leading to the tensorial closure function a (4)(a (2))
currently used by Elmer/Ice’s anisotropic flow solver. Indeed,
the colored lines in Figure 1 show that a zero-dimensional
model (Rathmann and others, 2021) considering only lattice rota-
tion produces a single consistent relationship between second-
and fourth-order terms of the fabric under simple shear,
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unconfined extension or unconfined compression, confirming
that there is a function a (4)(a (2)) that applies regardless of the
type of deformation. Thus, if one is concerned only with the evo-
lution of second-order moments of the fabric under lattice rota-
tion, the closure approximation of Gillet-Chaulet and others
(2005) is sufficient and higher-order fabric representations pro-
vide little benefit.

Migration recrystallization makes the correlation function
multi-valued, preventing use of a closure approximation.
Figure 1 demonstrates this, showing that DDRX-affected fabrics
measured in the lab (red and gray markers) and an existing
DDRX model (red lines) cause fabric-state trajectories to diverge
from the approximate correlation found for lattice-rotation-
induced fabrics. Hence, @̂0

4 is not always uniquely defined by @̂0
2

(or a (4) by a (2)). Thus, since the evolution of a (2) depends on
a (4), a (4) must be allowed to freely evolve, too, when migration
recrystallization is active.

To some degree, the spread in fabric observed in laboratory
and ice-core data suggests that the effect of recrystallization is
always present (Fig. 1). These data thus suggest that migration
recrystallization should always be included in fabric-evolution
models, even if lattice rotation is the primary control on fabric
development in many areas. Including this effect is particularly
important for understanding the implications of the fabric upon
ice flow, since the directional viscosities are thought to depend
on both a (2) and a (4) (e.g. Gillet-Chaulet and others, 2006;
Rathmann and Lilien, 2022b). The gray contours in Figure 1

show the modeled compressional/extensional enhancement
factor, Ezz, along the z-axis (the viscosity model is introduced
below), indicating fabric-induced hardness may be overestimated
by �40% if DDRX is active (red and gray markers) but a correl-
ation based on lattice rotation is assumed (green model line). In
such a case, using a model of fabric development to constrain dir-
ectional viscosity is only useful if the model considers migration
recrystallization as well as lattice rotation; otherwise, an isotropic
ice-flow model has similar error.

Including fourth-order terms, and consequently modeling
recrystallization, requires either including higher-order tensors
in structure-tensor-based models, and thus a closure approxima-
tion of a (4) in terms of a (6) or a similar higher-order closure, or a
switch to another approach. Here, we incorporate the above spec-
tral description of fabric as a new module in Elmer/Ice (Zwinger
and others, 2007; Gagliardini and others, 2013), a state-of-the-art
ice-flow model, providing an alternative to the current structure-
tensor-based fabric representation. In coupling to flow, we also
implement the recently derived, unapproximated nonlinear
orthotropic rheology, validated against Dye-3 deformation tests
(Rathmann and Lilien, 2022b), which is expected to be important
when fabric and stress are misaligned.

We consider a higher-order approximation of the fabric (L = 6,
but not limited thereto), and model the (transient) effect of both
lattice rotation and migration recrystallization on large-scale
fabric development and ice flow, while removing any closure
approximations and resulting error in the viscosity. Using rates

Figure 1. Relationship between normalized expansion coefficients @̂0
2 /@̂

0
0 and @̂0

4 /@̂
0
0 in zero-dimensional modeling (lines) and from observations (markers). All

fabric states are rotated into a (nearly) vertically symmetric reference frame. The two components fully capture the second- and fourth-order fabric strength in
the case of vertical symmetry, where the white/colored region represents the space of possible fabric states (MODFs) with a vertical symmetry. Lines show modeled
fabric evolution using SpecFab (Rathmann and others, 2021) with lattice rotation alone (brown/green) and with DDRX alone (red). Increasing the strength of recrys-
tallization causes greater deviation from the lattice rotation trajectories, eventually resulting in a steady relationship between @̂0

2 and @̂0
4 regardless of deformation

amount (solid red circle). Hollow markers show fabrics observed in the laboratory and in ice cores. The marker shape indicates the deformation regime: triangles
for extension, diamonds and crosses for compression and squares for simple shear. Color indicates source for each dataset: blue from Thorsteinsson and others
(1997), pink from Treverrow and others (2016), purple from Westhoff and others (2021), orange from Voigt (2017), green from Thomas and others (2021) and yellow
from Qi and others (2019). Crosses indicate DDRX-affected fabrics during relatively warm deformation tests: red markers from Fan and others (2020), and gray
markers from Hunter and others (2023). Ball plots show the corresponding MODFs at different points in the state space. Gray contours show modeled enhancement
factors for vertical compression/extension, Ezz. Any vertical spread in observations at a single @̂0

2 /@̂
0
0 cannot be captured by a traditional closure approximation.
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of rotation and migration recrystallization tuned to laboratory mea-
surements and ice-core data, we apply the new nonlinear, tenso-
rially anisotropic, thermally coupled ice-flow model to a realistic
geometry. While the added complexity of this model is most rele-
vant for more dynamic areas, the dearth of data prevents meaning-
ful validation in such regions. Instead, we model a transect across
Dome C, East Antarctica and compare to ice-core (Durand and
others, 2009) and phase-sensitive radar (Corr and others, 2021;
Ershadi and others, 2022) measurements of fabric there.

Notation

Throughout, bold symbols indicate tensors and vectors. The oper-
ator ∇S2 denotes the gradient in orientation space (S2), while ∇ is
the gradient in Cartesian space. The subscript g denotes a grain
parameter. Other operators follow standard conventions; a full
list of symbols is given in Table 1.

Model

We are interested in modeling fabric development and its effect
upon ice flow. This is a coupled problem since the fabric evolution
depends on the stress and strain rates, and vice versa. Moreover,
since recrystallization and the isotropic part of the viscosity are
temperature dependent, the temperature field must be simulated
or specified. Finally, the ice geometry (i.e. a free surface) must
be updated based on mass conservation. We first present the
model equations, then describe the application to Dome C.

Fabric model

We account for the combined effects of lattice rotation, migration
recrystallization and rotation recrystallization in a single model of
fabric development. Specifically, we follow Placidi and others
(2010); Rathmann and Lilien (2022a) and Richards and others
(2021) by modeling the rate-of-change of ϱ*(x, t, θ, ϕ) as

D@∗

Dt
= −∇S2 ·(@∗ċ)︸�����︷︷�����︸

Lattice Rotation

+ G@∗︸︷︷︸
DDRX

+L0∇2
S2@

∗︸���︷︷���︸
CDRX

, (5)

where

D@∗

Dt
= ∂@∗

∂t
+ u ·∇@∗ (6)

is the material derivative, u(x, t) is the bulk velocity, ċ(u, f, u) is
the rate-of-change in orientation of an individual c-axis due to lat-
tice rotation (c-axis angular velocity field on S2), Γ(θ, ϕ, τ) is an
orientation-dependent mass production/loss rate describing the
effect of migration recrystallization given the deviatoric stress ten-
sor τ and Λ0 is the scalar rate of rotation recrystallization. We
address each of these terms in turn.

Lattice rotation
Let ė = (∇u+∇u)/2 be the bulk strain-rate tensor, and
W = (∇u− ∇u)/2 the bulk spin tensor. If lattice rotation is
regarded as a kinematic process (i.e. grains reorient passively),
the apparent rotation of an individual c-axis can be modeled as

ċ = W· c − i ėg· c − (c·ėg· c)c
[ ]

, (7)

where c = [sin (θ)cos (ϕ), sin (θ)sin (ϕ), cos (θ)], ėg is the strain
rate at the grain scale, and i is a parameter determining the ratio
of basal slip to rigid body rotation (e.g. Svendsen and Hutter,
1996). As discussed in the section on calibration below, we take

i = 1, equivalent to assuming that the deformation in simple
shear behaves like a deck of cards (following, e.g. Gagliardini
and Meyssonnier, 1999). In practice, only ė is known/computed,
while individual grains are subject to a heterogeneous strain-rate
field, ėg, where ėg = ė is not guaranteed. This heterogeneity is not
easily modeled, so two assumptions are common: the Sachs
hypothesis, that stress is homogeneous, and the Taylor hypoth-
esis, that the strain rate is homogeneous. Here, we use an inter-
mediate approximation following Gillet-Chaulet and others
(2006), namely

ėg = (1− aLR)ė+ aLR
1
h0

t, (8)

Table 1. Notation used in the text

Operators

· Inner product (a·b = ∑
j aijbjk)

: Double inner product (sum over last 2 indices):
e.g. A :B = ∑

l

∑
k Aij...klBnm...lk)

⊗ Outer (dyadic) product ([a⊗ b]ij = aibj)
∇S2 Gradient on the surface of the unit sphere
D
Dt Material derivative
tr Trace of a tensor
dev Deviatoric portion of a tensor
* Complex conjugate
T Transpose
˜ Quantity used in the GOLF law only

Symbols
αLR Interaction parameter for lattice rotation
αRheo Interaction parameter for rheology
ψ c-axis orientation density
σ Cauchy stress
τ 3×3 deviatoric stress tensor
τE Effective stress
ė 3×3 strain-rate tensor
ėE Effective strain rate
Γ DDRX operator
Γ0 Rate of DDRX
i Ratio of basal slip to rotation
Λ CDRX operator
Λ0 Rate of CDRX
η0 The isotropic part of the viscosity
ηi A directional viscosity (i = 1, 2, …, 6)
ρi Density of ice
ϱ* Orientation mass density
@̂m
l Harmonic expansion coefficients of ϱ*

ξ Strain heating
ζ0 Rate of (spatial) artificial fabric diffusion
λi Eigenvalue of a (2) (with λ3≥ λ2≥ λ1)
ω Flowband width
a (m) mth-order structure tensor
QG Exponent in Arrhenius activation of DDRX
ḃ Accumulation rate (m a−1)
bL Intercept in linear activation of CDRX
AG Prefactor in Arrhenius activation of DDRX
c Heat capacity of ice
c Arbitrary c-axis (radial unit vector)
d′ Depth relative to modern surface (m)
Eij Enhancement factor in the i, j direction
g Gravity vector
I Identity matrix
Ii The ith invariant of a tensor
k Heat conductivity of ice
mL Slope in linear activation of CDRX
mi Material symmetry axis (i = 1, 2, 3)
N Total number of grains
S Surface elevation (m)
t Time (years)
T Temperature (K)
u Velocity field
W 3 × 3 spin tensor
g Subscript for grain-scale quantities
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where αLR∈ [0; 1] is an interaction parameter dictating the com-
promise between the Taylor and Sachs hypotheses and η0 is the
nonlinear viscosity (defined in Eqn (18)). We take αLR = 0.06 fol-
lowing previous work (Ma and others, 2010; Lilien and others,
2021), though we expect the results to be insensitive to this choice
for αLR < 0.1 (Martín and others, 2009).

Migration recrystallization
Migration recrystallization is modeled as an orientation-
dependent production/decay process proportional to the square
of the shear stress resolved on basal planes, similar to Placidi
and others (2010). In effect, this parameterization compares the
fabric state to the state most favorable for deformation, causing
the MODF to decrease in directions that are unfavorable (little
basal-plane resolved shear stress) and increase in favorable direc-
tions (high basal-plane resolved shear stress). The production/
decay rate, Γ, is taken to be

G(u, f, t) = G0 D(u, f, t)− 〈D(u, f, t)〉( )
, (9)

where Γ0 is a rate factor, and the deformability, D, is given by
(Placidi and others, 2010; Richards and others, 2021)

D(u, f, t) = (t : t) : c(2) − t : c(4) : t
t : t

. (10)

D describes the favorable/unfavorable c-axis directions and is dic-
tated solely by the stress, while 〈D〉 describes how favorably the
current fabric configuration is, which depends on the local
second- and fourth-order structure tensors and τ.

This formulation differs slightly from previous work (Placidi
and others, 2010; Richards and others, 2021) by using the stress
tensor, rather than the strain-rate tensor, to determine the
deformability (and thus the directions in which grain growth
occurs). This is simply an alternative parameterization of the
underlying process, which is thought to depend on a number of
microphysical parameters including dislocation density in add-
ition to τ and ė (Faria, 2006a, 2006b). Since previous work con-
sidered a scalar viscosity, τ and ė were co-axial, and hence
using either in Eqn (10) was equivalent. Because migration recrys-
tallization is thought to depend on stress rather than the strain
rate (e.g. Duval and Castelnau, 1995; Chapelle and others,
1998), the distinction is relevant when coaxiality cannot be
assumed, such as is the case for the bulk flow law we introduce
below. However, we note that while the using τ versus ė in Eqn
(10) will have an effect on the fabric development, neither choice
is superior to the other, and a more complete treatment would
likely require a full microstructural model (e.g. Faria, 2006b).

Finally, we are left to determine an overall rate for this process.
While the rate as well as the direction in orientation space of
migration recrystallization is thought to depend on several micro-
physical properties (Faria, 2006a, 2006b), we retain the assump-
tion of previous work (Richards and others, 2021) that the total
amount of recrystallization is related only to the total strain, not
rate or stress at which the strain occurred. We thus parameterize
the overall rate factor as

G0 = ėEAGe
−QG/(RT), (11)

where AG and QG are tunable parameters, ėE is the effective strain
rate and R is the universal gas constant. This differs slightly from
Richards and others (2021), which used a linear dependence on
temperature, based upon laboratory experiments, while we use
an Arrhenius relationship based on ice-core data indicating
rapid activation above −10◦C (Alley, 1988; Duval and

Castelnau, 1995). The Arrhenius activation is used to make the
model applicable closer to the melting point; within the regime
of temperatures considered by Richards and others (2021), the
Arrhenius relationship is close to linear and the approaches are
essentially equivalent.

Rotation recrystallization
Rotation recrystallization is modeled as a diffusive process in
orientation space (Placidi and others, 2010) with diffusion coeffi-
cient (or rate factor) Λ0. This is a phenomenological description,
consistent with the definition of rotation recrystallization in that
new grains are created by splitting off from parent grains with
similar orientations. Since ice-core evidence indicates a gradual
activation of rotation recrystallization compared to migration
recrystallization, we follow Richards and others (2021) exactly
by setting

L0 = ėE mLT + bL( ), (12)

where mL and bL are the slope and intercept of the temperature
relationship.

Fabric numerics
Numerically, we represent ϱ* using the spectral expansion in Eqn
(4) with L = 6, leading to 28 @̂m

l [ C. The problem is solved on a
finite-element mesh, in two or three dimensions. The model mesh
is Eulerian, so the fabric evolution has an advective component
(last term in Eqn (6)) and a reactive component (right-hand
side of Eqn (5)). In our implementation, these two contributions
are handled separately. Dϱ*/Dt at each node is determined from
the current fabric state, ϱ*, using the SpecFab code of
Rathmann and Lilien (2022a). The advective term is handled
using the existing code in Elmer/Ice with using residual-free bub-
ble elements for stabilization.

We treat the real and imaginary components of @̂m
l separately,

leading to 56 values to track per computational node. However,
not all coefficients are independent; we leverage the Hermitian
(anti)symmetry of the spectral expansion

@̂−m
l = (− 1)m @̂m

l

( )∗
, (13)

which allows direct calculation of the coefficients m < 0 from
those with m > 0. Moreover, the fabric model (Eqn (5)) conserves
mass, and we assume incompressibility, so ρi is constant and thus
@̂0
0 is constant as well since ri =

����
4p

√
@̂0
0 . Taking the above con-

siderations into account, 27 unique coefficients are left (though
this discussion focuses on L = 6, our Elmer/Ice implementation
automatically handles arbitrary L while only computing the
unique, independent components). Finally, when ∂u/∂y = 0 (gen-
erally equivalent to when the domain is two dimensional (2-D)), a
further 12 components are identically zero (although this does
not mean that the fabric is 2-D, only that it has useful symmetries,
which cause some coefficients to be null). Thus, for L = 6, there
are 15 fabric components to consider in 2-D and 27 in three-
dimensional (3-D).

Fabric evolution is determined using an implicit timestepping
scheme, iterating coefficient-wise. The key difference compared to
small-scale spectral models (Rathmann and others, 2021;
Richards and others, 2021) is that advection greatly increases
the problem dimension. That issue is manifest most strongly in
3-D, where a large number of coefficients, combined with many
neighbors for a node in the mesh, means that the matrix problem
to be solved has a prohibitively wide bandwidth if all fabric coef-
ficients are solved for simultaneously. In order to set up a scheme
that would allow an arbitrary L, we thus found it necessary to use
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a coefficient-wise solution similar to the existing structure-tensor-
based fabric module in Elmer/Ice (Gillet-Chaulet and others,
2006).

We find that artificial diffusion is necessary in both orienta-
tion space (when lattice rotation is active) and in Cartesian
space (when migration recrystallization is active) to regularize
the problem. For stabilization in orientation space, we use
hyper diffusion, which reduces noise in higher-order harmonics
while having less effect on lower-order coefficients; the diffu-
sion coefficients were tuned for L = 6 so that, in the steady
state, @̂m

2 are unaffected, whereas @̂m
4 are up to 40% smaller com-

pared to L≥ 20 when subject to unconfined compression. How this
affects the ability to simulate strong single maxima, thus limiting
the magnitude of simulated bulk directional enhancement factors,
is treated in Appendix A. For the stabilization in Cartesian
space, we introduce a diffusion term of the form z0∇2@̂m

l , where
ζ0 = 5.0 × 10−3 a−1 m−1, to the left-hand side of Eqn (5). In theory,
this diffusion limits the maximum spatial gradient in fabric, but
since fabric transitions slowly this is not a problem in practice;
the term only serves to prevent numerical noise in near-zero coeffi-
cients from growing during long simulations. Demonstrations of
fabric evolution in simple cases, and comparison to existing models,
are shown in Appendix A.

Calibration of model parameters
Before applying the model, it is necessary to constrain the rate fac-
tors for migration and rotation recrystallization. In order to evalu-
ate the suitability of different rate factors, we compare the fabric
predicted by a simplified zero-dimensional model with that
observed in the EPICA Dome C (EDC) core (Durand and others,
2009). In this calibration, the core was assumed to be drilled at a
perfect dome (undergoing unconfined compression), with con-
stant pure shear from surface to bed (i.e. a Nye model of dome
strain; Nye, 1963). We assumed steady state, so that the fabric evo-
lution of a single, zero-dimensional ice parcel at increasing depth
gives the modeled fabric profile of the core. At the surface, the
downward velocity was set to be 1.53 cm a−1, the mean accumu-
lation throughout the ice core (Bazin and others, 2013), with
zero velocity at the bed. Borehole temperature measurements
were used to determine T in order to calculate Λ0 and Γ0

(Buizert and others, 2021). The fabric was assumed to be a
weak single maximum with a(2)zz = 0.44 at 214 m depth, matching
the first measurement of EDC (Durand and others, 2009). Below,
fabric evolution followed Eqn (5), under the assumption that the
stress and strain are coaxial so that migration recrystallization can
be modeled without knowing the rheology. For this purpose, we
must assume that αLR = 0 (i.e. the Taylor hypothesis), since τ can-
not be calculated in this zero-dimensional model. The model was
implemented purely using SpecFab (Rathmann and others, 2021),
and solved for all complex fabric coefficients simultaneously using
forward-Euler timestepping with 200–3200 year time steps.

For evaluation, the modeled fabric was compared to fabric
measured on vertical thin sections cut every 11–50 m along the
EDC core (Durand and others, 2009). Although the orientation
of the core and therefore the thin sections are unknown, we can
still compare the three fabric eigenvalues and identify the vertical
component. Moreover, for this simple model, the two horizontal
eigenvalues are equal, so there is no need to identify the orienta-
tion of the core. For this comparison, we assume that the ODF
and MODF are equivalent, i.e. that the grain size distribution is
independent of c-axis direction.

We consider two sets of model parameters: one tuned to
laboratory data and one to ice-core data (Fig. 2). For the ‘labora-
tory’ values, we calibrated to the same data as Richards and others
(2021), and used their calibrated Λ0 = 0.001 × T + 0.21, but took
i = 1, and assumed that Γ0 is defined by Eqn 11. To find AG

and QG, the parameters for this relationship, we used the observa-
tions from Richards and others (2021), Table 1, but fit an expo-
nential relationship rather than a linear one. The resulting
values are AG = 1.91× 107 and QG = 3.36× 104 J mol−1. This
set of parameters leads to an RMSE of 0.19 (27% error) in the lar-
gest eigenvalue compared to observations (Fig. 2, full blue line).
Next, again assuming i = 1, we found a set of ‘ice-core’-calibrated
parameters by brute-force optimizing bL and AG to minimize the
misfit to the EDC data. To do so, we assumed that the tempera-
ture dependence of rotation and migration recrystallization are
accurately described by the laboratory-calibrated dependencies
(i.e. mL = 1.26× 10−3 (◦C)−1 and QG = 3.36× 104◦ as above).
A 2-D grid of values for bL and AG was then explored, first vary-
ing by orders of magnitude around the laboratory values and sub-
sequently refining once the order of magnitude was determined.
We note that, in this scheme, if bL was small, Λ0 could be nega-
tive; since this is physically implausible, Λ0 was assumed to be
zero under such conditions. The optimized value for AG was
AG = 4.3× 107, which is of the same order as the laboratory-
derived value. The optimal value of bL, however, was 0.02, leading
to Λ0 being 0 in the top 1000 m and negligible below that.
Physically, rotation recrystallization is thought to be most import-
ant in the upper portions of the ice sheet, so the parameterization
makes little sense with this recalibrated value. For the
‘ice-core’-calibrated parameters, we thus took Λ0 = 0. These para-
meters led to an RMSE of 0.08 in the largest eigenvalue (11% mis-
fit; dashed blue line in Fig. 2), substantially better than that from
the laboratory-calibrated values. Moreover, this misfit was highest
near the bottom of the ice core, where substantial spread in the
measurements prevents better fitting (Fig. 2).

For completeness, we also modeled the ice-core fabric using
the calibration provided by Richards and others (2021) without
modification: i = 0.026× T + 1.95, Λ0 = 0.001 × T + 0.21, and
Γ0 = 0.176 × T + 6.09. This leads to an RMSE of 0.18 in the largest
eigenvalue (27% error; dotted blue line in Fig. 2), similar to using
the ‘laboratory’ calibration. The difference between this and our
‘laboratory’ calibration stems almost exclusively from the differ-
ence in i; the exponential dependence of Γ0 on temperature has
a relatively minor effect. This third set of parameters was not
used for large-scale modeling, since it did not produce a good
fit to the data and our implementation of the large-scale model
assumes i = 1.

In addition to the calibration discussed above, we tested sensi-
tivity to three alternative calibration schemes: one restricting the
depths at which the model was tuned to <3000 m and two
using a Dansgaard–Johnsen model of strain (Dansgaard and
Johnsen, 1969) rather than a Nye model, also tuned to data
<3000 m depth. The restriction in depth avoids possible issues
due to a non-dome-like stress state that arguably exists near
the bed beneath Dome C (Durand and others, 2007). The
Dansgaard–Johnsen model uses a somewhat more realistic
description of deformation beneath the divide (specifically that
the strain rate goes linearly to zero below a certain depth, dubbed
the ‘kink height’). Since the height of the kink is poorly con-
strained, we tested both 0.2 and 0.4 times the ice thickness.
Restricting calibration to shallow depths resulted very similar mis-
fit in those depths to the full-depth inference, and rate factors dif-
fered by <5%. With either kink height, the Dansgaard–Johnsen
model resulted in a smaller model-data misfit (�7%) than the
Nye model, but the inferred parameters did not differ significantly
from those obtained using the Nye model (difference of ,5%).
The results of the additional calibrations are shown in
Supplementary Figure S1. While there may be benefits to using
one of these alternative calibrations, the full-depth Nye calibration
arguably relies on the fewest assumptions, and thus it is what we
use in subsequent simulations.
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Ice flow

Ice flow is an incompressible Stokes flow

∇ · u = 0, (14)

governed by the momentum balance

∇ ·s+ rig = 0, (15)

where u is the bulk velocity, σ is the Cauchy stress tensor, ρi the
density of ice and g the gravity vector.

For a constitutive relation, we adopt an unapproximated non-
linear extension of the orthotropic flow law (Rathmann and
Lilien, 2022b), which, following plastic potential theory, has a
nonlinear viscosity that depends on all orthotropic strain-rate ten-
sor invariants:

I1 = ė : (m2 ⊗m2 −m3 ⊗m3)/2,
I2 = ė : (m3 ⊗m3 −m1 ⊗m1)/2,
I3 = ė : (m1 ⊗m1 −m2 ⊗m2)/2,
I4 = ė : (m2 ⊗m3 +m3 ⊗m2)/2,
I5 = ė : (m3 ⊗m1 +m1 ⊗m3)/2,
I6 = ė : (m1 ⊗m2 +m2 ⊗m1)/2,

(16)

where the mi’s are the three reflection-symmetry directions that
the fabric is presumed to have (taken to be coincident with the
eigenvectors of a (2)).

Posed in inverse form (i.e. the deviatoric stress as a function of
strain rate) the constitutive relation is

t = h0

∑3
i=1

[
hi(I ji − Iki )

I− 3mi ⊗mi

2

+ hi+3Ii+3
mji ⊗mki +mki ⊗mji

2

]
, (17)

where j = (2, 3, 1) and k = (3, 1, 2) are index variables, I is the

identity and the nonlinear, isotropic part of the viscosity is

h0 = A−1/n
∑3
i=1

hi(I ji − Iki )
2 + hi+3I

2
i+3

[ ]( )(1−n)/2n
, (18)

where n is the flow law exponent (taken to be the canonical n = 3).
Let

g =
∑3
i=1

2E2/(n+1)
jiji E2/(n+1)

kiki
− E4/(n+1)

ii

[ ]
, (19)

then the six dimensionless, relative directional viscosities are (for
i = 1, 2, 3)

hi =
4
3g

E2/(n+1)
ji ji + E2/(n+1)

kiki
− E2/n+1)

ii

( )
, (20)

hi+3 = 2E−2/(n+1)
jiki

, (21)

which depend on the eigenenhancements, Eij, defined as the bulk
directional enhancement factors (induced by fabric) in the direc-
tions of the fabric symmetry axes, mi.

Directional enhancement factors
We are left to provide a mechanism to calculate the directional
enhancement factors induced by an anisotropic fabric, defined as

Eij ;
mi · ė(t̂) ·mj

mi · ėiso(t̂) ·mj
for i, j = 1, 2, 3, (22)

where ė is the corresponding forward form of Eqn (17), ėiso is the
strain-rate assuming isotropy (ϱ* = const.), and

t̂ = t0
I/3−mi ⊗mi if i = j

mi ⊗mj +mj ⊗mi if i = j

{
(23)

are idealized longitudinal (i = j) and shear (i≠ j) stress-tensor
states (with some magnitude τ0) aligned with the fabric principal
directions, mi.

Figure 2. Rate factor calibration. (a) Modeled eigenvalues,
using a zero-dimensional model, resulting from different
rate factors. Colors indicate eigenvalue number (blue for
λ3, orange for λ2 and green for λ1). Squares show measured
fabric (Durand and others, 2009). Lines show modeled fab-
ric, using the zero-dimensional model, with lab-calibrated,
ice-core-calibrated and Richards and others (2021) (R2021)
parameters indicated by the solid, dashed and dotted
lines, respectively. (b) Temperature in the EDC borehole,
from Buizert and others (2021).

a b
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If we assume that grains do not interact, determining Eij as a
function of the fabric amounts to constructing a suitable
grain-averaged rheology, over the grains that compose the poly-
crystal. Various interactionless averages have been used; end
members are the Sachs hypothesis (constant stress) and the
Taylor hypothesis (constant strain rate). Here, we follow
Rathmann and Lilien (2022a) and take a linear combination of
the enhancement factors found using the Sachs and Taylor
hypotheses

Eij(ė) = (1− arheo)E
Sachs
ij (ė)+ arheoE

Taylor
ij (ė), (24)

where αrheo is an interaction parameter controlling the relative
weights of the two hypotheses, and ESachs

ij (ė) and ETaylor
ij (ė) are

the enhancement factors assuming constant stress and strain
rates, respectively. We calculate ESachs

ij (ė) and ETaylor
ij (ė) assuming

a linear, transversely isotropic grain rheology; details of the pro-
cedure can be found in Rathmann and Lilien (2022a), but note
that the grain rheology depends on two grain parameters, E′cc
and E′ca, which determine the compressional and shear enhance-
ment of grains, respectively.

For the three required grain parameters, we take αrheo = 0.0125,
E′cc = 1, and E′ca = 103 following Rathmann and Lilien (2022a),
which produces a good match to shear enhancements found in
laboratory deformation tests of approximately perfect single-
maximum fabrics (Shoji and Langway, 1985; Pimienta and
Duval, 1987). Such strong fabrics cannot be reproduced using
L = 6, but require larger L due to regularization not being spec-
trally sharp (i.e. its effect is not concentrated exclusively at the lar-
gest wavenumber modes, l = L). As a result, the greatest possible
shear enhancement is somewhat limited, although less so for
compressional/extensional enhancements (Fig. 1, gray contours)
– see Appendix A for details. We note that while this issue
would be partly relieved by calculating the Eij’s using using a
more realistic nonlinear, transversely isotropic grain rheology,
this introduces dependencies on the eighth-order moments of
ϱ* (Rathmann and others, 2021), prohibitively increasing compu-
tation time as it requires L≥ 8.

Appendix B compares the nonlinear rheology of Rathmann
and Lilien (2022b) (used here) to the nonlinear extension to the
general orthotropic law of flow (GOLF) proposed by Martín
and others (2009) at an ice divide. While Rathmann and Lilien
(2022b) showed a relatively close match between these rheologies
for uncoupled simulations, we use a coupled model of an ice div-
ide to determine whether feedbacks between fabric and flow lead
to larger differences in realistic settings. We find that both the
nonlinear viscosity, η0, and the directional enhancement factors,
Eij, can differ markedly for fabrics produced in the coupled
model, and that these differences grow as the fabric develops.
These differences are most pronounced when the principal direc-
tions of the fabric are misaligned with the deformation axes, sug-
gesting that the full nonlinear rheology used here is more
appropriate for realistic settings, where complex bed topography
inevitably creates misalignment between the fabric and deform-
ation, and differences compound through the fabric–flow coup-
ling. Moreover, the additional computational cost of the full
rheology used here is negligible.

Heat flow

Heat flow is governed by (e.g. Zwinger and others, 2007; Hunter
and others, 2021)

ric
∂T
∂t

+ u · ∇T
( )

= ∇ · (k∇T)+ j, (25)

where constants c and k are the heat capacity and conductivity of
ice, respectively, and j = ė :s is the rate of strain heating.
Equation (25) is solved subject to the limitation that the ice
does not exceed the pressure melting point following Zwinger
and others (2007).

Free surface

For the top surface, we used a kinematic free surface boundary
condition that adds another equation to be solved. Free surface
evolution follows the usual 2-D problem

∂S
∂t

= ḃ+ uz − ux
∂S
∂x

, (26)

where S(x) is the surface elevation and ḃ is the ice-equivalent
accumulation rate.

Model across Dome C

As a first application of the model, we simulate a transect across
Dome C, East Antarctica (Fig. 3). The transect follows a cross sec-
tion acquired with pRES (Corr and others, 2021; Ershadi and
others, 2022), allowing the simulated fabric field to be compared
with radar-inferred fabrics in the top ∼2000 m. The transect also
crosses the EDC core site, which gives direct fabric measurements
through ∼3200 m depth (Durand and others, 2009). Model runs
spanned 250 ka, which is longer than the characteristic timescale
(thickness over accumulation) with as low as ∼1.5 cm a−1 accu-
mulation and up to ∼3400m ice thickness. Even this length simu-
lation may not be sufficient for the fabric to reach steady state,
which could take 10 × the characteristic timescale (Martín and
others, 2009). However, such a long integration time both exceeds
the length of available forcing data and is computationally prohibi-
tive; to mitigate some of this effect we initialize the model with a
simple, non-isotropic fabric profile (see initial conditions below).

Because there is significant lateral convergence and divergence
along flowlines, we modify the flow equations to describe a 2.5-D
flowband. In a coordinate system with x along flow and z vertical,
Eqns (14) and (15) become

∂sxx

∂x
+ ∂sxz

∂z
+ sxx − syy

v(x)
∂v(x)
∂x

= 0 (27)

and

∂sxz

∂x
+ ∂szz

∂z
+ sxz

v(x)
∂v(x)
∂x

= rig (28)

for a flowband with width ω(x) (e.g. Hvidberg, 1996). The model
equations were presented above, so we are left to describe the
domain, and initial and boundary conditions.

Model domain

The model domain is a flowline extending 30 km in each direction
from the EDC core site (Fig. 3). The domain runs through the
pRES sites presented of Corr and others (2021), passing ∼1 km
from the EDC site, and approximately follows the surface gradient
beyond the pRES locations. The size of the domain was chosen to
prevent edge effects from impinging upon our results, and to
ensure that the divide never migrated outside the model domain
(which was not explicitly precluded by the boundary conditions).
Surface elevation is from the REference Mosaic of Antarctica
(REMA; Howat and others, 2019) and bed elevation is from
BedMachine v2 (Morlighem, 2020; Morlighem and others,
2020). The model uses a triangular mesh with 500 m horizontal
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and 125 m vertical resolution, sufficient to capture large vertical
gradients while keeping reasonable aspect ratios for the mesh ele-
ments (20 ka tests were run at double that resolution, and result-
ing fabrics were found to be indistinguishable from the resolution
used here).

Initial conditions

We initialized the model to match present conditions at the EDC
site. We used the EDC borehole temperatures (Buizert and others,
2021) and depth–age scale (Parrenin and others, 2007a) initially.
For the fabric, we crudely approximated the depth profile
(Durand and others, 2009) as a linear transition from the shallowest
measured values in EDC (a(2)zz =0.44), to a vertical single maximum
at 2000m depth (a(2)zz =0.8), and constant from there to the bed.

Boundary conditions

At the surface, ice is assumed to match the shallowest observa-
tions from the EDC core (a(2)zz = 0.44). We use time-varying
boundary conditions for temperature and accumulation based
on data from the EDC core (EPICA community members,
2004). Temperature and accumulation are assumed to vary spa-
tially according to the modern patterns derived from reanalysis
(Mottram and others, 2021) and temporally according to the deu-
terium excess in the core (Jouzel and others, 2007; Parrenin and
others, 2007a) (Fig. 4). The surface temperature and accumulation
at EDC therefore always match the values inferred from the core
at a given time, while they vary in the rest of the domain. Spatially,
the accumulation is scaled by anomaly relative to EDC while the
temperature is offset by the anomaly to EDC. The age of the ice
at the surface is set to zero. At the bed, we assume a spatially
constant 55 mWm−2 of geothermal heat flux and 0.2 mm a−1 of
basal melt (i.e. the bed-perpendicular velocity is set to a constant
0.2 mm a−1) (Passalacqua and others, 2017). We assume that ice
moves solely through internal deformation (so bed-parallel
velocity is zero). The final boundary condition needed is some
constraint on ice flow at the left and right outflows. At these

boundaries, we assume that the pressure is approximately glacio-
static with the form Tr(σ)/3 = ρgd′ where d′ is the depth relative to
the modern surface; tying the pressure to the modern surface
allows us to avoid specifying a velocity and prevents the divide
from migrating outside the domain.

Results

We focus on the results of the model with rate factors calibrated
from the EDC core for simplicity. Figure 5 shows the modeled vel-
ocity, age, and fabric on the transect across Dome C. The modeled
fabric shows a typical divide profile; fabric generally strengthens
toward a vertical single maximum with depth, with varying
strength depending on the horizontal position. The single max-
imum is strongest in the first couple of kilometers to either side
of the modeled divide. Farther away, there is weakening of the ver-
tical component of the fabric. This weakening is associated with
the tilting of the fabric away from vertical near the bed in areas
with significant shear (Fig. 5c). The across-flow horizontal com-
ponent of the fabric, a(2)yy , is generally stronger than the along-flow
component; however, the difference is small enough that by the
classical test (the Woodcock parameter) it is still a vertical single
maximum rather than a girdle near the divide.

The modeled horizontal ice-flow speed is very slow, reaching
only 0.24 m a−1 at the edges of the model domain. These speeds
agree well with GPS measurements of velocity in the area,
which found speeds up to 0.21 m a−1 25 km from the divide
(Vittuari and others, 2004). However, those GPS measurements
were not directly on the transect considered here, so more quan-
titative evaluation of the velocities is precluded.

The modeled ice divide was extremely stable in both position
and thickness (Fig. 4). The ice thickness varied by ∼10 m through
the simulation, significantly <∼250 m inferred from models that
were specifically targeted at reconstructing surface elevations
(Parrenin and others, 2007b), while the divide position moved
by only ∼300 m (which is at the limit of the horizontal mesh reso-
lution). The smaller variation in divide thickness is likely a result
of the boundary conditions; regional ice thickness changes were

Figure 3. Map of Dome C area, showing model domain and location of validation data. Black line indicates model domain. Circles show pRES acquisition sites used
in the text, with letter indicating panel of Figure 7 in which the results are plotted. The green star shows EDC core location. The colors show bed elevation from
BedMachine v2 (Morlighem, 2020), while gray contours show surface elevation from REMA (Howat and others, 2019). Overview map shows location in Antarctica,
with shading showing surface elevation from REMA.

10 David A. Lilien and others

https://doi.org/10.1017/jog.2023.78 Published online by Cambridge University Press

https://doi.org/10.1017/jog.2023.78


not captured by the pseudo-pressure conditions used, but actual
ice-thicknesses changes during the last 250 ka likely affected the
entire continent. The lack of thickness change is thus a conse-
quence of using a model domain with a finite width smaller
than that of the continent; a model with no horizontal dimension
can evolve freely as it is subject to only local conditions (e.g.
Parrenin and others, 2007b), and a continental-scale model can
thicken or thin as a whole, but our limited domain depends on
boundary conditions which do not permit such changes.

The modeled age profile shows a very minor double Raymond
bump (maximum bump height 60 m, or 2% of the total thick-
ness). Despite the extremely long characteristic timescale of the
divide, the bump is allowed to form since model divide is so stable
throughout the simulation. The double bump is characteristic of
directional hardening due to fabric development (Martín and
others, 2009), and has been observed over domes with shorter
characteristic timescales (Goel and others, 2020). Though there
is not a Raymond bump in radar data in the area (Cavitte and

Figure 5. Model output along Dome C transect. (a) Horizontal speeds. Contours show ages of the ice. (b) Vertical component of the fabric. Vertical, red lines show
locations of pRES acquisitions plotted in Figure 7; these data are a representative subset from Ershadi and others (2022). (c) Rotation of the fabric from vertical
(degrees counter clockwise). In all panels, dotted black line shows the modeled, modern divide position.

a

b

c

d

Figure 4. Forcing and modeled divide stability: (a) temperature history at EDC (Jouzel and others, 2007), (b) accumulation rate at EDC Parrenin and others, 2007a,
(c) modeled divide position (positive northwestward, toward A′ in Fig. 3) and (d) ice thickness at the modeled divide position.
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others, 2021), given the small amplitude of the modeled bump,
and the overly stable modeled divide, this difference is unsurpris-
ing. Despite the relatively stable modeled divide, the bump amp-
litude is much smaller than the 10% of the ice thickness that
would be expected in steady state (Goel and others, 2020).

Model/data comparison

Ice-core measurements

We evaluate the modeled fabric at the modeled divide position,
which is ∼1 km southeast of the true position in all simulations
(Fig. 6). Comparison at the closest approach to EDC yields similar
results, but any effect of nonlinearity of the viscosity (i.e. the

Raymond bump) is expected at the modeled rather than true div-
ide, so the former provides the more fair comparison. At both the
point of closest approach and at the modeled divide, the modeled
fabric shows a weaker vertical component (λ3) and one stronger
horizontal component (λ2) than was measured in the EDC core
(Durand and others, 2009). This difference is seen in the model
both with laboratory and ice-core-calibrated rate factors, though
it is significantly lessened for the ice-core-calibrated values. The
model-data mismatch could be attributable to imperfect model
physics describing the fabric development (due either to missing
processes or poor parameterization), insufficiency of the simpli-
fied 2.5-D model to capture the stress state, temporal changes
not considered by the model, or some combination of these
(fabric regularization does not affect λi much even for L = 6; see
Appendix A). Diverging flowlines lead to a more dome-like stress
state, and the flow direction is not well constrained right at the
divide, so the assumptions of the 2.5-D model might break
down in the center of the model domain (Passalacqua and others,
2016). Temporal changes in the large-scale flow could signifi-
cantly alter our results; simulations extend back 250 ka, over
which ice thickness is thought to have changed by >250 m
(Parrenin and others, 2007b), and accumulation patterns have
likely changed even over the last 260 years, which suggests that
migration of the divide is possible (Urbini and others, 2008).
While we are able to incorporate local thickness and accumulation
changes, such temporal changes are likely to have affected the
large-scale flow of the ice sheet, and cannot be easily captured
by a local model such as that used here. To further distinguish
among possible causes of the model-data misfit, we compare
our fabric results with pRES data along the model domain.

Phase-sensitive radar

pRES returns are affected by ice-crystal fabric because the dielec-
tric permittivity is different parallel and perpendicular to the
c-axis of a single ice crystal (Fujita and others, 2006). In a typical
radar geometry, returns are insensitive to the vertical component
of the fabric but their strength and phase with azimuth is related
to the horizontal anisotropy (e.g. Rathmann and others, 2022).
From these returns, it is thus possible, with minimal assumptions,
to infer the difference in the horizontal eigenvalues of the fabric
distribution (generally assumed to be the ODF). Recently pub-
lished pRES measurements on a transect of Dome C (Corr and

Figure 6. Comparison of modeled fabric (Elmer/Ice) and measured fabric from the
EDC core (Durand and others, 2009). Data are shown as squares. Colors indicate
eigenvalue number (blue for λ3, orange for λ2 and green for λ1). Model output is
shown as lines, for both laboratory (solid) and ice-core (dashed) calibrated rate fac-
tors, with colors corresponding to the data.

Figure 7. Horizontal eigenvalue difference of modeled and pRES-inferred fabric (Ershadi and others, 2022) at locations shown in Figures 3 and 5. (a–g) are E18, E12,
E3, EPICA, W6, W12 and W18 from Ershadi and others (2022). pRES is shown with black circles, ice-core-calibrated model with dark gray lines, laboratory-calibrated
model with dashed, light gray lines and the EDC core with red (only where the pRES and model coincide with the core). Remaining sites from Ershadi and others
(2022) are shown in Supplementary Figure S2.
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others, 2021; Ershadi and others, 2022) therefore provide a way to
test our modeled fabric field against observations, away from the
ice-core site. Ershadi and others (2022) used these data to infer
the difference between the horizontal eigenvalues and the orien-
tation of the larger eigenvector with depth along the transect
modeled here. Since our model does not capture rotation of the
fabric out of the model plane, the modeled orientation of the lar-
gest eigenvalue is always transverse to flow; this agrees with all
pRES measurements deeper than 500 m within error (shallower
orientations are highly uncertain in the pRES due to weaker
returns). We therefore compare only the difference in horizontal
eigenvalues inferred from pRES and in the model output. We do
so at seven of the sites (comparison at the remaining sites from
Ershadi and others (2022) is shown as Supplementary Fig. S2).

Figure 7 shows the modeled and radar-inferred horizontal
anisotropy at the seven sites marked in Figures 3 and 5. At the
location of EDC, ice-core data are plotted as well (Durand and
others, 2009). Both the ice-core- and laboratory-calibrated models
match the data well near the surface, but systematically find too-
large horizontal anisotropy between 500 and 2000 m throughout
the domain. Simulations with ice-core- and laboratory-calibrated
recrystallization produce very similar horizontal anisotropy (neg-
ligible differences except deeper than 3000 m) despite large differ-
ences in the vertical component of the fabric. Differences
compared to the pRES-inferred values reach a factor of 2.5 for
both simulations. The pRES-inferred values match the EDC
data well overall, although they generally lie at the low end of
the spread in the ice-core data (Fig. 7d). The ice-core data thus
suggest that some of the difference between the pRES-inferred
anisotropy and the modeled anisotropy may be due to the
pRES method slightly underestimating the eigenvalue difference.
The majority of the model-pRES difference is therefore attribut-
able to the model producing fabrics with too much horizontal
anisotropy rather than errors in the pRES measurements.

Discussion

Implications of model-data misfit

Using ice-core- or laboratory-calibrated rate factors, the model
produces slightly too strong horizontal anisotropy throughout
the model domain. Given this difference and the available data
from EDC, it is reasonable to infer that the vertical component
of the modeled fabric is too weak throughout the domain as
well. Although we are unable to attribute the model-data misfit
to a single cause, it seems likely that the differences are, in large
part, due to limitations of the fabric model rather than of the ice-
flow model, time-dependent forcing or boundary conditions.
Since the fabric model considers the processes thought to be
most relevant for fabric development, and the model can qualita-
tively reproduce fabrics found in ice cores and laboratory deform-
ation experiments, we consider assumptions about the rates of
these processes to be the most likely cause of the model-data
misfit.

Although the rate-factor parameterizations (Γ0 and Λ0) of the
different fabric processes are only approximations of the true
physics of fabric development, they are qualitatively able to pro-
duce the diversity of natural and synthetic fabrics (Richards and
others, 2021). We consider it likely that the rate factors are not
accurately described by either set of coefficients (lab- or
ice-core-calibrated coefficients), and that further calibration
against experimental data could yield a closer match to the
data, without large changes to the models of fabric processes
(i.e. the functional form of Eqn (5)). Indeed, laboratory-calibrated
rates were effectively tuned to three data points without uncer-
tainty bounds (Richards and others, 2021). Additional laboratory

measurements, designed to allow the rate factors to be tuned
against data (at different strain rates, temperatures and stresses),
might lead to better constrained coefficient functions of the
recrystallization models, and might clarify whether the model-
data mismatch is due to sparse experimental data.

Similarly, calibrating the coefficient functions by comparing
data from EDC to a one-dimensional, time-varying model with
a better-constrained strain tensor, might change the
ice-core-calibrated values and elucidate whether the model is cap-
able of exactly reproducing the data. For example, it is possible
that further data will clarify whether the rate of migration recrys-
tallization is truly linear in the strain rate or whether a more com-
plicated relationship exists; given the difference in strain rates in
the laboratory and natural settings, a rate factor that depends non-
linearly on the strain rate may reconcile our estimated coefficients.

Calibration to ice cores drilled in more complex flow regimes
could provide additional information about this difference. Fabric
measurements on the EastGRIP core (Westhoff and others, 2021)
could be particularly valuable for calibration, since it samples an
active ice stream moving 50 m a−1. Measurements on NEEM
(Montagnat and others, 2014), drilled on a divide rather than a
dome, and the South Pole ice core (Voigt, 2017), drilled on a
flank moving 10 m a−1 would add two more stress states for cali-
bration. Multi-site calibration requires a more efficient approach
than the brute-force method used here, and the more complex
stress states may not be accurately simulated with the simple
Nye and Dansgaard–Johnsen models used here. Nevertheless,
such multi-site calibration may help elucidate whether site-
specific characteristics of Dome C, for example the cold tempera-
ture and low strain rates, explain some of the difference between
our ice-core- and laboratory-calibrated rate factors.

Large-scale modeling with a spectral fabric description

There are important differences between the spectral and tensorial
representations both in terms of physics and in terms of technical
implementation (Richards and others, 2021; Rathmann and
others, 2021). A clear advantage of the spectral formulation is
that it does not need a closure approximation, while consistency
requires at least a minimal closure for a tensorial representation.
Definitionally, each high-order structure tensor must have a num-
ber of non-zero components leading to the sub-traces taking
values compatible with the lower-order structure tensors (e.g.
Advani and Tucker, 1987). This becomes problematic when the
evolution of lower-order tensors depends on the higher-order
ones, since the higher-order contributions cannot ever be
assumed to be zero. In the spectral representation, harmonics
with l > 0 represent anomalies relative to isotropy, modes >L
can safely be ignored for fabric development (an equivalent
assumption can be made for the tensorial representation, but
since for isotropic fabrics the higher-order tensors are non-zero
it is more complicated than assuming spectral components are
zero).

Perhaps the most important physical disadvantage to the spec-
tral approach is the need to balance regularization (in orientation
space) with the maximum fabric strength that is possible. For
example, using canonical Laplacian regularization with L = 6, λ3
saturates ∼0.8 in unconfined compression, while λ3→ 1 is
expected under sufficient strain; we avoided this problem with
carefully calibrated hyper diffusion that permitted λ3 > 0.99
while keeping the model stable. Such calibration must, however,
be adjusted for different values of L, or else spurious oscillations
or a maximum fabric strength will result.

In addition to physical differences, there are a number of tech-
nical differences between the spectral and tensorial representa-
tions that affect the feasibility of using the two representations
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in a large-scale model. We briefly mention the two that we see as
most important. At the same order of truncation, the spectral and
tensorial representations have the same number of degrees of free-
dom. With no simplifications, the spectral representation always
tracks two times the number of complex, independent compo-
nents (plus the zero-order component), while the tensorial
representation, in native form, tracks a number of degenerate
components that increases proportional to 3m. For example, a (4)

has 81 components, but only nine are unique (assuming a (2) is
known); in order to avoid the computational cost of tracking all
81, however, cumbersome expressions must be derived for each
individual independent component. This rapidly becomes infeas-
ible if yet higher-order structures are desired. Even if only a (2) and
a (4) were explicitly tracked, modeling the evolution of a (4) would
require an approximation of the non-zero elements of a (6), which
has only 15 independent components out of its 729 elements. The
tedious work of determining these relations is avoided with the
spectral representation; the simplifications of Eqn (13) remain
the same at each L, and can be handled automatically to reduce
the problem to only the independent components. Thus, the
lack of degeneracy allows us to increase the order of the fabric
description up to any desired order, so future studies with greater
computational power and some need for highly resolved represen-
tations of the fabric could use arbitrarily large L (we tested up to
L = 12, but expect larger L to be feasible with greater computa-
tional resources).

Another technical difference is that some models of fabric pro-
cess (e.g. DDRX) naturally involve a (m), whereas others (e.g. lat-
tice rotation and CDRX) involve ϱ*, which might influence the
choice of representation. Apart from having to construct structure
tensors when comparing modeled fabrics to ice-core measure-
ments, constructing a (2) and a (4) – even when DDRX is negligible
– is necessary in the spectral approach since the eigenenhance-
ments, Eij, (or fluidity tensor) depend on both a (2) and a (4).
Reconstructing a (2) and a (4) is quick compared to the time
taken to model the evolution of ϱ*(x, t) in 2-D, so does not
add significant computational cost. Relatedly, all a (m) lie between
0 and 1 by definition, but may fall outside this range due to
numerical or truncation errors. Enforcing these bounds by renor-
malizing a (m) (e.g. dividing through by the sum of unnormalized
eigenvalues and setting negative eigenvalues to zero) becomes
increasingly tedious for structure tensors of increasing order m
> 4, as determining eigenvalues becomes increasingly computa-
tionally difficult. In the spectral approach, we found it useful to
cap the angular power spectrum of @̂m

l to ensure the largest eigen-
value is ≤1 for all a (m); to do so, we renormalize the power spec-
trum to that of the delta function if needed (representing a perfect
single maximum). Because of the way the harmonic modes
describe an anomaly from isotropy, this in turn also ensures the
smallest eigenvalue is ≥0. While this does not ensure the smallest
eigenvalues are ≥0 for relatively strong girdle fabrics, such fabrics
do not arise in the present simulations. If renormalization is not
carefully addressed, this can lead to numerical issues – particu-
larly for strong single-maximum fabrics – caused by spectral coef-
ficients resulting in negative directional viscosities (see Appendix
A).

Outlook

The spectral representation of fabric provides a convenient way to
include additional processes in modeling of fabric evolution, and
thus provides a path forward for integrating future small-scale
model development into large-scale ice-flow models. Simply mov-
ing to L > 2 permitted us to model the effect of DDRX, and fur-
ther increases in the order of approximation could allow for use of
nonlinear grain rheologies in deriving the bulk anisotropic

fluidity; such a transition is greatly eased by the spectral represen-
tation of the fabric. The contrast between fabric modeled with
laboratory- and ice-core-calibrated rate factors suggests a discon-
nect between how fabric develops in the laboratory and in natural
settings; presumably this difference stems from the 5–7 orders of
magnitude larger strain rates at which laboratory tests are con-
ducted compared to typical ice-core settings. Some fundamental
differences have been clear before this work; for example, labora-
tory ice-deformation experiments do not seem to produce strong
girdles, despite widespread observations of girdles in natural ice.
This modeling, and the recent work on which it relies (Richards
and others, 2021; Rathmann and Lilien, 2022b), allows direct
comparison of the fabric evolution at laboratory scales/rates and
ice-core scales/rates, potentially providing a path forward for
understanding these differences.

In this work we have avoided areas with rapid ice flow, since
data with which to validate the model are unavailable in such
areas. However, accurately capturing rheology in areas of fast
flow is critical for accurate modeling of outlet glaciers and ice
streams. For example, models that do not include anisotropy
sometimes find that ad-hoc weakening of shear margins (beyond
the weakening expected from temperature alone) produces a bet-
ter match to velocity observations (e.g. Joughin and others, 2012).
Such weakening is often attributed to anisotropy (Minchew and
others, 2018; Grinsted and others, 2022). The complexity of
flow in such areas necessitates a relatively complex fabric model
such as that used here. Shear margins have relatively short resi-
dence times, so fabric cannot be assumed to be in steady state
with its in situ stress state, precluding the use of models that
make such an assumption (Graham and others, 2018), yet recrys-
tallization is thought to be active at the relatively high tempera-
tures and high strain rates found in shear margins (Faria and
others, 2014; Hunter and others, 2021), precluding a (2)-only
approaches. Moreover, the multiple deformation modes active
in shear margins (transition from vertical shear to plug flow coin-
cident with horizontal shear) suggest a need to use a tensorially
anisotropic viscosity. Fabric will evolve through time, and will
do so differently from other potential modes of weakening,
such as crevassing, so the need to capture the full fabric field
and its evolution is compounded in transient simulations. The
model presented here could be applied to areas with multiple
active deformation modes, such as shear margins, to more accur-
ately capture the variations in directional viscosity and the evolu-
tion of flow through time, an application for which existing
anisotropic models are not calibrated. Further calibration of this
model to use in such areas could take advantage of additional geo-
physical constraints, such as seismics (e.g. Lutz and others, 2022),
in order to validate modeled fabric in these areas.

Conclusions

We incorporated a recently developed model of fabric evolution
into a large-scale ice-flow model. The model includes lattice rota-
tion, rotation recrystallization and migration recrystallization, the
three processes thought to be most important for fabric develop-
ment, and couples the fabric to ice flow through a rheology with
fewer approximations than those used previously. We applied this
new, coupled model to simulate ice flow and fabric development
on a transect across Dome C, East Antarctica, where relatively
plentiful validation data exist. At the small scale, previous work
showed that this model does an excellent job reproducing labora-
tory fabric-development experiments (Richards and others, 2021),
but applying it to the large scale, as we have done here, reveals
that the model is less able to reproduce the large-scale fabric
found in the EDC core and inferred from pRES. Calibrating
rate factors to match the EDC core, using a zero-dimensional
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model, reduced, but did not eliminate, this misfit. This discrep-
ancy cannot be firmly attributed to one source, but insufficient
constraints on the relative rates of different processes (migration
recrystallization, rotation recrystallization and lattice rotation)
may be the cause. The difference found between calibrated pro-
cess rate factors using laboratory and ice-core data suggests a
gap exists in our understanding of how ice-crystal fabric develops
differently in laboratory compared to natural (in situ) conditions.
However, this type of modeling allows quantitative comparison
across spatial and temporal scales, and thus provides a potential
path forward for reconciling the differences of fabric development
found in laboratory and natural conditions. The model is one of
the first that is well-suited to simulating the effect of fabric on the
complex deformation experienced in areas such as shear margins,
and may thus allow more accurate simulation of such areas.

Supplementary material. The supplementary material for this article can
be found at https://doi.org/10.1017/jog.2023.78.

Data. All data used in this study are available as part of previously published
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at https://doi.org/10.5281/zenodo.7416060. Code to run all simulations and
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Appendix A: Fabric evolution model validation

We performed a number of ‘cube crushing’ experiments to test the perform-
ance of the spectral fabric description in Elmer/Ice. Simulations are split
into two- and three-dimensions; when the velocity gradient in one direction
is uniformly zero (e.g. ∂u/∂z = 0) it is sufficient to use a 2-D model, but
when there are non-zero velocity gradients in all three directions a 3-D
model is required. Model domains were 1 m cubes in 3-D (1m squares in
2-D) with 5 cm mesh resolution. Four types of strain were applied: simple
shear (in x–y), confined compression (compression in y, confined in z),
unconfined compression (in z) and uniform extension (in z). The former
two used 2-D domains and the latter two used 3-D. All used a strain rate of
0.1 a−1, which was uniform across the whole model domain (i.e. the velocity
was fixed rather than simulated). For each strain, seven simulations were run:

(1) Full fabric model (Γ0 = 0.55 a−1 and Λ0 = 2.0 × 10−2 a−1, chosen to
approximate rates at −5◦C).

(2) Lattice rotation only (Γ0 = 0 a−1 and Λ0 = 7 × 10−3 a−1 for regularization).
(3) Migration recrystallization only (Γ0 = 0.55 a−1 and Λ0 = 0 a−1, no lattice

rotation).
(4) Full fabric model (Γ0 = 0.55 a−1 and Λ0 = 2.0 × 10−2 a−1), but replacing the

stress with the strain rate in Eqn (10) for comparison with prior work.
(5) Migration recrystallization only (Γ0 = 0.55 a−1 and Λ0 = 0 a−1, no lattice

rotation), but replacing the stress with the strain rate in Eqn (10) for com-
parison with prior work.

(6) Full fabric model (Γ0 = 0.73 a−1 and Λ0 = 2.0 × 10−2 a−1, chosen to
approximate rates at 0◦C).

(7) Full fabric model (Γ0 = 0.17 a−1 and Λ0 = 1.7 × 10−2 a−1, chosen to
approximate rates at −30◦C).

Pure-shear simulations (extension and compression) were run to 100% strain
using ∼0.09 year time steps, while the simple shear simulations were run to
300% strain using 0.06 year time steps. During the simulations, the mesh
was fixed; this leads to inflow boundaries where we assume that isotropic ice
enters. Results are considered at the center point of the cube or square,
where u = 0 and thus there are no advective effects.

The cube-crushing experiments were matched to simulations using the
tensorial fabric representation in Elmer/Ice (which necessarily considered
only lattice rotation) and simulations of a single, zero-dimensional ice parcel
using SpecFab. Methods for the tensorial representation followed previous
work exactly (Gillet-Chaulet and others, 2006; Lilien and others, 2021), so
model equations are not repeated here. These simulations allow us to isolate
the effect of using the higher-order fabric model, where closure assumptions
do not affect the lower order fabric moments, on lattice rotation. Three
SpecFab simulations were run for each strain-rate experiment: one with the
full fabric model using parameters for −5◦C, one with lattice rotation only
(and rotation recrystallization for regularization) and one with migration
recrystallization only. For migration recrystallization in SpecFab, the strain
rate was used to determine D in Eqn (10) (i.e. the stress and strain rate were
assumed to be coaxial). SpecFab simulations used L = 20, which allows us to
identify the limitations of truncating the fabric description at L = 6. In the
full and lattice rotation simulations, we used hyper diffusion for regularization,
with identical coefficients to those used with Elmer/Ice.

Lattice rotation

Results from the cube-crushing experiments are shown in Figure 8. The model
output closely matches laboratory data for unconfined compression (Hunter
and others, 2021), while it matches less well for simple shear (Qi and others,
2019); however, the laboratory measurements are run to a lower total strain
than used here, which may partially explain this difference. Using the higher-
order, spectral representation of fabric leads to significant differences com-
pared with the tensorial representation in the case of simple shear (middle col-
umn of panel b in Fig. 8). There was a near-perfect match between the spectral
and tensorial representations for pure shear simulations (middle column of
panels a, c and d in Fig. 8). Example fabrics produced by lattice rotation
alone can be seen in Figures 9a, f. For lattice rotation, the SpecFab version
should be thought of as ‘truth’ in the sense that differences between the
other models and the SpecFab version are solely due to the lower-order
representation of the fabric and regularization (for the spectral version). The
spectral implementation in Elmer, despite being lower order and including
spatial regularization, exactly matches the SpecFab version except for confined
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compression. In that case, the very strong single maximum that forms is lim-
ited in strength by the spatial resolution and regularization; because the fabric
gradient here is much stronger than in larger-scale models (isotropy to a single
maximum in 0.5 m), this limitation will not affect realistic, large-scale applica-
tions. The tensorial representation produces results remarkably close to the
SpecFab ‘true’ version except in the case of simple shear; this difference likely
stems from the tuning of the closure approximation in the tensorial approach.
This mismatch implies that even when lattice rotation alone is considered, a
higher-order model may be justified for areas experiencing simple shear.

Migration recrystallization

When only migration recrystallization is active, the model produces the multi-
maxima and 45◦ pseudo-girdle fabrics that are considered indicative of migra-
tion recrystallization (Figs 9e, j). For the cases tested, we find very little sensi-
tivity to whether τ or ė is used to determine the migration recrystallization in
Eqn (10). This is not a guarantee that using ė is always appropriate, though. As
seen in the ‘full’ column of each panel of Figure 8, interplay lattice rotation and
recrystallization can cause subtle differences to emerge based on whether the
migration recrystallization is τ- or ė-dependent.

Full fabric model

The full fabric evolution, including both migration recrystallization and lattice
rotation, is intermediate between the lattice-rotation-only and migration-
recrystallization-only fabrics (Fig. 8). However, the complex, multi-maxima
or 45◦ pseudo-girdle are not seen in the coupled simulations. Nevertheless,
the differences compared with the lattice-rotation only simulations are signifi-
cant (up to 50% difference in eigenvalues, Figs 9k–n), so recrystallization still
has an important effect. However, differences are only notable at high tem-
peratures (Fig. 9). Nonetheless, the effects of recrystallization suggest that its
effects should be considered even at lower temperatures, consistent with
prior work (Richards and others, 2021).

Effect of truncation and regularization

Unless regularization is added to the dynamical model of fabric evolution (5),
a quasi-periodic trajectory is found in the state space of the expansion coeffi-
cients, @̂m

l , that may pass through unphysical states where the resulting eigen-
values of a (m) fall outside their normalized bounds (between 0 and 1). As

noted in the main text, we apply hyper-diffusion with a magnitude sufficiently
large as to guarantee stable states are approached under sustained, constant
modes of deformation with lattice rotation. Laplacian diffusion is a spectrally
broad operator that affects several modes near l = L. When L = 6, this has the
consequence of preventing the coefficients @̂m

2 and @̂m
4 from taking the values

needed to represent concentrated c-axis distributions, such as a strong single
maximum. Like in classical fluid problems posed in spectral space, diffusion
can be spectrally sharpened to affect a minimal number of high-wavenumber
modes (high l). Figure 10 shows the difference between applying an unmodi-
fied Laplacian operator as regularization (light lines) as opposed to hyper dif-
fusion (dark lines). For the same truncation order L, it is clear that unless
hyper diffusion is considered, the largest a (2) eigenvalue (upper x-axis in
Fig. 10) is limited to take values of λ3≤∼0.8, which limits the corresponding
largest and smallest directional enhancement factors (Eij) that can be modeled
(filled and line contours). Similarly, if a higher-order truncation (L = 20) is
considered, Figure 10 shows that the effect of regularization (unmodified or
hyper diffusion) is not felt at the lowest wavenumber coefficients, @̂m

2 and
@̂m
4 . While large L are therefore to be preferred (guaranteeing that the dynam-

ics of the coarsest-scale structure in the MODFs is governed by lattice rotation
and DDRX, and not regularization), computational resources in practice limit
how large L can be taken to be; in our case, the very long simulation prevented
us from considering L > 6. Hyper diffusion was thus necessary for such a
simulation.

Appendix B: Orthotropic rheology validation

We compare the effect of using the full nonlinear orthotropic viscosity of
Rathmann and Lilien (2022b) for using the nonlinear extension to the general
orthotropic linear flow law (GOLF; Gillet-Chaulet and others, 2005) that, by
analogy to the canonical Glen’s flow law, introduces a nonlinear viscosity
depending solely on the second invariant of the deviatoric stress tensor
(Martín and others, 2009). In the GOLF,

t = h̃0

∑3
i=1

[
h̃itr(mi ⊗mi · ė)+ h̃i+3dev(ė ·mi ⊗mi +mi ⊗mi · ė)

]
, (B1)

where h̃0 = A−1/n(e(1−n)/2n
E )/4 is an isotropic effective viscosity related to the

canonical Glen prefactor, h̃i = h̃i(a
(2)) are six dimensionless viscosities (that

differ from Eqn (20)), and dev( ⋅ ) denotes the deviatoric part of a tensor.
The viscosities h̃i(a

(2)) were taken from the visco-plastic self-consistent

Figure 8. Results from cube crushing simulations at −5◦C, showing eigenvalues of the simulated fabric under (a) confined compression, (b) simple shear, (c)
unconfined compression and (d) uniform extension. Within each panel, the three columns indicate which processes are included. Solid lines show laboratory
deformation test results simple shear run to 260% strain at −5◦C) (PIL94; Qi and others, 2019), and unconfined compression to 40% strain at −3◦C at two different
strain rates (MD22 and D5-1; Hunter and others, 2023). Dashed lines show eigenvalues under lattice rotation only using the structure-tensor representation of fabric
in Elmer. Markers show other simulation types (SpecFab, Elmer spectral with DDRX calculated using τ, or Elmer spectral with DDRX calculated using ė). Colors
indicate eigenvalue number (blue for λ3, orange for λ2 and green for λ1).
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Figure 10. Modeled fabric state trajectories (lines) and
the corresponding eigenenhancements (filled and line
contours) for vertically symmetric fabrics similar to
Figure 1. Modeled fabric trajectories are shown for regu-
larization with (dark lines) and without (light lines)
hyper diffusion. Hatched area indicates restricted parts
of the state space, bounded by the angular power spec-
trum not being allowed to exceed that of the delta func-
tion (perfect single maximum); see main text.

Figure 9. Temperature dependence of modeled fabric. (a–e) Fabric under simple shear in x–y with lattice rotation only, at −30◦C, at −5◦C at 0◦C, and with DDRX
only respectively; since recrystallization increases with temperature, pure lattice rotation or DDRX can be seen as end members of a spectrum (although neither is
ever achieved). (f–j) as in (a–e), but for uniform extension in z. (k–n) Dependence of the fabric eigenvalues on temperature under different strains. Colors indicate
eigenvalue number (blue for λ3, orange for λ2 and green for λ1). Lines with squares indicate model results. Diamonds, X’s and circles show laboratory data from
PIL007, PIL94, PIL135 and PIL268 of Qi and others (2019), PIL255 Fan and others (2020) and MD22, D5-3 and D5-1 of Hunter and others (2023), respectively; symbols
with white centers indicate that the total strain used in the laboratory experiment is significantly less than that used in the simulation (<40% compared to 100%
used in the model).

Journal of Glaciology 19

https://doi.org/10.1017/jog.2023.78 Published online by Cambridge University Press

https://doi.org/10.1017/jog.2023.78


model of Gillet-Chaulet and others (2006). Note that for an isotropic fabric,
this relation reduces to the ordinary form of Glen’s flow law, just as for the
full nonlinear orthotropic version.

There are two essential differences between the full nonlinear orthotropic
law used here and the GOLF: (1) the nonlinear viscosity differs as a result of
which invariants are considered and (2) the directional enhancement factors
differ as a result of different homogenization schemes (linear combination
of Taylor and Sachs hypotheses for the full nonlinear orthotropic law, visco-
plastic self-consistent model (VPSC) for the GOLF). Rathmann and Lilien
(2022b) showed that the approximated rheology generally does a good job
reproducing the unapproximated form to a small relative error for a given fab-
ric, but did not consider the accumulation of such errors as a coupled simula-
tion progressed.

To assess whether the full nonlinear rheology was likely to be important in
more realistic settings (and thus in parts of the Dome C transect), we ran three
simulations of an idealized ice divide, similar to those in Martín and others
(2009) but using the spectral formulation for the fabric, and including recrys-
tallization and an evolving temperature field. We used the ice-core-calibrated
rates for recrystallization, since this generally produces stronger fabrics and
thus may show a larger difference between the rheologies. The three simulations
differed only in the rheology: one used the canonical Glen’s flow law, one used
the nonlinear extension to the GOLF and the third used the full nonlinear
orthotropic rheology. The model domain was 40 km wide, ice was 2 km thick
at the outflows (with the divide in the center) and mesh resolution was 75m
in the vertical and 300 m in the horizontal. The outflows used the same pseudo-
glaciostatic boundary condition as the Dome C simulations, with d′ = 2000m,

and there was no sliding. The ice surface was held at −40◦C, and there was 75
mWm−2 of geothermal heat. Accumulation was 0.05 m a−1 (making the time-
scale t = H/ḃ = 40 ka). The simulations started with isotropic fabric and ran
for 5τ = 200 ka, which is not long enough to reach steady state but is long
enough to show anisotropic effects (Martín and others, 2009). The full non-
linear rheology produces a result intermediate between Glen’s law and the
GOLF (Fig. 11). Differences compared to the GOLF are most pronounced
near the divide. Because the nonlinear extension to the GOLF closely matches
the full nonlinear orthotropic law (Rathmann and Lilien, 2022b), these differ-
ences are likely due to feedbacks between fabric development and flow that lead
to the small differences slowly accumulating to larger departures. An additional
aspect of the difference may be due to the differences between the VPSC and
the linear combination of the Taylor and Sachs hypotheses; the present work
cannot identify the effect of that difference. We note that the results here differ
significantly from Martín and others (2009), which found a double Raymond
bump and a stronger difference between their anisotropic rheology and
Glen’s flow law. Most of this difference can be attributed to recrystallization;
in our model migration recrystallization introduces other fabric patterns, and
rotation recrystallization causes decay toward isotropy. Both of these prevent
the effects of anisotropy from being as strong under the divide, which combines
with the limits that L = 6 places how hard the ice can become for (vertical)
compression (see Appendix A). In addition, the cold temperatures and low
accumulation in our model contrast with Martín and others (2009), who
were mainly interested in ice rises. Our comparison is relevant for the area at
hand, but other areas with shorter timescales, or where recrystallization is
not thought to be active, may show much larger differences between rheologies.

Figure 11. Effect of different rheologies on an idealized ice divide. (a) Age structure of the divide. Blue, red and brown contours show isochrones at various ages for
Glen’s flow law, the unapproximated nonlinear orthotropic rheology and the nonlinear extension to the GOLF (Martín and others, 2009), respectively. Contours for
Glen’s law are mostly covered by those for the unapproximated nonlinear orthotropic rheology. (b) As in (a), but with contours of |ėxz |.
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