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1. Introduction and statement of the theorem. Two elements A, B of 
a lattice are said to form a modular pair when (X V A) A B = X V {A A B) 
holds for all X ^ B, and are said to form a dual-modular pair when 
(X A A) V B = X A (A V B) holds for all X ^ B. 

We are concerned here with a particular lattice, the lattice of closed sub-
spaces of a normed linear space, and with a question posed by Mackey in 1945 
(6, p. 206, problem 2), namely: 

"Are there any incomplete normed linear spaces in whose lattices of closed 
subspaces modularity and d-modularity are equivalent?". 

The principal result of this paper is the following. 

THEOREM 1. If, in the lattice of all norm-closed subspaces of a real or complex 
inner product space X, every modular pair is dual-modular, then X is complete. 

This provides the answer "no" to Mackey's question for spaces whose norm 
can be derived from an inner product. 

In § 2 dual modularity is studied, in § 3 modularity is covered, and § 4 
contains the proof of Theorem 1. Ideas of Amemiya and Araki (1) are used in 
the proof. 

2. Dual-modular pairs of subspaces. A closure operation on a lattice 
C^ is a mapping M —» M of J ^ into itself that satisfies the following" three 
conditions: (1) M ^ M, (2) M = É, and (3) M S N => M ^ N. We shall 
take for granted an acquaintance with the elementary properties of closure 
operations as is contained for example in BirkhofFs book (3; Chapter V, § 1), 
the principal fact we wish to recall being that the elements of J ^ that satisfy 
M = M (elements we shall call closed) constitute a complete l a t t i c e d under 
the same order as that in Jf, where now the meet operation ( A ) in =£f is the 
same as that inJ^ , but the join operation (V) is in general different. 

We are solely interested in the case when j f is the lattice of all subspaces of a 
linear space X and when the closure operation satisfies these two additional 
criteria: (4) The zero subspace is closed, and (5) If M is a closed subspace and 
x G X, then M + sp(x) is closed (sp(x) stands for the zero-dimensional or 
one-dimensional subspace spanned by the vector x). We shall call a mapping 
M —» M that satisfies these two conditions a Mackey closure operation. 
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T h e following theorem, while somewhat more general, is still substant ial ly 
Mackey ' s (6, Theorem I I I - 6 ) . 

T H E O R E M 2 (Mackey) . Let X be a linear space over an arbitrary field, let 
there be given a Mackey closure operation on the lattice of all sub spaces of X, and 
let S£* symbolize the lattice of closed subspaces. Then the closed subspaces M, N 
form a dual-modular pair in Jzf when and only when the linear span M + N is 
closed. 

Proof. If M + N is closed, so t h a t M + N = M V N, and if y G K A 
(Af V N), where K is a closed subspace, K ^ N, then y£M\/N = M + N 
hence y = m + n, m G M, n G N. Then m = y — n G K, inasmuch as y G K 
and n G N ^ K. T h u s m £ M A K, hence 

y = m + n £ (M A K) + N ^ (M A K) V N. 

As the reverse inequali ty is valid in any lattice, we have equali ty. 
Conversely, suppose t h a t M, N is a dual-modular pair. W e wish to prove t h a t 

M + N = M V N. If there exists an x G ikf V N, x $_ M + TV, then, set t ing 
2£ = N + sp(x) , we would have x £ K A (M V N) = (K A M) V N 
(using dual modular i ty) . However, a t the same time, we would have to have 
K A M = N A M since 

yeKAM=^y = n + \x(iM=^\x = y — n £ M + N 

which implies t h a t X = 0, since x G M + N. T h u s y = n£MAN so t h a t 
K A M = N A M and thus x G (K A M) V N = (N A M) V N = N, a 
contradict ion. T h u s no such x exists, from which we infer t h a t M + N = 
M V iV; in other words, ikf + N is closed. 

One immediate consequence of this theorem is tha t , in such a latt ice oSf, the 
relation "(M, N) form a dual-modular pa i r" is symmetric in M and iV. 

Topological closure in a Hausdorff topological vector space is a Mackey 
closure operation (property (5), the most difficult to verify, is proved, for 
example, in (7, Chapter I, § 3.3)). Consequently, a pair M, N of topologically 
closed subspaces is dual-modular precisely when their sum M + N is topo
logically closed. This is in part icular t rue for normed linear spaces, and, since 
this case has special importance for us, we s ta te it explicitly. 

COROLLARY 3. In the lattice of all closed subspaces of a normed linear space, 
a pair M, N is dual-modular when and only when the linear span M + N is 
closed. 

A linear system XL consists of a linear space X together with a distinguished 
subspace L of the algebraic dual of X. We shall also always assume t h a t the 
subspace L is total ( tha t is, l(x) = 0 for all / G L implies x = 0) a l though this 
is not commonly pa r t of the definition of a linear system. If XL is a linear 
system, for a subset M C X, set M' = (/ 6 L ; l(M) = 0) and for a subset 
N Ç L, set N' = (x e X;l(x) = 0 for all I £ N). Then the mapping M -> M" 
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is a Mackey closure operation on the subspaces of X (6, Theorem I I I - l ) . 
Consequently, we have the following result. 

COROLLARY 4. In the lattice of all closed subspaces of a linear system, the pair 
(M, N) is dual-modular if and only if M + N is closed. 

There is a Mackey closure operation, namely bounded closure (6, 
Chapter IV, § 1 and Theorem IV-8), that is not closure with respect to any 
linear system (6, Chapter IV, last paragraph of § 2). Consequently, Theorem 2 
cannot be derived from Corollary 4 (which is Mackey's original result). Of 
course, Corollary 3 can be derived from Corollary 4 by using the linear system 
XL, where X is the topological linear space and L is its conjugate space con
sisting of all continuous linear functionals on X. 

Since bounded closure is a Mackey closure operation, we see by Theorem 2 
that the pair (M, N) is dual-modular in the lattice of all boundedly closed 
subspaces when and only when M + N is boundedly closed. Is the sum of 
boundedly closed subspaces always boundedly closed? This is Mackey's 
problem (6, problem 4(a)) which, like many of his other fourteen problems, 
remains unsolved. 

3. Modular pairs of subspaces in a normed linear space. The charac
terization of modularity is based on the concept contained in the following 
lemma, whose simple proof we leave to the reader. 

LEMMA 5. Let X be a normed linear space, and let M, N represent closed 
subspaces of X. The following conditions on M and N are equivalent: 

(1) There exists a > 0 such that \\m\\ + \\n\\ ^ a\\m + n\\ for all m G M, 
n e N; 

(2) There exists a > 0 such that m £ M, \\m\\ = 1, n G N together imply 
\\m — n\\ ^ a; 

(3) M r\ N = 0 and the (single-valued) linear operators S (m + n) = m, 
T(m + n) = n are both bounded as maps on the normed linear space 
M + N. 

We shall call subspaces that satisfy the equivalent conditions of Lemma 5 
completely disjoint] modularity is characterized in terms of complete dis-
jointness. 

THEOREM 6 (Mackey). Let X be a normed linear space, S£ its lattice of closed 
subspaces, and let M, N represent closed subspaces of X satisfying M C\ N = 0. 
Then in order that M, N form a modular pair in££, it is necessary and sufficient 
that they be completely disjoint. 

The proof of this characterization of modular pairs is quite difficult, using 
as it does deep topological facts in an apparently essential way, in surprising 
contrast to the simple characterization of dual-modularity (Theorem 2). 
Our proof of this theorem contains some technical innovations, the principal 
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one being the use of unbounded operators, and thus provides a hopefully 
clearer bu t a t least different derivation of the result. 

Indeed, it is jus t this strong contrast between the concepts of modular and 
dual-modular t h a t accounts for val idi ty of the main theorem, the rat ionale 
being t h a t the condition "modular =» dual-modular" derives its s t rength 
(a s t rength sufficient to imply metric completeness) from the fact t h a t it forces 
the identification of two markedly different concepts. 

T h e idea of our proof is to transfer the problem to the conjugate space, 
which is a Banach space so t h a t the closed graph theorem can be used, and in 
which the original modular pair is transferred to a dual-modular pair which can 
then be characterized by Theorem 2. Since the conjugate space does not appear 
in the s t a tement of the theorem, the use of the conjugate space can be regarded 
as an unsatisfactory aspect of the proof. A direct proof would be desirable. 

W e begin the proof of the theorem by recalling some facts about conjugate 
spaces and about adjoints of unbounded operators. 

T h e conjugate space L = X*, consisting of all continuous linear functionals 
on the normed linear space X , is a Banach space with the norm 

H/ll =lub(| /(*) | ; ||*|| g l ) . 

A subspace M of X is norm-closed if and only if M = M" in the linear system 
XL; this is an easy consequence of the Hahn-Banach theorem. However, norm-
closure in X* is different from closure in the linear system (X*) x , those sub-
spaces P of X* t h a t satisfy P = P" (relative to the linear system ( X * ) x ) , 
which are wha t Banach called the regularly closed subspaces of X*, being 
norm-closed in X*, bu t not all norm-closed subspaces of X* having this form 
(2, Chapte r V I I I , §§ 1, 2) (unless X is a reflexive Banach space.) Nonetheless, 
P —•> P" is a Mackey closure operation on the subspaces of X*, and the maps 
M —» M', P —> P' are each one-to-one and onto as maps between the lat t ice 
J$f (X) of all norm-closed subspaces of X and the lattice «if (X*) of all regularly 
closed subspaces of X*, are each order inverting, and are inverse to each other . 
Therefore a pair (M, N) of norm-closed subspaces is modular in ££ (X) if and 
only if (M', N') is dual-modular inJ?f (X*) which by Theorem 1 is equivalent 
to M' + N' being regularly closed; i.e., M' + Nf = (Mf + N')". 

If 5 is a linear operator defined on the subspace dom(5) of the normed 
linear space X, taking its values in X, we say t h a t S is closed when 
xt G dom(S) , i = 1, 2, . . . , xt —> x, Sxt —> y together imply x £ dom(5) and 
Sx = y (4, Remark 11.1.3). We shall use frequently the impor tan t closed graph 
theorem: A closed linear operator, defined everywhere on a complete normed 
linear space, is necessarily bounded (4, I I . 1.9). If 5 is a linear operator, no t 
necessarily closed, defined on the dense subspace dom(5) of the normed linear 
space X, the adjoint operator 5* (on X*) is defined as follows: dom(5*) is the 
subspace comprising those, and only those, / G X* for which / ( • ) = f(S(-)) 
is a bounded functional on d o m ( 5 ) . Since dom(5) is dense, every such func
tional has a unique continuous extension to all of X and we define the value 
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/ = £*(/) to be this unique element of X* (4, II.2.2). We note this fact: 5* 
is always a closed operator on the Banach space X* (4, 11.2.6) and is bounded 
and everywhere defined when 5 is bounded (4, II.2.8). Supposing now that 
dom(S*) is dense in X* (which need not be the case in general), we can form 
its adjoint, S**, which is a linear map on X**. We regard X as being a subspace 
of X** in the usual way by identifying the element x with the functional on X* 
given by x(f) = f(x). The domain of 5** comprises those x G X** for which 
x(-) = #(£*(•)) is a bounded functional on dom(S*), and when x G dom(S**), 
the value 5** (x) is the unique continuous extension of this functional x to all of 
X*. However, if x G dom(5), a n d / G dom(5*), then S*(f) = / , where / is the 
functional /(•) = f(S(-)) which is bounded on dom(5), so that 

|x(/)| = |x(S*(/))l = |x(/)| = |/(x)| = |/(5(x))| g Il/H ||Sx|| = «x[|/||. 

Thus x(-) is a bounded linear functional on dom(5*) and thus x G dom(5**). 
Moreover, [5** (*)](/) = x(f) = x(S*(J)) = f(x) = f(Sx) = [Sx](f) (con-
sidering the element Sx as a functional on X*), from which we infer that 
dom(5) Ç dom(S**) and, when x G dom(S), that Sx = 5**x. Thus, as we 
commonly say, 5** extends S. In particular, we are entitled to draw this con
clusion: If S** is bounded, so is S. 

We shall be applying the above theory to two special operators, obtained as 
in Lemma 5 (3). Suppose that M and N are two closed subspaces of X satis
fying M r\ N = 0 and having M + N dense in X. We define two (single-
valued) linear operators S and T, each of which has domain M + N, by setting 
S{m + n) = m, T(m + n) = n. Both 5 and T are closed operators (4, proof of 
11.1.14). The adjoints of 5 and T are easily computed. Note first that (in 
general) M' C\ N' = {M + N)f', from which we conclude that M' C\ N' = 0, 
M + N being dense. Since M' C\ N' = 0, the formulas S*(m' + n') = ri', 
T*(m' + nf) = ra' define (single-valued) linear operators on M' + Nf, which, 
as the notation anticipates, turn out to be the adjoints of 5 and T. To prove 
this we must verify that /(•) = / (£(•)) is bounded on M + N when and only 
when / G Af' + N'. However, f(m + n) = f(S(m + n)) = f(m) and this is 
bounded on M -\- N precisely when there exists an a > 0 such that 
\f(m + n)\ ^ a\\m + n\\ or that \f(m)\ ^ a\\m + n\\ for all m G il/, n £ N. 
This latter condition is equivalent to \f(n)\ ^ p\\m + n\\ for some /3 > 0, since 

l / W | = | / (w + w - w) | = \f(m + n) - f(m)\ S \f(m + n)\ + \f(m)\ 

^ ll/ll \\™ + n\\ + a\\m + n\\ = (| |/ | | + a ) | |m + n\\. 

And, putting these inequalities together, we obtain the following equivalence: 
/ is bounded on M + N if and only if there exists an a > 0 such that 
| / (m) | + |/(w)| ^ a||ra + n\\ for all m G M, n G X. However, this latter 
condition is equivalent to / G .M7 + X7, for if \f(m)\ + |/(w)| ^ a||ra + w||, 
then, upon setting jiim -\- n) = f(m),fi(m + n) = f(n), we obtain two linear 
functionals/1,/2 on M + X, both of which are bounded and therefore uniquely 
extendable to X*, and which satisfy fx(M) = f2(N) = 0, / = /1 + f2, hence 
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we have/wri t ten as desired. Conversely, if/ = / i + / 2 wi th / i G Mf,f2 G iV7, 
then l / M I = |/!(m) + / 2 (m) | = | /2(m)| = \f2(m + n)\ g | |/2 | | \\m + n\\f 

and similarly \f(n)\ ^ | | / i | | ||w + n\\ so that 

l/WI + l/WI ^ (||/l|| + ll/2||)(||« + »||). 
The value 5*(/), when / G ikf' + TV7, is determined by the formula 

[£*(/)](*) =f(S(x)), xG M+N. 

This reduces to g(m + ^) = / (w) (where we have set g = 5*(/)) , which in 
turn implies that g G iV. However, since every f £ M' + N' is uniquely a 
sum/ = m! + w', m' G M', n' G iV', we have g = n' and thus 5* (mf + nf) = n', 
as desired. The operator T is handled in exactly the same way. 

Using these constructions, we now prove Theorem 6. We first note that we 
may assume that M + N is dense in X simply by replacing X by the closure 
Y of M + N, and noting that the pair M, N is modular or completely disjoint 
in Y precisely when it is modular or completely disjoint, in X, respectively. We 
maintain our previous notation using 5, T for the operators S(m + n) = m, 
T(m + n) = n both defined on the (now) dense subspace M + N. 

If (M, N) is a modular pair in ££{X), then (Mf, N') is a dual-modular 
pair in^Sf (X*) so that ikf; + N' is regularly closed (Theorem 2). This means 
that M' + N' = {Mf + N')" which, using M' C\ Nf = (M+N)', yields 
M' + N' = (MHNY = 0' = X*. Thus 5* and T* are closed, everywhere-
defined linear operators on the Banach space X* and, by the closed graph 
theorem, are consequently bounded. Therefore 5** and T** are also bounded, 
and with them, S and T. This means that the pair (M, N) is completely 
disjoint (Lemma 5). 

If the pair (ikf, N) is completely disjoint, then the operators 5 and T are 
bounded and densely defined, and consequently 5* and T* are bounded 
operators defined everywhere on X* (4, II.2.8). Consequently, since 

dom(5*) = dom(r*) = M' + N\ 

we have M' + N' = X*. Therefore M' + N' is regularly closed, (M'f N') 
is a dual-modular pair, thus (M, N) is a modular pair. That completes the 
proof of Theorem 6. 

We close this section with a few related results that we shall need. 

LEMMA 7. If the closed sub spaces M, N of a Banach space satisfy M Pi N = 0, 
then M and N are completely disjoint when and only when M + N is closed. 

Proof. If M and N are completely disjoint, then the closed operators 
S(m + n) = m, T(m + n) = n are bounded. As is easily checked, any closed, 
bounded operator has a closed domain, hence M + N = dom(S) is closed. 
Conversely, if M + N is closed, then it is a Banach space, and by the closed 
graph theorem, 5 and T are bounded, so that M and N are completely disjoint. 
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Using Theorem 6 and the above lemma, we could now easily deduce 
Mackey's result: In the lattice of all norm-closed subspaces of a Banach space, 
every modular pair is dual-modular, and every dual-modular pair is modular. 

The next result is from (5, Lemma 5). 

THEOREM 8. Let M be a closed subspace of a Banach space X, and let D be a 
dense subspace of X. If there exists a closed subspace N with the following 
properties: 

(1) N Q D, 
(2) Mr\N = 0, M + N = X, 

then D P M is dense in M. In particular, if M has finite codimension, then 
D P M is dense in M for any dense subspace D. 

Proof. Let m G M be chosen. Since D is dense, there exist yt G D, 
i = 1, 2, . . . , such that yt —> m. We have D = (D C\ M) + N (as is easily 
checked), hence yt = rt + zu rt G D P M, zt G N, i = 1, 2, . . . . By 
Lemma 7, (M, N) is a completely disjoint pair, and applying Lemma 5(1) 
we deduce that \\rt — rf\\ + \\zt — Zj\\ S a\\yi — yj\\ for some a > 0. Accord
ingly, both sequences {rt) and (zi) are Cauchy and thus converge, say 
rî—>r£ M, Zi-+ z Ç N. Then m = r + z and at the same time m = m + 0, 
so that r = m, z = 0, the condition M P\ N = 0 forcing uniqueness of the 
representation of m. Thus rt—^m, and since rt G D C\ M, i = 1,2, . . . , we 
conclude that D C\ M is dense in M. 

When M has finite codimension, it is easy to see that we can choose a finite-
dimensional complement of M spanned by elements of D. This will serve as N. 
This last statement of the theorem is known (1; 4, p. 103). 

4. Proof of Theorem 1. Let X be the inner product space in question, 
and let X represent its completion. We wish to prove that X = X (evidently 
I Ç Ï ) . 

Let a £ X. While we could argue directly that then a G X, it is more 
convenient to assume the contrary and then argue to a contradiction. Thus we 
assume that a (? X; in particular, we have a ^ 0. Then, X being dense in X, 
there is a w G X such that (a, w) ^ 0. Let b = a — (\\a\\2/(w, a))w. A simple 
computation shows that (b, a) = 0, and b g X follows from the assumption: 
a C? X. In particular, b ^ 0. 

Now we shall select two sequences (a*; i = 1, 2, . . .) and (bt; i = 1, 2, . . .) 
with the following properties: 

(1) a, G X, bt G -X\i = 1 , 2, . . . , 
(2) at —^ a, bt ^ b (in X) , and 
(3) a* _L bj, at J_ 6, and a J_ bj for all i, j = 1, 2, . . . . 

The selection of these sequences goes as follows. Since the closed subspace 
sp (&)•»• has codimension 1, and X is dense in X, it follows from Theorem 8 that 
sp(ô)-1- Pi X is dense in sp(b)±. Since a G sp(ô)-1-, we can select a,\ G sp(ô)-LPiX 
such that ||ai — a\\ < 1. We have a, ai G sp(fr)-1- so that b G sp(a)-1-Pi sp(ai)-1-. 
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By Theorem 8, sp(a)-1- P\ sp(ai)-1- C\ X is dense in sp(a)-»- P\ sp(ai)-»- thus we 
may select bx G sp(a) J- P\ sp(ai)-1- H I s o t ha t ||6i — 6|| < 1. Then 

a G sp(6)A H sp(bi)J-

hence we can find a2 G s p ^ ) 1 / ^ s p ( 6 i ) x / ^ X with | |a2 — a|| < 1/2. Nex t 
ô 6 sp(a)-1- P\ sp(ai)-1- Pi sp(a2) x , thus we can find 

b2 G sp(a)-1- H sp(ai)-1- H sp(a2)-L C\ X 

with ||&2 — b\\ < 1/2; and so forth. Clearly this method of selection produces 
sequences with the above-listed three propert ies; we leave to the reader the 
sett ing up of the formal induction. 

Let M be the norm-closure in X of the subspace sp(ai , a2, . . .) and let N 
be the norm-closure in X of the subspace sp(6i, b2, . . .)• Clearly M J_ iV", and i t 
follows easily from this t h a t M and N are completely disjoint. (We can, for 
example, apply the criterion (2) of Lemma 5: \\m — n\\2 = (m — n,m — n) = 
\\m\\2 + ||w||2 = 1 + ||w||2 ^ 1.) Then , by Theorem 6, (ilf, N) is a modular 
pair in the latt ice of all norm-closed subspaces of X, thus by the assumption 
of our theorem, (ilf, N) is also a dual modular pair. Applying Corollary 3, we 
conclude in turn t h a t M + N is norm-closed in X. Now each of the vectors 
Ct = at — bu i = 1, 2, . . . , belongs to the subspace M + N, and we have 
lim ct = l im(aj — bt) = lim at — lim bt = a — b = (\\a\\2/ (w, a))w, which is 
a vector in X according to our original choice of w. Thus , since ilf + N is 
closed, ( | |a | |2 / (w, a))w G M + N, and since | |a | | 9e 0, we have w G M + N> 
so t h a t w = m + n, m ^ M, n £ N. 

Now let iff, iV represent the closure of ilf, iV, respectively, in X . Evident ly , 
I f J_ N, and clearly a G M, 6 G N. Now (w, a) ^ 0, thus if we set 
X = (Wt a ) / | | a | | 2 , then X j * 0 and w = \a - \b with Xa G iff, X& G N. B u t also 
^ = w + ^ , ^ G ilf Ç[ ilf, n £ N C iV, hence by the uniqueness of representa
tion (since ilf _L iV, in part icular M C\ N = 0) , we have Xa = -m. Inasmuch as 
X 5* 0, a = (1/X)m Ç ilf C X , which is the desired contradiction. 
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