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#### Abstract

In his last letter to Hardy, Ramanujan defined 17 functions $F(q),|q|<1$, which he called mock $\theta$-functions. He observed that as $q$ radially approaches any root of unity $\zeta$ at which $F(q)$ has an exponential singularity, there is a $\theta$-function $T_{\zeta}(q)$ with $F(q)-T_{\zeta}(q)=O(1)$. Since then, other functions have been found that possess this property. These functions are related to a function $H(x, q)$, where $x$ is usually $q^{r}$ or $e^{2 \pi i r}$ for some rational number $r$. For this reason we refer to $H$ as a "universal" mock $\theta$-function. Modular transformations of $H$ give rise to the functions $K, K_{1}, K_{2}$. The functions $K$ and $K_{1}$ appear in Ramanujan's lost notebook. We prove various linear relations between these functions using Appell-Lerch sums (also called generalized Lambert series). Some relations (mock theta "conjectures") involving mock $\theta$-functions of even order and $H$ are listed.


## 1 Introduction

In Ramanujan's last letter to Hardy ([22, pp. 354-355], [23, pp. 127-131], [26, pp. 5661]) he observes that the asymptotic expansions of certain $q$-series with exponential singularities at roots of unity "close" in a striking manner. For example, let

$$
G(q)=\sum_{n=0}^{\infty} \frac{q^{n^{2}}}{(1-q)\left(1-q^{2}\right) \cdots\left(1-q^{n}\right)}=\prod_{m=0}^{\infty} \frac{1}{\left(1-q^{5 m+1}\right)\left(1-q^{5 m+4}\right)}
$$

(where the last equality is the first Rogers-Ramanujan identity). If $q=e^{-t}$ and $t \rightarrow 0^{+}$(so that $q$ approaches 1 radially from inside the unit circle), then

$$
G(q)=\sqrt{\frac{2}{5-\sqrt{5}}} \exp \left(\frac{\pi^{2}}{15 t}-\frac{t}{60}\right)+o(1)
$$

In the same letter Ramanujan notes that it is only for some special $q$-series $f(q)$ that the exponential closes, i.e., its argument terminates with some power $t^{N}$. If $f(q)$ is not the sum of a theta function and a function which is $O(1)$ at all roots of unity $\zeta$, and if for each such $\zeta$ there is an approximation of the form

$$
f(q)=\sum_{\mu=1}^{M} t^{k_{\mu}} \exp \left(\sum_{\nu=-1}^{N} c_{\mu \nu} t^{\nu}\right)+O(1)
$$

[^0]as $t \rightarrow 0^{+}$with $q=\zeta e^{-t}$, he calls $f(q)$ a mock $\theta$-function. It appears from his letter, however, that he was actually concerned with functions having the (possibly) more restrictive property that for every root of unity $\zeta$, there are modular forms $h_{j}^{(\zeta)}(q)$ and rational numbers $\alpha_{j}, 1 \leq j \leq J(\zeta)$, such that
$$
f(q)=\sum_{j=1}^{J(\zeta)} q^{\alpha_{j}} h_{j}^{(\zeta)}(q)+O(1)
$$
as $q$ radially approaches $\zeta$. For a further description of mock theta functions see [13].
The most well-known infinite family of mock $\theta$-functions is defined by $M\left(q^{r}, q\right)$, where $r$ is a noninteger rational number and
$$
M(x, q)=\sum_{n=0}^{\infty} \frac{q^{n(n+1)}}{(x)_{n+1}(q / x)_{n+1}}
$$

In this paper we will use the standard notation for the $q$-shifted factorial:

$$
\left(a ; q^{k}\right)_{0}=1, \quad\left(a ; q^{k}\right)_{n}=\prod_{m=0}^{n-1}\left(1-a q^{k m}\right), \quad\left(a ; q^{k}\right)_{\infty}=\prod_{m=0}^{\infty}\left(1-a q^{k m}\right)
$$

where $k$ is a positive integer. When $k=1$ it is customary to write $(a)_{n}$ instead of $(a ; q)_{n}$.

The functions $M\left(q, q^{5}\right)$ and $M\left(q^{2}, q^{5}\right)$ appear in the celebrated Mock Theta Conjectures stated by Ramanujan in the lost notebook [23] and later proved by Hickerson [15]. These conjectures are linear relations involving the fifth order mock $\theta$-functions.

The function

$$
N(y, q)=\sum_{n=0}^{\infty} \frac{q^{n^{2}}}{(y q)_{n}\left(y^{-1} q\right)_{n}}
$$

is related to $M(x, q)$ by a modular transformation law, proved in [12] and restated in Section 4. This function is also known as the rank generating function (see, for example (4]).

In [12] the functions $M\left(q^{r}, q\right)$ and $N\left(e^{2 \pi i r}, q\right)$ are denoted by $M(r, q)$ and $N(r, q)$, respectively. The product $\left(e^{2 \pi i r}\right)_{n}\left(e^{-2 \pi i r}\right)_{n}$ in the definition of $N(r, q)$ in [12] should be $\left(e^{2 \pi i r} q\right)_{n}\left(e^{-2 \pi i r} q\right)_{n}$. The function $N_{1}(r, q)$ in [12] is equal to our $M\left(e^{2 \pi i r} q, q^{2}\right)$.

In this paper we study another infinite family of mock $\theta$-functions defined by $H\left(q^{r}, q\right)$, where $r$ is a noninteger rational number and

$$
H(x, q)=\sum_{n=0}^{\infty} \frac{q^{\frac{1}{2} n(n+1)}(-q)_{n}}{(x)_{n+1}(q / x)_{n+1}}
$$

The function $H(x, q)$ is defined in a different way by Choi [6, eq. (2.34)]. It is closely related to the functions

$$
\begin{aligned}
& K(y, q)=\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{n^{2}}\left(q ; q^{2}\right)_{n}}{\left(y q^{2} ; q^{2}\right)_{n}\left(y^{-1} q^{2} ; q^{2}\right)_{n}}, \\
& K_{1}(y, q)=\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{(n+1)^{2}}\left(q ; q^{2}\right)_{n}}{\left(y q ; q^{2}\right)_{n+1}\left(y^{-1} q ; q^{2}\right)_{n+1}}, \\
& K_{2}(y, q)=\sum_{n=0}^{\infty} \frac{q^{\frac{1}{2} n(n+1)}(-1)_{n}}{(y q)_{n}\left(y^{-1} q\right)_{n}} .
\end{aligned}
$$

Of particular interest are the linear and modular relations connecting these functions. One such linear relation involving the functions $K$ and $K_{1}$ appears on page 8 of the lost notebook (see also [1] pp. 264-267]). We prove several more in Section 3. The modular relations are studied in Section 4.

For every classical mock $\theta$-function $f(q)$ explicit linear relations involving $f, H$ ( or $M$ ), and ordinary $\theta$-functions are known [13]. These relations are usually referred to as mock theta "conjectures", even when their proofs are known. The "conjectures" for the functions of even order involve $H$ and are listed in Section 5.

In Section 2 we show that the function $H$ is a normalized level 2 Appell function (see Section 6 for the definition of an Appell function), whereas the function $M$ is a normalized level 3 Appell function. Appell functions of higher level can often be expressed in terms of those with lower level. A linear relation expressing $M$ in terms of $H$ and a $\theta$-function is given in Section 3. By this relation and the mock theta "conjectures", every classical mock $\theta$-function is related to $H$. For this reason we refer to $H$ as a "universal" mock $\theta$-function.

A preprint of this paper was circulated during a conference at the University of Florida in 2004. Subsequently, several results of the preprint were cited by Bringmann, Ono, and Rhoades [5]. Their desire to see a published version is fulfilled here.

## 2 Appell-Lerch Sums

To prove linear relations and construct transformation laws for these functions it is more convenient to work with the Appell-Lerch sums (also called generalized Lambert series) studied in [18,19]. Two of these sums defined for positive integers $k$ are

$$
\begin{align*}
& U_{k}(x, q)=\sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{\frac{1}{2} k n(n+1)}}{1-x q^{n}}  \tag{2.1}\\
& V_{k}(y, q)=\frac{1}{1-y^{-1}} \sum_{n=-\infty}^{\infty} \frac{(-1)^{k n} q^{\frac{1}{2} n(k n+1)}}{1-y q^{n}} \tag{2.2}
\end{align*}
$$

It is not difficult to show that

$$
\begin{align*}
& U_{k}(x, q)=\sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{\frac{1}{2} k n(n+1)}}{\left(1-x q^{n}\right)\left(1-q^{n+1} / x\right)}  \tag{2.3}\\
& V_{k}(y, q)=\sum_{n=-\infty}^{\infty} \frac{(-1)^{k n} q^{\frac{1}{2} n(k n+1)}}{\left(1-y q^{n}\right)\left(1-y^{-1} q^{n}\right)} \tag{2.4}
\end{align*}
$$

Observe that

$$
\begin{aligned}
U_{k}(x, q) & =\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{\frac{1}{2} k n(n+1)}}{1-x q^{n}}+\sum_{n=-\infty}^{-1} \frac{(-1)^{n} q^{\frac{1}{2} k n(n+1)}}{1-x q^{n}} \\
& =\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{\frac{1}{2} k n(n+1)}}{1-x q^{n}}+\sum_{n=1}^{\infty} \frac{(-1)^{n} q^{\frac{1}{2} k n(n-1)}}{1-x q^{-n}} \\
& =\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{\frac{1}{2} k n(n+1)}}{1-x q^{n}}+\sum_{n=0}^{\infty} \frac{(-1)^{n+1} q^{\frac{1}{2} k n(n+1)}}{1-x q^{-n-1}} \\
& =\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{\frac{1}{2} k n(n+1)}}{1-x q^{n}}+\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{\frac{1}{2} k n(n+1)} q^{n+1} / x}{1-q^{n+1} / x} \\
& =\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{\frac{1}{2} k n(n+1)}\left(1-q^{2 n+1}\right)}{\left(1-x q^{n}\right)\left(1-q^{n+1} / x\right)} \\
& =\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{\frac{1}{2} k n(n+1)}}{\left(1-x q^{n}\right)\left(1-q^{n+1} / x\right)}-\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{\frac{1}{2} k n(n+1)} q^{2 n+1}}{\left(1-x q^{n}\right)\left(1-q^{n+1} / x\right)} \\
& =\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{\frac{1}{2} k n(n+1)}}{\left(1-x q^{n}\right)\left(1-q^{n+1} / x\right)}+\sum_{n=1}^{\infty} \frac{(-1)^{n} q^{\frac{1}{2} k n(n-1)} q^{2 n-1}}{\left(1-x q^{n-1}\right)\left(1-q^{n} / x\right)} \\
& =\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{\frac{1}{2} k n(n+1)}}{\left(1-x q^{n}\right)\left(1-q^{n+1} / x\right)}+\sum_{n=-\infty}^{-1} \frac{(-1)^{n} q^{\frac{1}{2} k n(n+1)} q^{-2 n-1}}{\left(1-x q^{-n-1}\right)\left(1-q^{-n} x\right)} \\
& =\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{\frac{1}{2} k n(n+1)}}{\left(1-x q^{n}\right)\left(1-q^{n+1} / x\right)}+\sum_{n=-\infty}^{-1} \frac{(-1)^{n} q^{\frac{1}{2} k n(n+1)}}{\left(q^{n+1}-x\right)\left(q^{n}-1 / x\right)} \\
& =\sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{\frac{1}{2} k n(n+1)}}{\left(1-x q^{n}\right)\left(1-q^{n+1} / x\right)},
\end{aligned}
$$

which is (2.3). Similarly,

$$
\begin{aligned}
V_{k}(y, q)= & \frac{1}{(1-y)\left(1-y^{-1}\right)} \\
& +\frac{1}{1-y^{-1}} \sum_{n=1}^{\infty}\left(\frac{(-1)^{k n} q^{\frac{1}{2} n(k n+1)}}{1-y q^{n}}+\frac{(-1)^{k n} q^{\frac{1}{2} n(k n-1)}}{1-y q^{-n}}\right)
\end{aligned}
$$

$$
\begin{aligned}
= & \frac{1}{(1-y)\left(1-y^{-1}\right)} \\
& +\frac{1}{1-y^{-1}} \sum_{n=1}^{\infty}\left(\frac{(-1)^{k n} q^{\frac{1}{2} n(k n+1)}}{1-y q^{n}}-\frac{(-1)^{k n} q^{\frac{1}{2} n(k n-1)} y^{-1} q^{n}}{1-y^{-1} q^{n}}\right) \\
= & \frac{1}{(1-y)\left(1-y^{-1}\right)} \\
& +\frac{1}{1-y^{-1}} \sum_{n=1}^{\infty} \frac{(-1)^{k n} q^{\frac{1}{2} n(k n+1)}\left(1-y^{-1}\right)\left(1+q^{n}\right)}{\left(1-y q^{n}\right)\left(1-y^{-1} q^{n}\right)} \\
= & \frac{1}{(1-y)\left(1-y^{-1}\right)}+\sum_{n=1}^{\infty} \frac{(-1)^{k n} q^{\frac{1}{2} n(k n+1)}\left(1+q^{n}\right)}{\left(1-y q^{n}\right)\left(1-y^{-1} q^{n}\right)} \\
= & \sum_{n=0}^{\infty} \frac{(-1)^{k n} q^{\frac{1}{2} n(k n+1)}}{\left(1-y q^{n}\right)\left(1-y^{-1} q^{n}\right)}+\sum_{n=1}^{\infty} \frac{(-1)^{k n} q^{\frac{1}{2} n(k n+1)} q^{n}}{\left(1-y q^{n}\right)\left(1-y^{-1} q^{n}\right)} \\
= & \sum_{n=0}^{\infty} \frac{(-1)^{k n} q^{\frac{1}{2} n(k n+1)}}{\left(1-y q^{n}\right)\left(1-y^{-1} q^{n}\right)}+\sum_{n=-\infty}^{-1} \frac{(-1)^{k n} q^{\frac{1}{2} n(k n-1)} q^{-n}}{\left(1-y q^{-n}\right)\left(1-y^{-1} q^{-n}\right)} \\
= & \sum_{n=0}^{\infty} \frac{(-1)^{k n} q^{\frac{1}{2} n(k n+1)}}{\left(1-y q^{n}\right)\left(1-y^{-1} q^{n}\right)}+\sum_{n=-\infty}^{-1} \frac{(-1)^{k n} q^{\frac{1}{2} n(k n+1)} q^{-2 n}}{\left(1-y q^{-n}\right)\left(1-y^{-1} q^{-n}\right)} \\
= & \sum_{n=0}^{\infty} \frac{(-1)^{k n} q^{\frac{1}{2} n(k n+1)}}{\left(1-y q^{n}\right)\left(1-y^{-1} q^{n}\right)}+\sum_{n=-\infty}^{-1} \frac{(-1)^{k n} q^{\frac{1}{2} n(k n+1)}}{\left(q^{n}-y\right)\left(q^{n}-y^{-1}\right)} \\
= & \sum_{n=-\infty}^{\infty} \frac{(-1)^{k n} q^{\frac{1}{2} n(k n+1)}}{\left(1-y q^{n}\right)\left(1-y^{-1} q^{n}\right)}, \\
&
\end{aligned}
$$

which is (2.4).
By (2.3) and (2.4) we see that $U_{k}(x, q)=U_{k}(q / x, q)$ and $V_{k}(y, q)=V_{k}\left(y^{-1}, q\right)$. Also, $V_{k}\left(e^{2 \pi i r}, q\right)$ is real when $r$ is a noninteger rational number and $q$ is real with $0<|q|<1$. (This function plays an important role in equation (4.2).)

Many of our identities involve the Jacobi $\theta$-function defined by

$$
j(x, q)=\sum_{n=-\infty}^{\infty}(-1)^{n} q^{\frac{1}{2} n(n-1)} x^{n}=(x)_{\infty}(q / x)_{\infty}(q)_{\infty}
$$

(where the last equality is the well-known Jacobi triple-product identity; see, for example [7] p. 12]). Following Hickerson [15], we define a $\theta$-product (or $\theta$-quotient) to be an expression of the form

$$
C q^{e} x_{1}^{f_{1}} \cdots x_{r}^{f_{r}} L_{1}^{g_{1}} \cdots L_{s}^{g_{s}}
$$

where $C$ is a complex number, $e$ and $f_{i}$ are rational numbers, $g_{j}$ are integers, and each $L_{j}$ has the form

$$
j\left(D q^{h} x_{1}^{k_{1}} \cdots x_{r}^{k_{r}}, \pm q^{m}\right)
$$

for some complex number $D$ (usually $D= \pm 1$ ) and rational numbers $h, k_{i}, m$ with $m>0$. A $\theta$-function is a finite sum of $\theta$-products. Thus $(q)_{\infty}=j\left(q, q^{3}\right)$ is a $\theta$-function, even though it lacks the factor $q^{\frac{1}{24}}$ needed to make it a modular form.

The sums $U_{1}$ and $V_{1}$ (multiplied by $1-y$ ) turn out to be $\theta$-functions, since

$$
\begin{align*}
U_{1}(x, q) & =\frac{(q)_{\infty}^{2}}{(x)_{\infty}(q / x)_{\infty}}=\frac{(q)_{\infty}^{3}}{j(x, q)}  \tag{2.5}\\
V_{1}(y, q) & =\frac{U_{1}(y, q)}{1-y^{-1}}=\frac{(q)_{\infty}^{2}}{(y)_{\infty}\left(y^{-1}\right)_{\infty}} \tag{2.6}
\end{align*}
$$

Equation (2.5) is the expansion for the reciprocal of a $\theta$-function and is equivalent to the next to last formula on page 1 of the lost notebook (see also [1] p. 264, eq. (12.2.9)]). The function $(1-z) U_{1}(z, q) /(q)_{\infty}$ is the crank statistic of Garvan [8, eq. (1.25)].

At this point we introduce two more $\theta$-functions: Jacobi's $\theta_{4}(0, q)$ defined by

$$
\theta_{4}(0, q)=\sum_{n=-\infty}^{\infty}(-1)^{n} q^{n^{2}}=j\left(q, q^{2}\right)=\frac{(q)_{\infty}^{2}}{\left(q^{2} ; q^{2}\right)_{\infty}}=\frac{(q)_{\infty}}{(-q)_{\infty}}
$$

and the Gauss function $\psi(q)$ defined by

$$
\psi(q)=\sum_{n=0}^{\infty} q^{\frac{1}{2} n(n+1)}=\frac{1}{2} j(-1, q)=j\left(-q, q^{4}\right)=\frac{\left(q^{2} ; q^{2}\right)_{\infty}^{2}}{(q)_{\infty}}=\frac{\left(q^{2} ; q^{2}\right)_{\infty}}{\left(q ; q^{2}\right)_{\infty}}
$$

Using these functions we can express the relations between the $H$ and $K$ family and the sums $U_{2}$ and $V_{2}$ as follows:

$$
\begin{align*}
H(x, q) & =\frac{U_{2}(x, q)}{\theta_{4}(0, q)}  \tag{2.7}\\
K(y, q) & =(1-y)\left(1-y^{-1}\right) \frac{V_{2}\left(y, q^{2}\right)}{\psi(q)}  \tag{2.8}\\
K_{1}(y, q) & =\frac{1}{\left(1-y^{-1}\right) \psi(q)} \sum_{n=-\infty}^{\infty} \frac{q^{(n+1)(2 n+1)}}{1-y q^{2 n+1}}=\frac{V_{2}\left(y, q^{2}\right)-V_{1}(y, q)}{\psi(q)}  \tag{2.9}\\
K_{2}(y, q) & =\frac{(1-y)\left(1-y^{-1}\right)}{\theta_{4}(0, q)} \sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{n(n+1)}}{\left(1-y q^{n}\right)\left(1-y^{-1} q^{n}\right)}  \tag{2.10}\\
& =\frac{1-y}{1+y}\left(1+2 y \frac{U_{2}(y, q)}{\theta_{4}(0, q)}\right)
\end{align*}
$$

Equation (2.8) is equivalent to the last formula on page 1 of the lost notebook. Other identities of this type are given in [1, Chapter 12].

Equations (2.5)-(2.10) can be proved by the Watson-Whipple transformation [7, p. 242, eq. (III.17)]:

$$
\begin{align*}
&{ }_{8} \phi_{7}\left[\begin{array}{cccccccc}
a, & q^{\frac{1}{2}}, & -q a^{\frac{1}{2}}, & b, & c, & d, & e, & f \\
a^{\frac{1}{2}}, & -a^{\frac{1}{2}}, & \frac{a q}{b}, & \frac{a q}{c}, & \frac{a q}{d}, & \frac{a q}{e}, & \frac{a q}{f}, & ; q ;
\end{array} \begin{array}{l}
\frac{a^{2} q^{2}}{b c d e f}
\end{array}\right]=  \tag{2.11}\\
& \frac{(a q)_{\infty}\left(\frac{a q}{d e}\right)_{\infty}\left(\frac{a q}{d f}\right)_{\infty}\left(\frac{a q}{e f}\right)_{\infty}}{\left(\frac{a q}{d}\right)_{\infty}\left(\frac{a q}{e}\right)_{\infty}\left(\frac{a q}{f}\right)_{\infty}\left(\frac{a q}{d e f}\right)_{\infty}}{ }^{4} \phi_{3}\left[\begin{array}{cccc}
\frac{a q}{b c}, & d, & e, & f \\
\frac{a q}{b}, & \frac{a q}{c}, & \frac{d e f}{a} & ; q ; q] .
\end{array}\right] .
\end{align*}
$$

We now prove (2.7). (The proofs of the other identities are similar.) Observe that

$$
\frac{\left(q a^{\frac{1}{2}}\right)_{n}\left(-q a^{\frac{1}{2}}\right)_{n}}{\left(a^{\frac{1}{2}}\right)_{n}\left(-a^{\frac{1}{2}}\right)_{n}}=\frac{\left(1-a q^{2}\right)\left(1-a q^{4}\right) \cdots\left(1-a q^{2 n}\right)}{(1-a)\left(1-a q^{2}\right) \cdots\left(1-a q^{2 n-2}\right)}=\frac{1-a q^{2 n}}{1-a}
$$

Let $e$ and $f$ tend to infinity (or equivalently, put $e=1 / e^{\prime}, f=1 / f^{\prime}$, simplify and then let $\left.e^{\prime}=f^{\prime}=0\right)$. Then $(a q / e)_{n}$ and $(a q / f)_{n}$ tend to 1 . Also,

$$
\begin{aligned}
(e)_{n} & =(1-e)(1-e q) \cdots\left(1-e q^{n-1}\right) \\
& =(-e)^{n}\left(-\frac{1}{e}+1\right)\left(-\frac{1}{e}+q\right) \cdots\left(-\frac{1}{e}+q^{n-1}\right) \\
& \sim(-e)^{n} q^{\frac{1}{2} n(n-1)}
\end{aligned}
$$

as $e \rightarrow \infty$. Similarly, $(f)_{n} \sim(-f)^{n} q^{\frac{1}{2} n(n-1)}$ as $f \rightarrow \infty$. Hence in the limit, (2.11) becomes

$$
\begin{aligned}
& \sum_{n=0}^{\infty}\left(\frac{1-a q^{2 n}}{1-a}\right) \frac{(a)_{n}(b)_{n}(c)_{n}(d)_{n}}{(q)_{n}\left(\frac{a q}{b}\right)_{n}\left(\frac{a q}{c}\right)_{n}\left(\frac{a q}{d}\right)_{n}}\left(\frac{a^{2}}{b c d}\right)^{n} q^{n(n+1)}= \\
& \frac{(a q)_{\infty}}{\left(\frac{a q}{d}\right)_{\infty}} \sum_{n=0}^{\infty} \frac{\left(\frac{a q}{b c}\right)_{n}(d)_{n}}{(q)_{n}\left(\frac{a q}{b}\right)_{n}\left(\frac{a q}{c}\right)_{n}}\left(-\frac{a}{d}\right)^{n} q^{\frac{1}{2} n(n+1)}
\end{aligned}
$$

Now put $a=q, b=x, c=q / x$, and $d=-q$ to get

$$
\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{n(n+1)}\left(1-q^{2 n+1}\right)}{\left(1-x q^{n}\right)\left(1-q^{n+1} / x\right)}=\frac{(q)_{\infty}}{(-q)_{\infty}} \sum_{n=0}^{\infty} \frac{q^{\frac{1}{2} n(n+1)}(-q)_{n}}{(x)_{n+1}(q / x)_{n+1}}
$$

Therefore

$$
\begin{aligned}
\theta_{4}(0, q) H(x, q) & =\sum_{n=0}^{\infty}(-1)^{n} q^{n(n+1)}\left(\frac{x q^{n}}{1-x q^{n}}+\frac{1}{1-q^{n+1} / x}\right) \\
& =\sum_{n=0}^{\infty}(-1)^{n} q^{n(n+1)}\left(\frac{1}{1-q^{n+1} / x}-\frac{1}{1-q^{-n} / x}\right) \\
& =\sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{n(n+1)}}{1-q^{n+1} / x}=\sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{n(n+1)}}{1-x q^{n}}=U_{2}(x, q)
\end{aligned}
$$

since $U_{2}(x, q)=U_{2}(q / x, q)$. This completes the proof of (2.7).
Subtracting $V_{2}\left(y, q^{2}\right)$ from $V_{1}(y, q)$ removes the even terms in $V_{1}(y, q)$. The second equality in (2.9) easily follows from this observation. The second equality in (2.10) is a consequence of the two identities:
(2.12) $y U_{2}(y, q)+y^{-1} U_{2}\left(y^{-1}, q\right)=-\theta_{4}(0, q)$,

$$
\begin{equation*}
y U_{2}(y, q)-y^{-1} U_{2}\left(y^{-1}, q\right)=\left(y-y^{-1}\right) \sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{n(n+1)}}{\left(1-y q^{n}\right)\left(1-y^{-1} q^{n}\right)} . \tag{2.13}
\end{equation*}
$$

The proof of (2.13) is straightforward. We now prove (2.12). By (2.3) we get $U_{2}(x, q)=U_{2}(q / x, q)$. Hence,

$$
\begin{aligned}
y U_{2}(y, q)+y^{-1} U_{2}\left(y^{-1}, q\right) & =y U_{2}(y, q)+y^{-1} U_{2}(y q, q) \\
& =\sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{n(n+1)} y}{1-y q^{n}}+\sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{n(n+1)} y^{-1}}{1-y q^{n+1}} \\
& =\sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{n(n+1)} y}{1-y q^{n}}+\sum_{n=-\infty}^{\infty} \frac{(-1)^{n-1} q^{n(n-1)} y^{-1}}{1-y q^{n}} \\
& =\sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{n^{2}}\left(y q^{n}-y^{-1} q^{-n}\right)}{1-y q^{n}} \\
& =\sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{n^{2}}\left(1+y q^{n}\right)\left(1-y^{-1} q^{-n}\right)}{1-y q^{n}} \\
& =-\sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{n^{2}}\left(1+y q^{n}\right)\left(1-y q^{n}\right) y^{-1} q^{-n}}{1-y q^{n}} \\
& =-\sum_{n=-\infty}^{\infty}(-1)^{n} q^{n^{2}}\left(1+y^{-1} q^{-n}\right) \\
& =-\sum_{n=-\infty}^{\infty}(-1)^{n} q^{n^{2}}-y^{-1} \sum_{n=-\infty}^{\infty}(-1)^{n} q^{n(n-1)} \\
& =-\theta_{4}(0, q)
\end{aligned}
$$

since the last sum vanishes.
The $M$ and $N$ analogues of (2.7) and (2.8) are ( $(12])$

$$
\begin{align*}
& M(x, q)=\frac{U_{3}(x, q)}{(q)_{\infty}}  \tag{2.14}\\
& N(y, q)=\frac{(1-y)\left(1-y^{-1}\right)}{(q)_{\infty}} V_{3}(y, q) \tag{2.15}
\end{align*}
$$

We see that the $H$ and $K$ family is related to $U_{2}$ and $V_{2}$, and the $M$ and $N$ family is related to $U_{3}$ and $V_{3}$. In his proof of the Mock Theta Conjectures, Hickerson denotes the function $M$ by $g$. In view of these observations, in the forthcoming paper $A$ survey of classical mock theta functions [13], the functions $H, K, M, N$ are denoted by $g_{2}, h_{2}$, $g_{3}, h_{3}$, respectively.

## 3 Linear Relations

In this section we give linear relations for mock $\theta$-functions, where the coefficients are usually $\theta$-functions. Unlike the modular transformation laws in Section 4, convergence of the functions in these relations is not required. Equality is to be interpreted as equality of formal $q$-series (or Laurent series in $q$ after replacing $q$ by a suitable power of $q$ if necessary).

Since

$$
U_{2}(x, q)+U_{2}(-x, q)=2 U_{1}\left(x^{2}, q^{2}\right)=\frac{2\left(q^{2} ; q^{2}\right)_{\infty}^{3}}{j\left(x^{2}, q^{2}\right)}
$$

it follows by (2.7) that

$$
\begin{equation*}
H(x, q)+H(-x, q)=\frac{2 \psi^{2}(q)}{j\left(x^{2}, q^{2}\right)} \tag{3.1}
\end{equation*}
$$

From (2.10) and (2.7) we obtain

$$
\begin{equation*}
\frac{1+y}{1-y} K_{2}(y, q)=1+2 y H(y, q) . \tag{3.2}
\end{equation*}
$$

Since $K_{2}(x, q)=K_{2}\left(x^{-1}, q\right)$, it follows by (3.2) that

$$
\begin{equation*}
x H(x, q)+x^{-1} H\left(x^{-1}, q\right)=-1 . \tag{3.3}
\end{equation*}
$$

Substituting $H\left(x^{-1}, q\right)=H\left(q / x^{-1}, q\right)=H(x q, q)$ into (3.3), we get

$$
x H(x, q)+x^{-1} H(x q, q)=-1
$$

which is equivalent to the functional equation

$$
H(x q, q)=-x^{2} H(x, q)-x
$$

Combining (3.2) and (3.1) gives

$$
\frac{1+y}{1-y} K_{2}(y, q)-\frac{1-y}{1+y} K_{2}(-y, q)=\frac{4 y \psi^{2}(q)}{j\left(y^{2}, q^{2}\right)},
$$

or equivalently,

$$
\frac{K_{2}(y, q)}{(1-y)\left(1-y^{-1}\right)}+\frac{K_{2}(-y, q)}{(1+y)\left(1+y^{-1}\right)}=\frac{4 V_{1}\left(y^{2}, q^{2}\right)}{\theta_{4}(0, q)} .
$$

By (2.8) and (2.9),
(3.4) $(1-y)^{-1} K(y, q)-\left(1-y^{-1}\right) K_{1}(y, q)=\frac{\left(1-y^{-1}\right) V_{1}(y, q)}{\psi(q)}=\frac{(q)_{\infty}^{3}}{\psi(q) j(y, q)}$.

When $y=-a$ we obtain the fifth formula on page 8 of the lost notebook (see also [1. p. 265, eq. (12.3.2)]:

$$
\begin{array}{r}
\sum_{n=0}^{\infty} \frac{(-1)^{n}\left(q ; q^{2}\right)_{n} q^{n^{2}}}{\left(-a ; q^{2}\right)_{n+1}\left(-q^{2} / a ; q^{2}\right)_{n}}-(1+1 / a) \sum_{n=0}^{\infty} \frac{(-1)^{n}\left(q ; q^{2}\right)_{n} q^{(n+1)^{2}}}{\left(-a q ; q^{2}\right)_{n+1}\left(-q / a ; q^{2}\right)_{n+1}}= \\
\frac{\left(q ; q^{2}\right)_{\infty} \theta_{4}(0, q)}{(-a ; q)_{\infty}(-q / a ; q)_{\infty}}
\end{array}
$$

Generalizations of equations (3.1) and (3.4) were later given in [5, Theorem 1.3] and in [17, eq. (1.7), (1.11)].

The functions $H$ and $K$ are related by the identity [14]

$$
\frac{q H(x, q)}{x}+\frac{K\left(-x^{2} / q, q^{2}\right)}{1+x^{2} / q}=\frac{\left(q^{2} ; q^{2}\right)_{\infty}^{3}}{j(x, q) j\left(-x^{2} / q, q^{4}\right)}
$$

The analogous relation between $M$ and $N$ is

$$
x M(x, q)+1=\frac{N(x, q)}{1-x}
$$

which is equivalent to

$$
\begin{equation*}
x^{2} U_{3}(x, q)+(1-x) V_{3}(x, q)+x(q)_{\infty}=0 \tag{3.5}
\end{equation*}
$$

by (2.14) and (2.15).
We now prove (3.5). By (2.1) and (2.2) we have

$$
\begin{aligned}
& x^{2} U_{3}(x, q)+(1-x) V_{3}(x, q)+x(q)_{\infty} \\
& =x^{2} \sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{\frac{3}{2} n(n+1)}}{1-x q^{n}}+\frac{1-x}{1-x^{-1}} \sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{\frac{1}{2} n(3 n+1)}}{1-x q^{n}}+x j\left(q^{2}, q^{3}\right) \\
& =\sum_{n=-\infty}^{\infty} \frac{(-1)^{n} x^{2} q^{\frac{3}{2} n(n+1)}}{1-x q^{n}}-\sum_{n=-\infty}^{\infty} \frac{(-1)^{n} x q^{\frac{1}{2} n(3 n+1)}}{1-x q^{n}}+\sum_{n=-\infty}^{\infty}(-1)^{n} x q^{\frac{1}{2} n(3 n+1)} \\
& =\sum_{n=-\infty}^{\infty} \frac{(-1)^{n} x q^{\frac{1}{2} n(3 n+1)}\left(x q^{n}-1+\left(1-x q^{n}\right)\right)}{1-x q^{n}}=0 .
\end{aligned}
$$

The functions $M$ and $N$ can be expressed in terms of $H$. More precisely,

$$
\begin{aligned}
M\left(x^{4}, q^{4}\right)= & \frac{q H\left(x^{6} q, q^{6}\right)}{x^{2}} \\
& +\frac{x^{2} H\left(x^{6} / q, q^{6}\right)}{q}-\frac{x^{2}\left(q^{2} ; q^{2}\right)_{\infty}^{3}\left(q^{12} ; q^{12}\right)_{\infty} j\left(x^{2} q, q^{2}\right) j\left(x^{12} q^{6}, q^{12}\right)}{q\left(q^{4} ; q^{4}\right)_{\infty}\left(q^{6} ; q^{6}\right)_{\infty}^{2} j\left(x^{4}, q^{2}\right) j\left(x^{6} / q, q^{2}\right)}
\end{aligned}
$$

This identity is a special case of more general identities expressing each $U_{k}$ as a combination of $k-1$ copies of $U_{2}$ and a $\theta$-function [13, eq. (6.7), (6.8)]. Identities (6.7) and (6.8) in [13] were discovered by the author and proved by Gordon [14].

All of the functions $K, K_{1}, K_{2}, M$, and $N$ can be expressed in terms of $H$ and $\theta$ functions. In [13] a case is made for considering $H$ as a "universal" mock $\theta$-function.

Other linear relations involving $H$ can be constructed using the transformation laws in Section 4 and the hyperbolic function identity

$$
\frac{\cosh a x}{\cosh x}=\frac{\sinh (1+a) x}{\sinh 2 x}+\frac{\sinh (1-a) x}{\sinh 2 x}
$$

Some special values of $H, K_{2}$ and $K$ are

$$
\begin{align*}
H(-1, q) & =1 / 2  \tag{3.6}\\
H\left(q,-q^{2}\right) & =\psi\left(q^{4}\right)  \tag{3.7}\\
H\left(i q, q^{2}\right) & =\psi\left(q^{4}\right)  \tag{3.8}\\
H(i, q) & =\theta_{4}(0,-q) / 2+i / 2  \tag{3.9}\\
K_{2}(i, q) & =\theta_{4}(0,-q)  \tag{3.10}\\
K_{2}(1, q) & =1 / \theta_{4}(0, q)  \tag{3.11}\\
K(1, q) & =1 / \psi(q) \tag{3.12}
\end{align*}
$$

Equation (3.6) is obtained from (3.3) with $x=-1$. Observe that (3.7) is (3.8) with $q$ replaced by $-i q$, and (3.10) follows from (3.9) by (3.2). We will now prove (3.8) and (3.9).

By (2.7) and (2.5),

$$
\begin{align*}
H\left(i q, q^{2}\right) & =\frac{U_{2}\left(i q, q^{2}\right)}{\theta_{4}\left(0, q^{2}\right)}=\frac{1}{\theta_{4}\left(0, q^{2}\right)} \sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{2 n(n+1)}}{1-i q^{2 n+1}}  \tag{3.13}\\
& =\frac{1}{\theta_{4}\left(0, q^{2}\right)} \sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{2 n(n+1)}\left(1+i q^{2 n+1}\right)}{1+q^{4 n+2}} \\
& =\frac{1}{\theta_{4}\left(0, q^{2}\right)}\left(U_{1}\left(-q^{2}, q^{4}\right)+i q \sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{2 n(n+2)}}{1+q^{4 n+2}}\right)=\psi\left(q^{4}\right)
\end{align*}
$$

The last sum in (3.13) vanishes, since

$$
\sum_{n=-\infty}^{-1} \frac{(-1)^{n} q^{2 n(n+2)}}{1+q^{4 n+2}}=-\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{2 n(n+2)}}{1+q^{4 n+2}}
$$

By (3.1) we have

$$
\begin{equation*}
H(i, q)+H(-i, q)=\frac{2 \psi^{2}(q)}{j\left(-1, q^{2}\right)}=\theta_{4}(0,-q) \tag{3.14}
\end{equation*}
$$

and by (3.3) we have

$$
i H(i, q)-i H(-i, q)=-1
$$

which is equivalent to

$$
\begin{equation*}
H(i, q)-H(-i, q)=i \tag{3.15}
\end{equation*}
$$

Adding (3.14) and (3.15) we obtain (3.9).
To prove (3.11), we begin with the first identity of (2.10):

$$
\begin{aligned}
\theta_{4}(0, q) K_{2}(y, q) & =(1-y)\left(1-y^{-1}\right) \sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{n(n+1)}}{\left(1-y q^{n}\right)\left(1-y^{-1} q^{n}\right)} \\
& =1+(1-y)\left(1-y^{-1}\right) \sum_{\substack{n=-\infty \\
n \neq 0}}^{\infty} \frac{(-1)^{n} q^{n(n+1)}}{\left(1-y q^{n}\right)\left(1-y^{-1} q^{n}\right)}
\end{aligned}
$$

When $y=1$, this becomes $\theta_{4}(0, q) K_{2}(1, q)=1$, which is (3.11).
The proof (3.12) is similar to the proof of (3.11). By (2.8) and (2.2) we obtain

$$
\begin{aligned}
\psi(q) K(y, q) & =(1-y)\left(1-y^{-1}\right) V_{2}\left(y, q^{2}\right)=(1-y) \sum_{n=-\infty}^{\infty} \frac{q^{n(2 n+1)}}{1-y q^{2 n}} \\
& =1+(1-y) \sum_{\substack{n=-\infty \\
n \neq 0}}^{\infty} \frac{q^{n(2 n+1)}}{1-y q^{2 n}}
\end{aligned}
$$

When $y=1$, this becomes $\psi(q) K(1, q)=1$, which is (3.12).
In the transformation law for $H\left(q^{r},-q\right)$ (see Section 4) the integral vanishes when $r=1 / 2$. This implies that $H\left(q^{1 / 2},-q\right)$ and $K_{2}(i,-q)$ are $\theta$-functions. Using computer algebra we found identities (3.7)-(3.10).

## 4 Transformation Laws

In discussing the approximation of mock $\theta$-functions near roots of unity, we have adhered to the notation $q=e^{-\alpha}$, employed by Ramanujan and his early successors. This maps the right half-plane $\operatorname{Re}(\alpha)>0$ onto the punctured disc $0<|q|<1$. In the classical theory of $\theta$-functions, as expounded for example in [25, 27], it is customary to write instead $q=e^{\pi i \tau}$ with $\operatorname{Im}(\tau)>0$. Thus $\alpha=-\pi i \tau$. The transformations of mock $\theta$-functions are more complicated than those of $\theta$-functions; they involve Mordell integrals [21]. For example, the $\theta$-functions $(q)_{\infty}, \theta_{4}(q)$, and $\psi(q)$ satisfy the transformation laws:

$$
\begin{align*}
q^{\frac{1}{24}}(q)_{\infty} & =\sqrt{\frac{2 \pi}{\alpha}} q_{1}^{\frac{1}{6}}\left(q_{1}^{4} ; q_{1}^{4}\right)_{\infty},  \tag{4.1}\\
q^{\frac{1}{24}}(-q ;-q)_{\infty} & =\sqrt{\frac{\pi}{\alpha}} q_{1}^{\frac{1}{24}}\left(-q_{1} ;-q_{1}\right)_{\infty} \\
\theta_{4}(0, q) & =\sqrt{\frac{4 \pi}{\alpha}} q_{1}^{\frac{1}{4}} \psi\left(q_{1}^{2}\right), \\
\theta_{4}(0,-q) & =\sqrt{\frac{\pi}{\alpha}} \theta_{4}\left(0,-q_{1}\right), \\
q^{\frac{1}{8}} \psi(q) & =\sqrt{\frac{\pi}{2 \alpha}} \theta_{4}\left(0, q_{1}^{2}\right), \\
q^{\frac{1}{8}} \psi(-q) & =\sqrt{\frac{\pi}{\alpha}} q_{1}^{\frac{1}{8}} \psi\left(-q_{1}\right),
\end{align*}
$$

where $q=e^{-\alpha}$ and $q_{1}=e^{-\beta}$ with $\alpha \beta=\pi^{2}$. Here

$$
(a ;-q)_{n}=\prod_{m=0}^{\infty}\left(1-a(-q)^{m}\right)=\left(a ; q^{2}\right)_{\infty}\left(-a q ; q^{2}\right)_{\infty}
$$

Observe that (4.1) is the functional equation for the Dedekind $\eta$-function (see, for example [3, p. 48]); the other five identities above can easily be deduced from it.

The corresponding laws for the mock $\theta$-function $H\left(q^{r}, q\right)$ are

$$
\begin{aligned}
q^{r(1-r)} H\left(q^{r}, q\right)= & \sqrt{\frac{\pi}{4 \alpha}} \csc (\pi r) q_{1}^{-\frac{1}{4}} K\left(e^{2 \pi i r}, q_{1}^{2}\right) \\
& -\sqrt{\frac{\alpha}{\pi}} \int_{0}^{\infty} e^{-\alpha x^{2}} \frac{\cosh (2 r-1) \alpha x}{\cosh \alpha x} d x \\
q^{r(1-r)} H\left(-q^{r}, q\right)= & -\sqrt{\frac{4 \pi}{\alpha}} \sin (\pi r) q_{1}^{-\frac{1}{4}} K_{1}\left(e^{2 \pi i r}, q_{1}^{2}\right) \\
& +\sqrt{\frac{\alpha}{\pi}} \int_{0}^{\infty} e^{-\alpha x^{2}} \frac{\cosh (2 r-1) \alpha x}{\cosh \alpha x} d x
\end{aligned}
$$

$$
\begin{aligned}
q^{r(1-r)} H\left(q^{r},-q\right)= & \sqrt{\frac{\pi}{4 \alpha}} \cot \left(\frac{\pi r}{2}\right) K_{2}\left(e^{\pi i r},-q_{1}\right) \\
& +\sqrt{\frac{\alpha}{\pi}} \int_{0}^{\infty} e^{-\alpha x^{2}} \frac{\sinh (2 r-1) \alpha x}{\sinh \alpha x} d x \\
q^{r(1-r)} H\left(-q^{r},-q\right)= & \sqrt{\frac{\pi}{4 \alpha}} \tan \left(\frac{\pi r}{2}\right) K_{2}\left(-e^{\pi i r},-q_{1}\right) \\
& -\sqrt{\frac{\alpha}{\pi}} \int_{0}^{\infty} e^{-\alpha x^{2}} \frac{\sinh (2 r-1) \alpha x}{\sinh \alpha x} d x
\end{aligned}
$$

Observe that the first two transformation laws for $H$ involve the same Mordell integral. Using (3.1), (3.4), and transformation laws for the above $\theta$-functions one can show that these laws are equivalent. Since $H\left(-q^{r},-q\right)=H\left(q^{1-r},-q\right)$, the last two transformation laws for $H$ are also equivalent. A complete transformation theory of $H$ is found in [5, Theorem 4.3] proved by the same method of contour integration used to prove (4.2) below. This method extends back to the work of Watson [26].

The analogous transformation laws for $M\left(q^{r}, q\right)$ are [12]

$$
\begin{aligned}
q^{\frac{3}{2} r(1-r)-\frac{1}{24}} M\left(q^{r}, q\right) & =\sqrt{\frac{\pi}{2 \alpha}} \csc (\pi r) q_{1}^{-\frac{1}{6}} N\left(e^{2 \pi i r}, q_{1}^{4}\right)-\sqrt{\frac{3 \alpha}{2 \pi}} J(r, \alpha), \\
q^{\frac{3}{2} r(1-r)-\frac{1}{24}} M\left(-q^{r}, q\right) & =-\sqrt{\frac{2 \pi}{\alpha}} q_{1}^{\frac{4}{3}} M\left(e^{2 \pi i r} q_{1}^{2}, q_{1}^{4}\right)-\sqrt{\frac{3 \alpha}{2 \pi}} J_{1}(r, \alpha), \\
q^{\frac{3}{2} r(1-r)-\frac{1}{24}} M\left(q^{r},-q\right) & =\sqrt{\frac{\pi}{4 \alpha}} \csc \left(\frac{\pi r}{2}\right) q_{1}^{-\frac{1}{24}} N\left(e^{\pi i r},-q_{1}\right)-\sqrt{\frac{3 \alpha}{2 \pi}} J_{2}(r, \alpha), \\
q^{\frac{3}{2} r(1-r)-\frac{1}{24}} M\left(-q^{r},-q\right) & =\sqrt{\frac{\pi}{4 \alpha}} \sec \left(\frac{\pi r}{2}\right) q_{1}^{-\frac{1}{24}} N\left(-e^{\pi i r},-q_{1}\right)-\sqrt{\frac{3 \alpha}{2 \pi}} J_{2}(1-r, \alpha),
\end{aligned}
$$

where the Mordell integrals $J, J_{1}, J_{2}$ are defined by

$$
\begin{aligned}
J(r, \alpha)= & \int_{0}^{\infty} e^{-\frac{3}{2} \alpha x^{2}} \frac{\cosh (3 r-2) \alpha x+\cosh (3 r-1) \alpha x}{\cosh \frac{3}{2} \alpha x} d x \\
J_{1}(r, \alpha)= & \int_{0}^{\infty} e^{-\frac{3}{2} \alpha x^{2}} \frac{\sinh (3 r-2) \alpha x-\sinh (3 r-1) \alpha x}{\sinh \frac{3}{2} \alpha x} d x \\
J_{2}(r, \alpha)= & \int_{0}^{\infty} e^{-\frac{3}{2} \alpha x^{2}}\left(\cosh \left(3 r-\frac{7}{2}\right) \alpha x+\cosh \left(3 r-\frac{5}{2}\right) \alpha x\right. \\
& \left.+\cosh \left(3 r-\frac{1}{2}\right) \alpha x-\cosh \left(3 r+\frac{1}{2}\right) \alpha x\right) / \cosh 3 \alpha x d x
\end{aligned}
$$

A complete transformation theory of $M$ is found in [4, Theorems 2.1, 2.2].
In [13] we deduce the first transformation laws for $H$ and $M$ from the following
transformation law for $U_{k}$ :

$$
\begin{align*}
q^{\frac{1}{2} k r(1-r)} U_{k}\left(q^{r}, q\right)= & \frac{4 \pi}{\alpha} \sin (\pi r) V_{k}\left(e^{2 \pi i r}, q_{1}^{4}\right)  \tag{4.2}\\
& -\sum_{m=1}^{k-1} \theta_{1}\left(\frac{m \pi}{k}, q_{1}^{\frac{2}{k}}\right) \int_{0}^{\infty} e^{-\frac{1}{2} k \alpha x^{2}} \frac{\cosh (k r-m) \alpha x}{\cosh \frac{1}{2} k \alpha x} d x \\
= & \frac{4 \pi}{\alpha} \sin (\pi r) V_{k}\left(e^{2 \pi i r}, q_{1}^{4}\right) \\
& -\sqrt{\frac{k \alpha}{2 \pi}} \sum_{m=1}^{k-1} q^{\frac{(k-2 m)^{2}}{8 k}} j\left(q^{m}, q^{k}\right) \int_{0}^{\infty} e^{-\frac{1}{2} k \alpha x^{2}} \frac{\cosh (k r-m) \alpha x}{\cosh \frac{1}{2} k \alpha x} d x
\end{align*}
$$

where the Jacobi $\theta$-function $\theta_{1}$ is defined by

$$
\theta_{1}(z ; \tau)=\theta_{1}(z, q)=2 \sum_{n=0}^{\infty}(-1)^{n} q^{\frac{(2 n+1)^{2}}{4}} \sin (2 n+1) z
$$

As usual for Jacobi $\theta$-functions $q=e^{\pi i \tau}$.
We will now prove (4.2) by contour integration and the saddle-point method. By analytic continuation, it suffices to prove the identity for real $\alpha>0$. Put $q=e^{-\alpha}$ and consider the contour integral

$$
\begin{aligned}
I=I_{1}+I_{2}=\frac{1}{2 \pi i} \int_{-\infty-\epsilon i}^{+\infty-\epsilon i} \frac{\pi}{\sin \pi z} & \frac{e^{-\frac{1}{2} 2} k \alpha z(z+1)}{1-e^{-\alpha(z+r)}} d z \\
& +\frac{1}{2 \pi i} \int_{+\infty+\epsilon i}^{-\infty+\epsilon i} \frac{\pi}{\sin \pi z} e^{-\frac{1}{2} k \alpha z(z+1)} 1-e^{-\alpha(z+r)} d z
\end{aligned}
$$

where $\epsilon>0$ is sufficiently small. By Cauchy's residue theorem, $I$ is equal to the sum of the residues of the poles of the integrand inside the contour. Now $\pi / \sin \pi z$ has a simple pole of residue $(-1)^{n}$ at each integer $n$ and $1 /\left(1-e^{-\alpha(z+r)}\right)$ has a simple pole of residue $1 / \alpha$ at $z=-r$. If $\epsilon$ is sufficiently small, there are no other poles inside the contour. Hence

$$
\begin{equation*}
I=\sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{\frac{1}{2} k n(n+1)}}{1-q^{n+r}}+\frac{\pi}{\sin (-\pi r)} \frac{q^{-\frac{1}{2} k r(1-r)}}{\alpha}=U_{k}\left(q^{r}, q\right)+\frac{\pi q^{-\frac{1}{2} k r(1-r)}}{\alpha \sin (-\pi r)} \tag{4.3}
\end{equation*}
$$

We now consider $I_{2}$. In the upper half plane we have

$$
\frac{1}{\sin \pi z}=-2 i \sum_{n=0}^{\infty} e^{(2 n+1) \pi i z}
$$

so

$$
I_{2}=\sum_{n=0}^{\infty} \int_{-\infty+\epsilon i}^{+\infty+\epsilon i} \frac{e^{(2 n+1) \pi i z-\frac{1}{2} k \alpha z(z+1)}}{1-e^{-\alpha(z+r)}} d z=\sum_{n=0}^{\infty} J_{n}
$$

say. The integrand of $J_{n}$ has poles in the upper half plane at the points $z$ where $1-e^{-\alpha(z+r)}=0$, that is, at the points

$$
z_{m}=-r+\frac{2 \pi i m}{\alpha}
$$

for $m=1,2, \ldots$ The residue at $z_{m}$ (multiplied by $2 \pi i$ ) is

$$
\begin{aligned}
\mu_{n, m} & =2 \pi i \frac{e^{(2 n+1) \pi i z_{m}-\frac{1}{2} k \alpha z_{m}\left(z_{m}+1\right)}}{\alpha} \\
& =\frac{2 \pi i}{\alpha} e^{-(2 n+1) \pi i r} q_{1}^{(2 n+1) 2 m} q^{-\frac{1}{2} k r(1-r)} e^{-k(1-2 r) \pi i m} q_{1}^{-2 k m^{2}},
\end{aligned}
$$

where $q_{1}=e^{-\pi^{2} / \alpha}$. Next, we symmetrize the denominator of the integrand of $J_{n}$ by using the identity

$$
\frac{1}{1-t}=\frac{t^{-\frac{1}{2} k}+t^{-\frac{1}{2} k+1}+t^{-\frac{1}{2} k+2}+\cdots+t^{\frac{1}{2} k-1}}{t^{-\frac{1}{2} k}-t^{\frac{1}{2} k}}
$$

Applying this with $t=e^{-\alpha(z+r)}$, we find that the integrand of $J_{n}$ is

$$
\frac{e^{\frac{1}{2} k \alpha(z+r)}+e^{\left(\frac{1}{2} k-1\right) \alpha(z+r)}+\cdots+e^{\left(-\frac{1}{2} k+1\right) \alpha(z+r)}}{e^{\frac{1}{2} k \alpha(z+r)}-e^{-\frac{1}{2} k \alpha(z+r)}} e^{-\frac{1}{2} k \alpha z} e^{(2 n+1) \pi i z-\frac{1}{2} k \alpha z^{2}}
$$

To find the saddle point, we set the derivative of the last factor equal to 0 , getting $(2 n+1) \pi i-k \alpha z=0$ or

$$
z=\frac{(2 n+1) \pi i}{k \alpha}=w_{n}
$$

say. We move the upper contour of $J_{n}$ up to the horizontal line through $w_{n}$, getting $J_{n}^{\prime}$. By the residue theorem,
$J_{n}=J_{n}^{\prime}+$ sum of residues of poles of integrand between the two contours.
These poles are the points $z_{m}=-r+\frac{2 \pi i m}{\alpha}$ for which $0<2 m<\frac{2 n+1}{k}$, or equivalently, $0<m \leq \frac{n}{k}$. Hence,

$$
J_{n}=J_{n}^{\prime}+\sum_{0<m \leq \frac{n}{k}} \mu_{n, m}
$$

Summing over $n$, we obtain

$$
I_{2}=\sum_{n=0}^{\infty} J_{n}^{\prime}+\sum_{m=1}^{\infty} \sum_{n=k m}^{\infty} \mu_{n, m} .
$$

Now

$$
\mu_{n+1, m}=e^{2 \pi i z_{m}} \mu_{n, m}=e^{-2 \pi i r} q_{1}^{4 m} \mu_{n, m}
$$

Hence,

$$
\begin{aligned}
\sum_{m=1}^{\infty} \sum_{n=k m}^{\infty} \mu_{n, m} & =\sum_{m=1}^{\infty} \frac{\mu_{k m, m}}{1-e^{-2 \pi i r} q_{1}^{4 m}} \\
& =\sum_{m=1}^{\infty} \frac{2 \pi i}{\alpha} \frac{e^{-(2 k m+1) \pi i r} q_{1}^{(2 k m+1) 2 m} q^{-\frac{1}{2} k r(1-r)} e^{-k(1-2 r) \pi i m} q_{1}^{-2 k m^{2}}}{1-e^{-2 \pi i r} q_{1}^{4 m}} \\
& =\frac{2 \pi i}{\alpha} q^{-\frac{1}{2} k r(1-r)} e^{-\pi i r} \sum_{m=1}^{\infty} \frac{(-1)^{k m} q_{1}^{2 k m^{2}+2 m}}{1-e^{-2 \pi i r} q_{1}^{4 m}}
\end{aligned}
$$

so

$$
\begin{equation*}
I_{2}=\frac{2 \pi i}{\alpha} q^{-\frac{1}{2} k r(1-r)} e^{-\pi i r} \sum_{m=1}^{\infty} \frac{(-1)^{k m} q_{1}^{2 k m^{2}+2 m}}{1-e^{-2 \pi i r} q_{1}^{4 m}}+\sum_{n=0}^{\infty} J_{n}^{\prime} \tag{4.4}
\end{equation*}
$$

Before going on to evaluate the integral $J_{n}^{\prime}$, we remark that the integral $I_{1}$ over the lower contour can be handled similarly. This time the expansion

$$
\frac{1}{\sin \pi z}=2 i \sum_{n=0}^{\infty} e^{-(2 n+1) \pi i z}
$$

is employed. Note that this is just the complex conjugate of the expansion used in the upper half plane. Thus $I_{1}=\sum_{n=0}^{\infty} K_{n}$, where

$$
K_{n}=\int_{-\infty-\epsilon i}^{+\infty-\epsilon i} \frac{e^{-(2 n+1) \pi i z-\frac{1}{2} k \alpha z(z+1)}}{1-e^{-\alpha(z+r)}} d z
$$

The lower contour is moved down to the horizontal line through $\bar{w}_{n}$, giving

$$
K_{n}=\bar{J}_{n}^{\prime}+\sum_{0<m \leq \frac{n}{3}} \bar{\mu}_{n, m}
$$

The sum here is just the complex conjugate of the one evaluated above, so from (4.4) it follows that

$$
\begin{equation*}
I_{1}=-\frac{2 \pi i}{\alpha} q^{-\frac{1}{2} k r(1-r)} e^{\pi i r} \sum_{m=1}^{\infty} \frac{(-1)^{k m} q_{1}^{2 k m^{2}+2 m}}{1-e^{2 \pi i r} q_{1}^{4 m}}+\sum_{n=0}^{\infty} \bar{J}_{n}^{\prime} \tag{4.5}
\end{equation*}
$$

Adding (4.4) and (4.5), we obtain

$$
\begin{aligned}
I= & I_{1}+I_{2} \\
= & \frac{2 \pi i}{\alpha} q^{-\frac{1}{2} k r(1-r)} \sum_{m=1}^{\infty}(-1)^{k m} q_{1}^{2 k m^{2}+2 m}\left[\frac{e^{-\pi i r}}{1-e^{-2 \pi i r} q_{1}^{4 m}}-\frac{e^{\pi i r}}{1-e^{2 \pi i r} q_{1}^{4 m}}\right] \\
& +\sum_{n=0}^{\infty}\left(J_{n}^{\prime}+\bar{J}_{n}^{\prime}\right) \\
= & \frac{4 \pi}{\alpha} q^{-\frac{1}{2} k r(1-r)} \sin (\pi r) \sum_{m=1}^{\infty} \frac{(-1)^{k m} q_{1}^{2 k m^{2}+2 m}\left(1+q_{1}^{4 m}\right)}{\left(1-e^{2 \pi i r} q_{1}^{4 m}\right)\left(1-e^{-2 \pi i r} q_{1}^{4 m}\right)}+\sum_{n=0}^{\infty}\left(J_{n}^{\prime}+\bar{J}_{n}^{\prime}\right) .
\end{aligned}
$$

It now follows from equation (4.3) that
$U_{k}\left(q^{r}, q\right)=I-\frac{\pi}{\sin (-\pi r)} \frac{q^{-\frac{1}{2} k r(1-r)}}{\alpha}$

$$
\begin{aligned}
= & \frac{4 \pi \sin (\pi r) q^{-\frac{1}{2} k r(1-r)}}{\alpha}\left[\frac{1}{4 \sin ^{2}(\pi r)}+\sum_{m=1}^{\infty} \frac{(-1)^{k m} q_{1}^{2 k m^{2}+2 m}\left(1+q_{1}^{4 m}\right)}{\left(1-e^{2 \pi i r} q_{1}^{4 m}\right)\left(1-e^{-2 \pi i r} q_{1}^{4 m}\right)}\right] \\
& +\sum_{n=0}^{\infty}\left(J_{n}^{\prime}+\bar{J}_{n}^{\prime}\right) \\
= & \frac{4 \pi \sin (\pi r) q^{-\frac{1}{2} k r(1-r)}}{\alpha} V_{k}\left(e^{2 \pi i r}, q_{1}^{4}\right)+\sum_{n=0}^{\infty}\left(J_{n}^{\prime}+\bar{J}_{n}^{\prime}\right)
\end{aligned}
$$

We now evaluate $\sum_{n=0}^{\infty}\left(J_{n}^{\prime}+\bar{J}_{n}^{\prime}\right)$. In the integral $J_{n}^{\prime}$ put $z=-r+p+x$, where $p=\frac{(2 n+1) \pi i}{k \alpha}$ and $x$ is a real variable running from $-\infty$ to $\infty$. This gives

$$
J_{n}^{\prime}=q^{-\frac{1}{2} k r} \int_{-\infty}^{\infty} A B C d x
$$

where

$$
\begin{aligned}
& A=e^{(2 n+1) \pi i(-r+p+x)} \\
& B=\frac{1+e^{-\alpha(p+x)}+e^{-2 \alpha(p+x)}+\cdots+e^{(-k+1) \alpha(p+x)}}{e^{\frac{1}{2} k \alpha(p+x)}-e^{-\frac{1}{2} k \alpha(p+x)}} \\
& C=e^{-\frac{1}{2} k \alpha(-r+p+x)^{2}}
\end{aligned}
$$

Simplifying, we obtain

$$
\begin{aligned}
J_{n}^{\prime}= & q^{-\frac{1}{2} k r(1-r)} q_{1}^{\frac{(2 n+1)^{2}}{2 k}} \int_{-\infty}^{\infty} \frac{e^{k \alpha r x-\frac{1}{2} k \alpha x^{2}}}{2 i(-1)^{n} \cosh \frac{1}{2} k \alpha x} \sum_{m=1}^{k-1} e^{-\frac{m(2 n+1) \pi i}{k}} e^{-m \alpha x} d x \\
& +q^{-\frac{1}{2} k r(1-r)} q_{1}^{\frac{(2 n+1)^{2}}{2 k}} \int_{-\infty}^{\infty} \frac{e^{k \alpha r x-\frac{1}{2} k \alpha x^{2}}}{2 i(-1)^{n} \cosh \frac{1}{2} k \alpha x} d x \\
= & P_{n}+Q_{n}
\end{aligned}
$$

say. Since $Q_{n}$ is purely imaginary, we have $J_{n}^{\prime}+\bar{J}_{n}^{\prime}=P_{n}+\bar{P}_{n}$. Hence,

$$
\begin{aligned}
J_{n}^{\prime}+\bar{J}_{n}^{\prime}= & -q^{-\frac{1}{2} k r(1-r)} \sum_{m=1}^{k-1}(-1)^{n} q_{1}^{\frac{(2 n+1)^{2}}{2 k}} \sin \left(\frac{m(2 n+1) \pi}{k}\right) \int_{-\infty}^{\infty} \frac{e^{(k r-m) \alpha x-\frac{1}{2} k \alpha x^{2}}}{\cosh \frac{1}{2} k \alpha x} d x \\
= & -2 q^{-\frac{1}{2} k r(1-r)} \sum_{m=1}^{k-1}(-1)^{n} q_{1}^{\frac{(2 n+1)^{2}}{2 k}} \sin \left(\frac{m(2 n+1) \pi}{k}\right) \\
& \cdot \int_{0}^{\infty} e^{-\frac{1}{2} k \alpha x^{2}} \frac{\cosh (k r-m) \alpha x}{\cosh \frac{1}{2} k \alpha x} d x
\end{aligned}
$$

and so

$$
\begin{align*}
\sum_{n=0}^{\infty}\left(J_{n}^{\prime}+\bar{J}_{n}^{\prime}\right)=- & q^{-\frac{1}{2} k r(1-r)} \sum_{m=1}^{k-1} \sum_{n=0}^{\infty} 2(-1)^{n} q_{1}^{\frac{(2 n+1)^{2}}{2 k}} \sin \left(\frac{m(2 n+1) \pi}{k}\right)  \tag{4.7}\\
& \cdot \int_{0}^{\infty} e^{-\frac{1}{2} k \alpha x^{2}} \frac{\cosh (k r-m) \alpha x}{\cosh \frac{1}{2} k \alpha x} d x \\
=- & q^{-\frac{1}{2} k r(1-r)} \sum_{m=1}^{k-1} \theta_{1}\left(\frac{m \pi}{k}, q_{1}^{\frac{2}{k}}\right) \int_{0}^{\infty} e^{-\frac{1}{2} k \alpha x^{2}} \frac{\cosh (k r-m) \alpha x}{\cosh \frac{1}{2} k \alpha x} d x
\end{align*}
$$

where the Jacobi $\theta$-function $\theta_{1}$ is defined by

$$
\theta_{1}(z ; \tau)=\theta_{1}(z, q)=2 \sum_{n=0}^{\infty}(-1)^{n} q^{\frac{(2 n+1)^{2}}{4}} \sin (2 n+1) z=i e^{-i z} q^{\frac{1}{4}} j\left(e^{2 i z}, q^{2}\right)
$$

and satisfies the transformation law

$$
-i \sqrt{-i \tau} \exp \left(\frac{i z^{2}}{\pi \tau}\right) \theta_{1}(z ; \tau)=\theta_{1}\left(\frac{z}{\tau} ;-\frac{1}{\tau}\right) .
$$

Hence,

$$
-i \sqrt{-i \tau} \exp \left(\frac{i z^{2}}{\pi \tau}\right) \theta_{1}(z, q)=\theta_{1}\left(\frac{z}{\tau}, q_{1}\right)
$$

Replacing $q$ by $q^{\frac{k}{2}}$ (so $\tau \rightarrow \frac{k}{2} \tau, q_{1} \rightarrow q_{1}^{\frac{2}{k}}$ ), we obtain

$$
-i \sqrt{\frac{-i k \tau}{2}} \exp \left(\frac{2 i z^{2}}{k \pi \tau}\right) \theta_{1}\left(z, q^{\frac{k}{2}}\right)=\theta_{1}\left(\frac{2 z}{k \tau}, q_{1}^{\frac{2}{k}}\right)
$$

When $z=m \pi \tau / 2$, this becomes

$$
\begin{align*}
\theta_{1}\left(\frac{m \pi}{k}, q_{1}^{\frac{2}{k}}\right) & =-i \sqrt{\frac{-i k \tau}{2}} \exp \left(\frac{m^{2} \pi i \tau}{2 k}\right) \theta_{1}\left(\frac{m \pi \tau}{2}, q^{\frac{k}{2}}\right)  \tag{4.8}\\
& =-i \sqrt{\frac{-i k \tau}{2}} q^{\frac{m^{2}}{2 k}} \theta_{1}\left(\frac{m \pi \tau}{2}, q^{\frac{k}{2}}\right) \\
& =-i \sqrt{\frac{k \alpha}{2 \pi}} q^{\frac{m^{2}}{2 k}} \theta_{1}\left(\frac{m \pi \tau}{2}, q^{\frac{k}{2}}\right)=\sqrt{\frac{k \alpha}{2 \pi}} q^{\frac{(k-2 m)^{2}}{8 k}} j\left(q^{m}, q^{k}\right)
\end{align*}
$$

Substituting (4.8) into (4.7) gives

$$
\begin{align*}
\sum_{n=0}^{\infty}\left(J_{n}^{\prime}+\bar{J}_{n}^{\prime}\right)= & -q^{-\frac{1}{2} k r(1-r)} \sum_{m=1}^{k-1} \theta_{1}\left(\frac{m \pi}{k}, q_{1}^{\frac{2}{k}}\right) \int_{0}^{\infty} e^{-\frac{1}{2} k \alpha x^{2}} \frac{\cosh (k r-m) \alpha x}{\cosh \frac{1}{2} k \alpha x} d x  \tag{4.9}\\
=- & q^{-\frac{1}{2} k r(1-r)} \sqrt{\frac{k \alpha}{2 \pi}} \sum_{m=1}^{k-1} q^{\frac{(k-2 m)^{2}}{8 k}} j\left(q^{m}, q^{k}\right) \\
& \cdot \int_{0}^{\infty} e^{-\frac{1}{2} k \alpha x^{2}} \frac{\cosh (k r-m) \alpha x}{\cosh \frac{1}{2} k \alpha x} d x
\end{align*}
$$

Finally, by (4.6) and (4.9) we get the transformation law

$$
\begin{aligned}
q^{\frac{1}{2} k r(1-r)} U_{k}\left(q^{r}, q\right)= & \frac{4 \pi}{\alpha} \sin (\pi r) V_{k}\left(e^{2 \pi i r}, q_{1}^{4}\right) \\
& -\sum_{m=1}^{k-1} \theta_{1}\left(\frac{m \pi}{k}, q_{1}^{\frac{2}{k}}\right) \int_{0}^{\infty} e^{-\frac{1}{2} k \alpha x^{2}} \frac{\cosh (k r-m) \alpha x}{\cosh \frac{1}{2} k \alpha x} d x \\
= & \frac{4 \pi}{\alpha} \sin (\pi r) V_{k}\left(e^{2 \pi i r}, q_{1}^{4}\right) \\
& -\sqrt{\frac{k \alpha}{2 \pi}} \sum_{m=1}^{k-1} q^{\frac{(k-2 m)^{2}}{8 k}} j\left(q^{m}, q^{k}\right) \int_{0}^{\infty} e^{-\frac{1}{2} k \alpha x^{2}} \frac{\cosh (k r-m) \alpha x}{\cosh \frac{1}{2} k \alpha x} d x
\end{aligned}
$$

which completes the proof of (4.2).

## 5 Mock Theta Conjectures for Functions of Even Order

Hickerson [15|16] proved that Ramanujan's fifth and seventh order mock $\theta$-functions are related to the function $M$. The third order mock $\theta$-function $\omega(q)$ is $M\left(q, q^{2}\right)$, and the third order mock $\theta$-function $\psi(q)$ is equal to $q M\left(q, q^{4}\right)$. Ramanujan gave relations, later proved by Watson [26], between $\omega(q)$ or $\psi(q)$ and some of the other third order mock $\theta$-functions. A complete list of relations between all of the third order mock $\theta$-functions and the function $M$ is given in [13].

It turns out that the mock $\theta$-functions of even order are related to the function $H$. Lists of all of these relations (referred to as mock theta "conjectures" even after their proofs are known) are found in [13]. We will discuss some of these relations.

The second order mock $\theta$-function $B(q)$ is $H\left(q, q^{2}\right)$ (see [20]). The function $V_{1}(q)$ in [11, 20] is equal to $q H\left(q, q^{4}\right)$.

The sixth order mock $\theta$-functions $\phi(q)$ and $\psi(q)$ defined by

$$
\phi(q)=\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{n^{2}}\left(q ; q^{2}\right)_{n}}{(-q ; q)_{2 n}}, \quad \psi(q)=\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{(n+1)^{2}}\left(q ; q^{2}\right)_{n}}{(-q ; q)_{2 n+1}}
$$

are related to $H$ by

$$
\begin{aligned}
& \phi\left(q^{4}\right)=\frac{\left(q^{2} ; q^{2}\right)_{\infty}^{3}\left(q^{3} ; q^{3}\right)_{\infty}^{2}\left(q^{12} ; q^{12}\right)_{\infty}^{3}}{(q)_{\infty}^{2}\left(q^{6} ; q^{6}\right)_{\infty}^{3}\left(q^{8} ; q^{8}\right)_{\infty}\left(q^{24} ; q^{24}\right)_{\infty}}-2 q H\left(q, q^{6}\right) \\
& \psi\left(q^{4}\right)=\frac{q^{3}\left(q^{2} ; q^{2}\right)_{\infty}^{2}\left(q^{4} ; q^{4}\right)_{\infty}\left(q^{24} ; q^{24}\right)_{\infty}^{2}}{(q)_{\infty}\left(q^{3} ; q^{3}\right)_{\infty}\left(q^{8} ; q^{8}\right)_{\infty}^{2}}-q^{3} H\left(q^{3}, q^{6}\right)
\end{aligned}
$$

These identities were discovered using transformation laws and computer algebra. Some proofs for these and similar identities for the eighth and tenth order functions below will appear in a forthcoming paper. Relations between other sixth order mock $\theta$-functions and $\phi(q)$ or $\psi(q)$ are found in [2].

Gordon and the author [11] discovered the eighth order mock $\theta$-functions by applying the half-shift method to the $\theta$-functions appearing in the Göllnitz-Gordon identities [9], [10], [24, eq. (36), (34)]. Two of the eighth order mock $\theta$-functions are

$$
S_{0}(q)=\sum_{n=0}^{\infty} \frac{q^{n^{2}}\left(-q ; q^{2}\right)_{n}}{\left(-q^{2} ; q^{2}\right)_{n}}, \quad S_{1}(q)=\sum_{n=0}^{\infty} \frac{q^{n(n+2)}\left(-q ; q^{2}\right)_{n}}{\left(-q^{2} ; q^{2}\right)_{n}} .
$$

They are related to $H$ by

$$
\begin{aligned}
& S_{0}\left(-q^{2}\right)=\frac{j\left(-q, q^{2}\right) j\left(q^{6}, q^{16}\right)}{j\left(q^{2} ; q^{8}\right)}-2 q H\left(q, q^{8}\right) \\
& S_{1}\left(-q^{2}\right)=\frac{j\left(-q, q^{2}\right) j\left(q^{2}, q^{16}\right)}{j\left(q^{2}, q^{8}\right)}-2 q H\left(q^{3}, q^{8}\right)
\end{aligned}
$$

On page 9 of the lost notebook Ramanujan defined four functions that came to be known as the tenth order mock $\theta$-functions. These functions are

$$
\begin{array}{ll}
\phi(q)=\sum_{n=0}^{\infty} \frac{q^{\frac{1}{2} n(n+1)}}{\left(q ; q^{2}\right)_{n+1}}, & \psi(q)=\sum_{n=0}^{\infty} \frac{q^{\frac{1}{2}(n+1)(n+2)}}{\left(q ; q^{2}\right)_{n+1}}, \\
X(q)=\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{n^{2}}}{(-q ; q)_{2 n}}, & \chi(q)=\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{(n+1)^{2}}}{(-q ; q)_{2 n+1}} .
\end{array}
$$

The mock theta "conjectures" of order 10 are

$$
\begin{aligned}
\phi(q)= & \frac{\left(q^{10} ; q^{10}\right)_{\infty}^{2} j\left(-q^{2}, q^{5}\right)}{\left(q^{5} ; q^{5}\right)_{\infty} j\left(q^{2}, q^{10}\right)}+2 q H\left(q^{2}, q^{5}\right), \\
\psi(q)= & -\frac{q\left(q^{10} ; q^{10}\right)_{\infty}^{2} j\left(-q, q^{5}\right)}{\left(q^{5} ; q^{5}\right)_{\infty} j\left(q^{4}, q^{10}\right)}+2 q H\left(q, q^{5}\right), \\
X\left(-q^{2}\right)= & \frac{\left(q^{4} ; q^{4}\right)_{\infty}^{2}\left(j\left(-q^{2}, q^{20}\right)^{2} j\left(q^{12}, q^{40}\right)+2 q\left(q^{40} ; q^{40}\right)_{\infty}^{3}\right)}{\left(q^{2} ; q^{2}\right)_{\infty}\left(q^{20} ; q^{20}\right)_{\infty}\left(q^{40} ; q^{40}\right)_{\infty} j\left(q^{8}, q^{40}\right)} \\
& -2 q H\left(q, q^{20}\right)+2 q^{5} H\left(q^{9}, q^{20}\right), \\
\chi\left(-q^{2}\right)= & \frac{q^{2}\left(q^{4} ; q^{4}\right)_{\infty}^{2}\left(2 q\left(q^{40} ; q^{40}\right)_{\infty}^{3}-j\left(-q^{6}, q^{20}\right)^{2} j\left(q^{4}, q^{40}\right)\right)}{\left(q^{2} ; q^{2}\right)_{\infty}\left(q^{20} ; q^{20}\right)_{\infty}\left(q^{40} ; q^{40}\right)_{\infty} j\left(q^{16}, q^{40}\right)} \\
& -2 q^{3} H\left(q^{3}, q^{20}\right)-2 q^{5} H\left(q^{7}, q^{20}\right) .
\end{aligned}
$$

The first two were stated and proved by Choi [6, pp. 533-534], and the last two were discovered by the author [13] by matching the Mordell integrals in their transformation laws (obtained using computer algebra) with the Mordell integrals in the transformation laws for $H\left(q^{r}, q\right)$. A rigorous proof has yet to be worked out.

## 6 Concluding Remarks

Unlike that for $\theta$-functions, transformation laws for mock $\theta$-functions are not unique. For example,

$$
\begin{align*}
q^{\frac{3}{2} r(1-r)} U_{3}\left(q^{r}, q\right) & =\frac{4 \pi}{\alpha} \sin (\pi r) V_{3}\left(e^{2 \pi i r}, q_{1}^{4}\right)+\text { an integral }  \tag{6.1}\\
& =\frac{-2 \pi i}{\alpha} e^{3 \pi i r} U_{3}\left(e^{2 \pi i r}, q_{1}^{4}\right)+\text { some integrals. } \tag{6.2}
\end{align*}
$$

Equation (6.1) is (4.2) with $k=3$. To prove (6.2) we first introduce the Appell function.

The Appell function of level $l$ (not to be confused with the level of a modular form) is defined by (see, for example [30])

$$
A_{l}(u, v ; \tau)=e^{l \pi i u} \sum_{n=-\infty}^{\infty} \frac{(-1)^{l n} e^{l \pi i\left(n^{2}+n\right) \tau+2 \pi i n v}}{-e^{2 \pi i n \tau+2 \pi i u}}, \tau \in \mathcal{H}, v \in \mathbf{C}, u \in \mathbf{C} \backslash(\mathbf{Z} \tau+\mathbf{Z})
$$

and satisfies the transformation law [30]

$$
A_{l}(u, v ; \tau)=\frac{e^{\pi i(l u-2 v) u / \tau}}{\tau} A_{l}(u / \tau, v / \tau ;-1 / \tau)+\text { some integrals }
$$

When $l=3$ and $v=0$, this law becomes

$$
\begin{equation*}
e^{3 \pi i u} U_{3}\left(e^{2 \pi i u}, e^{2 \pi i \tau}\right)=\frac{e^{3 \pi i u^{2} / \tau}}{\tau} e^{3 \pi i u / \tau} U_{3}\left(e^{2 \pi i u / \tau}, e^{-2 \pi i / \tau}\right)+\text { some integrals. } \tag{6.3}
\end{equation*}
$$

Recall that $q=e^{-\alpha}=e^{\pi i \tau}$ and $q_{1}=e^{-\pi^{2} / \alpha}$. So $\alpha=-\pi i \tau$ and $q_{1}=e^{-\pi i / \tau}$. If we put $u=r \tau$, then (6.3) simplifies to

$$
q^{3 r} U_{3}\left(q^{2 r}, q^{2}\right)=\frac{-\pi i}{\alpha} q^{3 r^{2}} e^{3 \pi i r} U_{3}\left(e^{2 \pi i r}, q_{1}^{2}\right)+\text { some integrals. }
$$

Replacing $q$ by $q^{\frac{1}{2}}$ (hence $\alpha \rightarrow \frac{1}{2} \alpha, q_{1} \rightarrow q_{1}^{2}$ ), this becomes (6.2).
Comparing (6.1) and (6.2), we cannot conclude that

$$
\frac{4 \pi}{\alpha} \sin (\pi r) V_{3}\left(e^{2 \pi i r}, q_{1}^{4}\right)=\frac{-2 \pi i}{\alpha} e^{3 \pi i r} U_{3}\left(e^{2 \pi i r}, q_{1}^{4}\right)
$$

which is equivalent to

$$
2 i \sin (\pi r) V_{3}\left(e^{2 \pi i r}, q_{1}^{4}\right)=e^{3 \pi i r} U_{3}\left(e^{2 \pi i r}, q_{1}^{4}\right)
$$

By (3.5) (with $x \rightarrow e^{2 \pi i r}, q \rightarrow q_{1}^{4}$, then divide by $e^{\pi i r}$ ) we obtain

$$
2 i \sin (\pi r) V_{3}\left(e^{2 \pi i r}, q_{1}^{4}\right)-e^{3 \pi i r} U_{3}\left(e^{2 \pi i r}, q_{1}^{4}\right)=e^{\pi i r}\left(q_{1}^{4} ; q_{1}^{4}\right)_{\infty}
$$

Hence $2 i \sin (\pi r) V_{3}\left(e^{2 \pi i r}, q_{1}^{4}\right)$ and $e^{3 \pi i r} U_{3}\left(e^{2 \pi i r}, q_{1}^{4}\right)$ differ by a $\theta$-function.
In general, the mock $\theta$-functions on the right-hand sides of transformation laws similar to (6.1) and (6.2) (with the same left side) differ by a $\theta$-function, because they have the same shadow [28].

The presence of a nonzero Mordell integral in a transformation formula for a function $f(q)$ does not always indicate that $f(q)$ is a mock $\theta$-function. We provide an example using Zwegers' $\mu$-function [29] (this function is a normalized level 1 Appell function):

$$
\mu(a, b, q)=\mu(u, v ; \tau)=i b^{\frac{1}{2}} q^{-\frac{1}{8}} A_{1}(u, v ; \tau) / j(b, q),
$$

where $a=e^{2 \pi i u}, b=e^{2 \pi i v}$, and $q=e^{2 \pi i \tau}$.
If we put $u=1 / 2+\tau / 2$ and $v=1 / 2$, then

$$
\mu(u, v ; \tau)=\mu\left(-q^{\frac{1}{2}},-1, q\right)=q^{\frac{1 / 8}{2 i}}, \quad \mu\left(\frac{u}{\tau}, \frac{v}{\tau} ;-\frac{1}{\tau}\right)=\mu\left(-q_{1}^{-\frac{1}{2}}, q_{1}^{-\frac{1}{2}}, q_{1}\right)=0
$$

where $q_{1}=e^{-2 \pi i / \tau}$. The transformation law for $f(q)=\mu\left(-q^{\frac{1}{2}},-1, q\right)$ becomes

$$
q^{1 / 8}=e^{-\alpha / 4}=2 \int_{0}^{\infty} e^{-\alpha x^{2}} \frac{\cos \alpha x}{\cosh \pi x} d x
$$

where $\alpha=-\pi i \tau$.
Equation (2.7) expresses the function $H(x, q)$ as a normalized level 2 Appell function. In particular,

$$
H(x, q)=\frac{U_{2}(x, q)}{j\left(q, q^{2}\right)}=\frac{\tilde{A}_{2}(x,-1, q)}{j\left(q, q^{2}\right)}
$$

where

$$
\tilde{A}_{l}(a, b, q)=\sum_{n=-\infty}^{\infty} \frac{(-1)^{\ln } q^{\frac{1}{2} \ln (n+1)} b^{n}}{1-a q^{n}}
$$

By the identity

$$
\frac{1}{1-x}=\frac{1+x+x^{2}+\cdots+x^{l-1}}{1-x^{l}}
$$

where $x=a q^{n}$, it is not difficult to show that

$$
\begin{equation*}
\tilde{A}_{l}(a, b, q)=\sum_{m=0}^{l-1} a^{m} \tilde{A}_{1}\left(a^{l},(-1)^{l-1} b q^{m}, q^{l}\right) . \tag{6.4}
\end{equation*}
$$

Kang [17] used this to prove that

$$
\begin{equation*}
i a H(a, q)=\frac{\eta^{4}(2 \tau)}{\eta^{2}(\tau) \vartheta(2 u ; 2 \tau)}+a q^{-\frac{1}{4}} \mu(2 u, \tau ; 2 \tau) \tag{6.5}
\end{equation*}
$$

and

$$
i a^{\frac{3}{2}} q^{-\frac{1}{24}} M(a, q)=\frac{\eta^{3}(3 \tau)}{\eta(\tau) \vartheta(3 u ; 3 \tau)}+a q^{-\frac{1}{6}} \mu(3 u, \tau ; 3 \tau)+a^{2} q^{-\frac{2}{3}} \mu(3 u, 2 \tau ; 3 \tau)
$$

where $a=e^{2 \pi i u}, q=e^{2 \pi i \tau}$, and $\eta(\tau)=q^{\frac{1}{24}}(q)_{\infty}$ is the Dedekind $\eta$-function.
The transformation laws for $H$ and $\mu$ can be combined to eliminate the Mordell integrals. This resulting transformation law is

$$
\begin{aligned}
q^{-\frac{1}{2} r^{2}}\left(q^{\frac{1}{8}} H\left(a^{\frac{1}{2}} b^{-\frac{1}{2}} q^{\frac{1}{4}}, q^{\frac{1}{2}}\right)+i \mu(u, v ; \tau)\right) & = \\
& \frac{1}{\sqrt{-i \tau}}\left(\frac{1}{2} \sec (\pi r) q_{1}^{-\frac{1}{8}} K\left(-q_{1}^{v-u}, q_{1}\right)-i \mu\left(\frac{u}{\tau}, \frac{v}{\tau} ;-\frac{1}{\tau}\right)\right)
\end{aligned}
$$

where $q=e^{2 \pi i \tau}, q_{1}=e^{-2 \pi i / \tau}, a=e^{2 \pi i u}, b=e^{2 \pi i v}$, and $r=(u-v) / \tau$. Hence,

$$
\begin{equation*}
i \mu(u, v ; \tau)+q^{\frac{1}{8}} H\left(a^{\frac{1}{2}} b^{-\frac{1}{2}} q^{\frac{1}{4}}, q^{\frac{1}{2}}\right) \tag{6.6}
\end{equation*}
$$

and

$$
\begin{equation*}
i \mu(u, v ; \tau)-\frac{a^{\frac{1}{2}} b^{-\frac{1}{2}} q^{-\frac{1}{8}} K(-a / b, q)}{1+a / b} \tag{6.7}
\end{equation*}
$$

are Jacobi forms; they behave like $\theta$-functions. A proof that (6.6) vanishes when $u+v=\tau / 2$ and (6.7) vanishes when $u+v=1 / 2$ is given in 14. Therefore

$$
\begin{equation*}
H(a, q)=-i q^{-\frac{1}{4}} \mu(u, \tau-u ; 2 \tau) \tag{6.8}
\end{equation*}
$$

and

$$
K(a, q)=\left(a^{\frac{1}{2}}-a^{-\frac{1}{2}}\right) q^{\frac{1}{8}} \mu\left(\frac{u}{2}, \frac{1-u}{2} ; \tau\right)=2 i \sin (\pi u) q^{\frac{1}{8}} \mu\left(\frac{u}{2}, \frac{1-u}{2} ; \tau\right)
$$

or equivalently,

$$
H(x, q)=-i q^{-\frac{1}{4}} \mu\left(x, q / x, q^{2}\right)=\frac{\tilde{A}_{1}\left(x, q / x, q^{2}\right)}{j\left(q / x, q^{2}\right)}
$$

and

$$
\frac{K(y, q)}{1-y}=-y^{-\frac{1}{2}} q^{\frac{1}{8}} \mu\left(y^{\frac{1}{2}},-y^{-\frac{1}{2}}, q\right)=\frac{\tilde{A}_{1}\left(y^{\frac{1}{2}},-y^{-\frac{1}{2}}, q\right)}{y^{\frac{1}{2}} j\left(-y^{-\frac{1}{2}}, q\right)}
$$

Observe that (6.8) removes the $\theta$-quotient from (6.5). This has a nice extension to higher level Appell functions. It follows from (6.4) and (2.5) that

$$
\begin{align*}
\tilde{A}_{l}\left(a,(-1)^{l-1}, q\right) & =\frac{\left(q^{l} ; q^{l}\right)_{\infty}^{3}}{j\left(a^{l}, q^{l}\right)}+\sum_{m=1}^{l-1} a^{m} \tilde{A}_{1}\left(a^{l}, q^{m}, q^{l}\right)  \tag{6.9}\\
& =\frac{\left(q^{l} ; q^{l}\right)_{\infty}^{3}}{j\left(a^{l}, q^{l}\right)}-i \sum_{m=1}^{l-1} a^{m-\frac{l}{2}} q^{\frac{l}{8}-\frac{m}{2}} j\left(q^{m}, q^{l}\right) \mu(l u, m \tau ; l \tau)
\end{align*}
$$

The $\theta$-quotient in (6.9) is removed by the conjectured identity

$$
\begin{aligned}
\tilde{A}_{l}\left(a,(-1)^{l-1}, q\right) & =\sum_{m=1}^{l-1} \frac{j\left(q^{m}, q^{l}\right)}{j\left(q^{m} / a, q^{l}\right)} a^{m-1} \tilde{A}_{l}\left(a^{l-1}, q^{m} / a, q^{l}\right) \\
& =-i \sum_{m=1}^{l-1} a^{m-\frac{l}{2}} q^{\frac{l}{8}-\frac{m}{2}} j\left(q^{m}, q^{l}\right) \mu(l u-u, m \tau-\tau ; l \tau)
\end{aligned}
$$

for $l \geq 2$.

## References

[1] G. E. Andrews and B. C. Berndt, Ramanujan's lost notebook. Part I. Springer, New York, 2005.
[2] G. E. Andrews and D. Hickerson, Ramanujan's "lost" notebook. VII. The sixth order mock theta functions. Adv. Math. 89(1991), no. 1, 60-105. http://dx.doi.org/10.1016/0001-8708(91)90083-J
[3] T. M. Apostol, Modular functions and Dirichlet series in number theory. Second ed., Graduate Texts in Mathematics, Springer-Verlag, New York, 1990.
[4] K. Bringmann and K. Ono, Dyson's ranks and Maass forms. Ann. of Math. 171(2010), no. 1, 419-449. http://dx.doi.org/10.4007/annals.2010.171.419
[5] K. Bringmann, K. Ono, and R. Rhoades, Eulerian series as modular forms. J. Amer. Math. Soc. 21(2008), no. 4, 1085-1104. http://dx.doi.org/10.1090/S0894-0347-07-00587-5
[6] Y.-S. Choi, Tenth order mock theta functions in Ramanujan's lost notebook. Invent. Math. 136(1999), no. 3, 497-569. http://dx.doi.org/10.1007/s002220050318
[7] G. Gasper and M. Rahman, Basic hypergeometric series. Encyclopedia of Mathematics and its Applications, 35, Cambridge University Press, Cambridge, 1990.
[8] F. G. Garvan, New combinatorial interpretations of Ramanujan's partition congruences mod 5, 7 and 11. Trans. Amer. Math. Soc. 305(1988), no. 1, 47-77.
[9] H. Göllnitz, Partitionen mit Differenzenbedingungen. J. Reine Angew. Math. 225(1967), 154-190. http://dx.doi.org/10.1515/crll.1967.225.154
[10] B. Gordon, Some continued fractions of the Rogers-Ramanujan type. Duke Math. J. 32(1965), 741-748. http://dx.doi.org/10.1215/S0012-7094-65-03278-3
[11] B. Gordon and R. J. McIntosh, Some eighth order mock theta functions. J. London Math. Soc. (2) 62(2000), no. 2, 321-335. http://dx.doi.org/10.1112/S0024610700008735
[12] , Modular transformations of Ramanujan's fifth and seventh order mock theta functions. Ramanujan J. 7(2003), no. 1-3, 193-222. http://dx.doi.org/10.1023/A:1026299229509
[13] $\qquad$ , A survey of classical mock theta functions. To appear, Developments in Mathematics, Springer 2011.
[14] Some identities for Appell-Lerch sums and a universal mock theta function. Ramanujan J., to appear.
[15] D. Hickerson, A proof of the mock theta conjectures. Invent. Math. 94(1988), no. 3, 639-660. http://dx.doi.org/10.1007/BF01394279
[16] $\longrightarrow$ On the seventh order mock theta functions. Invent. Math. 94(1988), no. 3, 661-677. http://dx.doi.org/10.1007/BF01394280
[17] S.-Y. Kang, Mock Jacobi forms in basic hypergeometric series. Compos. Math. 145(2009), no. 3, 553-565. http://dx.doi.org/10.1112/S0010437X09004060
[18] M. Lerch, Poznámky k theorii funkcí elliptických. Rozpravy České Akademie Císaře Františka Josefa pro vědy, slovesnost a umění v praze, 24(1892), 465-480.
[19] M. Lerch, Nová analogie řady theta a některé zvláštní hypergeometrické řady Heineovy. Rozpravy 3(1893), 1-10.
[20] R. J. McIntosh, Second order mock theta functions. Canad. Math. Bull. 50(2007), no. 2, 284-290. http://dx.doi.org/10.4153/CMB-2007-028-9
[21] L. J. Mordell, The definite integral $\int_{-\infty}^{\infty} \frac{e^{a x^{2}}+b x}{e^{c x}+d} d x$ and the analytic theory of numbers. Acta. Math. 61(1933), no. 1, 323-360. http://dx.doi.org/10.1007/BF02547795
[22] S. Ramanujan, Collected papers. Cambridge University Press, 1927; reprinted Chelsea, New York, 1962.
$\qquad$ , The lost notebook and other unpublished papers. Springer-Verlag, Berlin; Narosa, New Delhi, 1988.
[24] L. J. Slater, Further identities of the Rogers-Ramanujan type. Proc. London Math. Soc. (2) 54(1952), 147-167. http://dx.doi.org/10.1112/plms/s2-54.2.147
[25] J. Tannery and J. Molk, Eléments de la théorie des fonctions elliptiques. Tomes I-IV, Gauthier-Villars, Paris, 1893-1902; reprinted, Chelsea, New York, 1972.
[26] G. N. Watson, The final problem: an account of the mock theta functions. In: Ramanujan: essays and surveys, Hist. Math., 22, American Mathematical Society, Providence, RI, 2001, pp. 325-347.
[27] E. T. Whittaker and G. N. Watson, A course of modern analysis. 4th ed., Cambridge University Press, 1952.
[28] D. Zagier, Ramanujan's mock theta functions and their applications (d'après Zwegers and Bringmann-Ono). Séminaire Bourbaki, 60ème année, 2006-2007, no. 986.
[29] S. P. Zwegers, Mock theta functions. Ph.D. Thesis, Universiteit Utrecht, 2002.
[30] ——Appell-Lerch sums as mock modular forms. Conference presentation, KIAS, June 26, 2008.
Department of Mathematics and Statistics, University of Regina, Regina, SK S4S 0A2
e-mail: mcintosh@math.uregina.ca


[^0]:    Received by the editors November 21, 2010.
    Published electronically October 5, 2011.
    Support by the Natural Sciences and Engineering Research Council of Canada is gratefully acknowledged.

    AMS subject classification: 11B65, 33D15.
    Keywords: mock theta function, $q$-series, Appell-Lerch sum, generalized Lambert series.

