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In recent years the development of remote microscopy, specifically in electron microscopes, has begun to emerge as a useful research tool rather than simply an educational or teaching aid. Scientists have long been able to work collaboratively at a distance; however, it is often in terms of receiving data or sending some instructions where there may be a delay in receipt of the information. When defining remote control it is important to note that electron microscopy requires instantaneous control and receipt of the feedback (in most cases via images on a screen). Without real-time control it is impossible to conduct high resolution imaging and analysis work. In terms of electron microscopy, there are several reasons for conducting experiments remotely: With sub-Ångström aberration-corrected scanning transmission electron microscopes, the environment within which the microscope itself sits is of utmost importance. By removing the user, the room will be free from ‘human’ sources of vibration and temperature variation. Secondly, instruments operating in a clean room environment may be controlled without the user needing to be in the same area. Finally, the microscope may be used more efficiently if access were available at all times and from multiple locations. True remote operation would allow a user to ‘log-in’ from a completely separate workstation, which enables collaborative work without the need to travel.[1]

Imperial College London, Oak Ridge National Laboratory, and the Georgia Institute of Technology have implemented the first phase of a ‘Global lab’ under the umbrella of the AtlantTICC Alliance.[4] By using a dedicated high bandwidth, low latency network (UKLight/Lambda rail[4]) it has been possible to control the JEOL 2200FS aberration-corrected scanning transmission electron microscope (STEM) at ORNL from the electron microscope lab in the department of materials, Imperial College London.[5]. Imperial College has the first monochromated FEI Titan 80-300 in the UK with a Gatan Tridiem spectrometer. The Titan is primarily used for high resolution electron energy loss spectroscopy (HREELS). The JEOL instrument is Cs (probe) corrected and therefore perfect for atomic resolution STEM imaging, this means the two microscopes complement each other very well. The 2200FS is housed in ORNL’s Advanced Microscopy Laboratory, a facility that provides ultimate environmental control necessary for a number of instruments capable of sub-Ångström resolution to routinely achieve their specification capabilities. The microscope sits in a controlled environment with ‘local’ remote operation via the direct link to a PC in the operator room. Figure 1 shows the ORNL instrument seen through the window of the control room in the HTML building. The enabling technology is the network, a schematic of which is shown in Fig. 2. The Lambda rail network uses a dedicated band of wavelengths that do not receive any traffic other than that to/from the microscope or controller. The low latency optical fibre network allows incredibly quick data transmission connected by Ethernet switches. This provides a point-to-point connection with network speeds up to 10Gbs. This allows not only real time control of the microscope itself but several streams of high definition audio/visual data. It is the combination of the remote control with the collaborative aspect that has enhanced the remote control experience.

At Imperial College, the computer has a remote version of the JEOL control panel with multi-function knobs and buttons (Sirius). The Sirius control panel fulfills all the functions of the local control panel, this enables the “feel” of the microscope to be transferred to the remote user. Figure 3 is a view of the operation of the 2200FS via the remote panel, from the Imperial laboratory. The JEOL Sirius remote operation software (previously demonstrated on a wireless system within the US[6][7]) has been tested over the transatlantic link and works with zero appreciable delay. UltraVNC remote

![1: a) ORNL JEOL 2200FS at the HTML, b) the ‘local’ remote control of the instrument.](Image)

Modern transmission and scanning electron microscopes are almost fully computer controlled and it is this that allows the most basic of ‘remote’ experiences whereby the user is simply controlling a PC next to the instrument itself with all the data transmission occurring over either a network or directly from a control board in the PC. Removing the user from the room in which the microscope sits is therefore relatively straightforward, assuming an appropriate network and the ability to view the correct controls (and image!) is available. When it comes to any sort of long distance remote microscopy, the network and speed of connection becomes the limiting factor.[2] Previous remote microscopy collaborations have been limited by the speed of connection and therefore both the image refresh rate and/or the number of available functions that may be controlled has been limited.[3]
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desktop connection software \cite{8} was used to provide multiple views of the two local microscope control PCs on the remote operation PC. These provided not only a real-time view of the screen but full control, without removing control from the local operator. Both the microscope control PC and the support PC (running the aberration corrector and STEM scanning software) can be displayed on the remote PC monitors. All relevant displays are available to the remote operator, thereby making all functions/controls available to the ‘local’ user present at the remote station. Figure 4 is a screen shot of the remote control PC desktop showing the microscope control software, the Sirius remote control application and Digital Micrograph (Gatan, Inc.). An additional workstation is connected to the Lambda rail in both labs in order to provide the high-definition audio/visual stream.

The initial phase of use has proved that the system is not only capable of full remote control of the microscope (except sample loading and filling of the anti-contamination traps), but also, with the addition of the high-definition audio-visual system, a new capability for collaborative experimentation. The use of the specialist network enables a real-time, zero delay image of what is seen locally in the microscopy control room, which means that ‘non-local’ support is required only for routine tasks. It has been mentioned previously that listening for things like valves opening and closing, pumps running etc. is an important part of the microscopy experience, however, this is not relevant in this case as the ‘local’ user operates the instrument from outside the microscope room anyway. Furthermore, if more input is required, there is enough bandwidth to add more video or audio streams to add to the experience. Figure 5 is a plot of network traffic over the “lambda rail” to the Imperial lab during a demonstration event. It shows up to 130Mbs of traffic, far beyond the capabilities of any home or business network. The largest usage of bandwidth occurred when four AV streams and the microscope were being used simultaneously. There was zero slowdown and a continuous uninterrupted connection throughout the demonstration event.

The collaborative aspect of the Imperial-ORNL setup surpassed our expectations. When working on a sample with both the ‘local’ and ‘remote’ scientists we were able to both control the microscope and easily identify regions of interest, take turns in the acquisition and more efficiently make use of the time. The video stream uses 30Mbs of bandwidth in order to provide a high quality feed. This means that the ‘local’ cameras can be positioned to show anything from LED displays on the vacuum cabinet to the ‘local’ control PC screens themselves. The potential for collaborative work is almost limitless because multiple users can log in as long as they have the appropriate Lambda rail connection. Thus, the microscope user can interact with an external site while operating the microscope itself, or indeed demonstrate an experiment to a greater number of people than could otherwise be accommodated in the lab.

The UK-USA connection has the additional advantage of uninterrupted experimentation utilizing the time-zone difference between Tennessee and London. The Lambda rail is not limited to the remote microscopy project and has been used for other areas of research within the framework of the AtlanTICC Alliance project. Examples include video conferencing, sharing of data, access to supercomputer clusters and other instrumentation.

3: UK remote control desk. The JEOL Sirius control panel and remote control PC. Two monitors display the microscope control software and two monitors display the high definition AV streams. (copyright: Materials World magazine of the IOM Communications.)

The collaborative aspect of the Imperial-ORNL setup surpassed our expectations. When working on a sample with both the ‘local’ and ‘remote’ scientists we were able to both control the microscope and easily identify regions of interest, take turns in the acquisition and more efficiently make use of the time. The video stream uses 30Mbs of bandwidth in order to provide a high quality feed. This means that the ‘local’ cameras can be positioned to show anything from LED displays on the vacuum cabinet to the ‘local’ control PC screens themselves. The potential for collaborative work is almost limitless because multiple users can log in as long as they have the appropriate Lambda rail connection. Thus, the microscope user can interact with an external site while operating the microscope itself, or indeed demonstrate an experiment to a greater number of people than could otherwise be accommodated in the lab.

The UK-USA connection has the additional advantage of uninterrupted experimentation utilizing the time-zone difference between Tennessee and London. The Lambda rail is not limited to the remote microscopy project and has been used for other areas of research within the framework of the AtlanTICC Alliance project. Examples include video conferencing, sharing of data, access to supercomputer clusters and other instrumentation.

4: Screenshot of remote control PC desktop; a) microscope control software, b) JEOL SIRIUS, the application that runs the trackball and FasTEM control panel, c) Gatan Digital Micrograph for data acquisition.
The next phase of the project is to add the Imperial College FEI Titan instrument to the network. It is currently operating as a stand-alone instrument with an optional ‘local’ remote connection. This ‘local’ remote control allows the user to exit the room after loading the sample and take full control of the microscope (Figure 6). Monochromated HRSTEM-EELS and spectrum imaging require a highly stable environment to minimise sample drift and/or fluctuations in the stability of the electron energy loss spectrum.
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5: Plot of streaming data for both incoming and outgoing connections at the Imperial side of the Lambda rail connection. The solid green represents incoming and the blue line represents outgoing traffic.

6: “Local” remote control of the Imperial College Titan. This workstation is connected to the microscope support PC via an optical fibre connection through to the microscope room.