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GENERALIZED NULL CORRELATION BUNDLES

LAWRENCE EIN

§0.

It is well known that the moduli space of stable rank 2 vector bundles
on P* of the fixed topological type is an irreducible smooth variety ([1],
and [8]). There are also many known results on the classification of
stable rank 2 vector bundles on P* with “small” Chern classes.

In this paper, we investigate a particular simple class of stable rank
2 vector bundles on PP°. A rank 2 vector bundle & on IP? is said to be a
generalized null correlation bundle if it is given as the homology of a
monad in the following form,

0.1) 0—> Ops(—c) —> Ops(b) @ OUps(a) @ Ops(—a) ® Ops(—b) —> Ops(c)

where ¢ > b > a > 0. Then ¢,(€) = 0 and ¢(€) = ¢ — o — b°. We observe
that & is stable if and only if ¢ > a + b (1.2). The null correlation bundle
constructed in [2] is defined with ¢ =5 =0 and ¢ = 1. Assume that =
¢ —a* — b where ¢ >a + b. Let M(0,f) be the moduli space of stable
rank 2 vector bundle on P with ¢, =0 and ¢, = t. We show that M(0, )
has an irreducible component N(a, b, ¢) with the following properties: For
a general point p of N(a, b, ¢) the corresponding bundle is a vector bundle
defined by a monad of the form in (0.1). Furthermore, A'(End &) =
dim N(a, b, ¢). Thus M(0, t) is smooth at p. This implies that M(0,?) is
reduced at the generic point of N(a, b, ).

In Section 3 we give two applications to our construction

(1) Suppose that MO0, =X U X, ---UX,, where X,/s are the
distinct irreducible components of M (0, £). We show that limsup, m, = co.

(2) We prove that M(— 1, 2n) is disconnected if n > 2. If ¢, = 0,
then one can use the Atiyah-Rees invariant to show that M(0, n) is dis-
connected for n > 3.
Throughout the paper we shall assume that ground field % is algebraically
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closed and Char k& +# 2.

One can show that & is a null correlation bundle if and only if
H'(6(*)) is generated by a single element (1.3). But it should be men-
tioned that in general this is not a Zariski open property (e.g. 0 »> P —
20px(1) ® Op2(2) — Op2(4) — 0 defines a stable rank 2 bundle with ¢, =0
and ¢, = 5 on P’ such that H'(P(*)) is generated by a single element of
degree — 4. A general rank 2 bundle @ with these chern classes can be
defined by an exact sequence,

0—> Q@ —>40px— 2) ® Op(— 1) —> 30px(— 3) —> 0.

Observe that H'(Q(— 4)) = 0 and H'(Q(*)) is generated by 3 elements of
degree — 3

§1.

We denote by @(t) the line bundle Ops(t). Suppose that ¢ > b >a >0
are three nonnetative integers. Set # = O(b) D U(a) ® O(— a) ® O(— b).
Suppose that a: o# — 0(c) is a surjection. Then # = ker(a) is a rank 3
vector bundle. Suppose that ¢ e Hom (0(— c), #) is a general element.
Observe that & =, cok(¢) is a rank 2 vector bundle. Consider the fol-
lowing diagram:

P 8
(1.1.A) 0—>F Lot % 0(c)—>0
v
Y

0—>& —> & Y5 0(c) —> 0

Y

0 0
It follows that & is the homology of the following monad,
(1.1.B) O(— ¢) > # %> 0(c) .

DEFINITION. A rank 2 vector bundle & on P* is said to be a gener-
alized null correlation bundle if it can be constructed as above.
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As in [3], we can prove that 1.1.B is isomorphic to a monad of the
following form:

(1_1.&) 0(__ c)___)(f4yfa,—f2,—f1)T\%(fuf%f&f-i}) @(C)

where f, € H(O(c — b)), f. € HYO(c — a)), f; € H(O(c + a)), and f, € H(O(c + b)).
Let S be the polynomial ring k[x, x,, x,, x,]. Set

M: S/<f1>f29f3aﬁi> .

Observe that M is a 0-dimensional graded Gorenstein ring. Denote by
M, the degree j homogenous component of M. It is well known that

dim M, ,=1.
Also the pairing given by the multiplication
it My X My, y ,—> M, ., =k
is perfect. From 1.1.A and the Koszul complex of M, we obtain the fol-
lowing proposition.

ProposiTiON 1.1. Suppose that & is a null correlation bundle defined
by the monad

> (fbe, '_.fZ’ —fl):%(flyfﬁyf&fé)

(1.1.¢) O(— ¢) > 0(c).

Then

(a) H'(E(™) =u0:®@; H(8())) is isomorphic to M & S(c).
b)) H(6(*) = M® S(3c).

(¢) Denote by E, F, and H the grades S-modules

@, H(6()), @, HAF()), and S(b)® S(a) D S(— a) D S(— b)

respectively. Then H'(&(*)), F, and E have the following graded minimal
resolutions.

(111 0—> A*H® S(—3c) —> N H® S(— 2) —> N*H® S(—c)
> H-%5 S(¢) —> H'(E(¥) —> 0.

112 0—> A*H® S(—38c) —> N*H® S(— 2¢) —> N*H® S(— ¢)

—>F—0.

113 00— A*H®S(—3)—> N*HR® S(—2¢0) —> K,—> E—>0
where K, = N*H® S(— ¢)/S(—¢).
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Proof. (a) Observe that H'(E(*) = H'(F(¥) = M ® S((c).
(b) From the Koszul complex, we observe that

M® S(4c) = Ext* (M, S).
Horrocks’ theorem asserts that

H*&(*) = Ext* (H'(6(*), S). ([7], 5.2)
It follows that H*(&(*)) = M ® S(8c¢).

(¢) The minimal resolution of H'(§(*)) is the Koszul complex associ-
ated with the map a: H— S(c). F is defined as the kernel of «. Hence,
F has the minimal resolution as claimed in 1.1.2. Finally E = F/S(— ¢).
So E has the minimal resolution as claimed in 1.1.3.

ProrosrTioN 1.2. (a) & is stable if and only if ¢ > a + b.
(b) F*=%. (See 1.1.A for the definition of F and %.)
(¢) H'(F(*) = M® S(c) and H(F(*)) = 0.

) K@) = h'(€@c — 4 — 1)).

(e) hénd F) = KNF ® #) + 1.

Proof. (a) This follows from 1.l.c.

(b) The monad 1.1.c is self dual. Thus F* = %.

(c) This follows from the fact & = kera.

(d) Let m; = dim M, where M, is the degree j homogeneous compo-
nent of M. By Serre’s duality A'(£(f)) = h*(6(— t — 4)). But A*(E(— t — 4))
=dim M,,_,_, = h'(€@c — t — 4)).

(e) ¢ is isomorphic to #*. Hence there is the following sequence,

0————».97(—c)—-ﬁ—>yf®f——>37’®?*— >0

We may assume that 8 = (f,, f;, —fo, —f1)" ® 1. Observe that H'(F(— c)(*))
=M and f, € Ann (M). Thus H'() = 0 and

(F @ F*) = h(H# & F) — K(F(— ¢)) + h(F(— )
=R RQF)+ 1.

ProposiTiON 1.3. (a) Suppose that & is a rank 2 vector bundle on
P* with ¢, = 0. Then & is a null correlation bundle if and only if H'(&(*))
is generated by a single nonzero element as a graded module.

(b) Suppose that Y, and Y, are complete intersection curves of the types
(¢c —b,c+ b) and (c — a,c + a) respectively. Assume that YN Y, = @
Denote by the union of Y, and Y,. Suppose that & is the normalized rank
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2 vector bundle associated with Y by Serre’s construction. Then & is a null
correlation bundle.

Proof. (a) This follows from Rao’s theorem ([9]).
(b) We observe that H'(&(*)) = H'(Iy(c)(*)) is generated by a single
element. Hence & is a null correlation bundle by (a).

Remark. Conversely, if & is a generalized null correlation bundle, and
se H&(c)) is a general section, one can show that (s), is a disjoint union
of two complete intersection curves. But we do not need this result in
this paper.

Set N, = 0O(a) ® O(— a) and N, = 0O(b) ® &(— b). Observe that # = N,
@ N,. Suppose that a, b, and ¢ are integers satisfying the properties
c>b>a>0andc>a+b. Sett=c —a — b. Denote by M(0, t) the
moduli space of stable rank 2 vector bundles on PP* with ¢, = 0 and ¢, = .
Denote by N(a, b, c) the irreducible subvariety of M(0, {) parametrizing
the null correlation bundles as described in 1.1.c.

ProposiTiON 1.4. dim N(a, b, ¢) > h°(#(c)) — h°(N, ® N,) — h%(N, ® N,)
+ 8 — (N #).

Proof. Denote by Hilb(c — a,c + a,c — b, ¢ + b) the irreducible open
subset of the Hilbert scheme corresponding to the disjoint union of com-
plete intersection curves as described in 1.3 (b). Then

dim Hilb(¢c — a,¢ + a,c — b,c + b)
= hA(H#(c)) — BN, ® NF) — AN, ® N¥)
= dim A°(#(c)) — RN, ® N,) — ' (N, ® N,) .

It follows from Theorem 1.1 of [5] and Proposition 1.3, dim N(a, b, c) >
dim (Hilb (¢ — @, ¢ + a, ¢ — b, ¢ + b)) + 2 — h°(&(c)). Since ¢ >a + b, it
follows from (1.12) and (1.13),

h(é(c)) = (N H) — 1 = h(F(c) — 1.

§ 2.

In this section, we shall compute A'(&nd &) where & is a generalized
null correlation bundle. Lemma 2.1 is the key to the computation. Un-
fortunately, the proof of 2.1 depends on a long computation using Cech
cycles. So first we will assume the result in 2.1 and prove Theorem 2.2,
Then we will prove 2.1 at the end of this section.
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LemMA 2.1. Let & and % be the bundles as defined in 1.1.A and 1.1.c.
Then the natural map between the graded modules
H'(6 ® 9(¥)) —> H'(&(e)(*))
is surjective.

THEOREM 2.2. Suppose that & is a stable null correlation bundle as
defined in 1.1.c. Then h'(énd §) = dim N(a, b, c).

Proof. 1t follows from 1.1.A. and Lemma 2.1 that we have the following
exact sequence,

(2.2.A) 0 —> H%énd ) —> HY(E ® &) —> H (6(c)) —> H'(End &)
—> H'(¢ ® 9) —> H'(6(c)) —> 0.

Consider the exact sequence,

0 6(—0) L @#— @G —0

where 8 =1& (f,f, —f:, —f)". Observe that H'(8(*)) = M ® S(c) and
H*(&(*)) = M ® S(3c). This implies that both H'(8) and H*(8) are the zero
map. Hence

h(E® %) — h((—c) = h (€ ® ¥) — h(6(c) = h'( ® ).
But
h(€ ® #) = h(H(c)) + hA(H @ N' H# ® O(— ¢)) — h(H ® H)

by 1.1.1.
Also

W& ® %) = hY(é ® #) + h(&(— ¢))
=h(ERH)+ 1
=h(F QN HARO(—c) + 1.

Tensor the exact sequence (1.13) by H and use the fact ¢ + b < ¢, we
obtain the last equality A% ® #) = h'(H# @ N*H# ® O(— c)).

h(&() = h(F(©)) — 1 = h(N*#) — 1.
It follows that

(2.2.B) R(énd &) = h(8() + [R(E® 9) — h(E@)] — h(E® %) + 1
= B(N\* ) — 1 + h(H(c) — (¥ ® X)
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Recall that # = N,® N, (1.4). Observe that h%(# & #) = h*(N, ® N)
+ RN, ® Ny) + 2h°(N, ® N,). Also h%(N\* #) = h'(N, ® N,) + 2. So we can
rewrite (2.2.B)

h'(énd &) = h(H(c)) — (N, ® N,) — (N, ® N,) — hY(/N\* #) + 3.

This implies that A'(&nd &) < dim N(a, b, ¢), by 1.4. But H'(&End &) is the
Zariski target space of M(0,?) at the point corresponding to &. Thus
h'(énd €) > dim N(a, b, ¢). Hence h'(énd &) = dim N(a, b, ¢). This completes
the proof of 2.2. Next we will prove 2.1.

Proof of 2.1. H'(&(¥)) is generated as a graded module by a single
element in degree — c¢. In order to prove 2.1, it will be sufficient to show
H'(¢ ® 9(— 2¢)) —— H'(&(— ¢)) is surjective. First we shall use Cech co-
homology to construct a nonzero element x e H'(6(— c)). Consider the
following exact sequences of graded S-modules.

0 0
J
S(—¢) = S(—¢)
¢ lﬂ
(2.1.A) 0> F > H-% S(c) —> M(c) —> 0
O
0 > E > G > S(c) —> M(c) —> 0
F

We shall assume that
B=Uufs —f —f)" and a=(f,fofsf).

Suppose that ¢, ¢, ¢, ¢, are the homogeneous minimal generators of H
such that a(t;) = f, for i = 1,2,3 and 4. Set e, = g(¢;) € G. Observe that
e;’s are the minimal generators of G. Furthermore, ¢,’s satisfy the relation

(2.1.B) fie. + fie. — fres — fies, = 0.
Let U, be the affine open set in IP* defined by f; # 0. Consider the exact
sequence

H(%(— ¢) —Y> HY(O) > H'(6(~ ¢)) .
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Observe that x = §(1) is a nonzero element in H'(&(— ¢)). Now |y, (e./f:)
= 1. It follows that we can give the following Cech cohomological de-
scription of x,

- — (& _ &% (U, — ol

@1c) *=0 <fi fj)i,jelgL]ng(Uzﬂ U, é(— Moo
= C'(U, 9(— 0)).

Next we shall construct an element y e H'(&(— ¢) ® (— c¢)) which will

map onto x. Consider the following elements in H(U, N U,, ¥(—c)®

(- c)
AiA:_EL®ei_— 7'®ej‘
! fj fz f fj
B, =% ®°% _ z®ei
AR A A A
C1,4= ]{.?];: A23+A14,
Cz,a= 2;: 14+A23,
Cx,2:C1,3—CZ,4=Cs.4=O.
Set

(2.1.D) y=(4,,+ Bi,; — C.,);,;€ C'(U, %(— ¢)® 9(—¢)).

Recall that the map g: G — S(c) is defined by g(e;) = f;. Also recall that
E is defined as the kernel of g. One checks easily that g® 1(y) =0 in
C(U,%(—c). So yeC'(U,é6(—c)® %(—c)). Consider the boundary
operator,
A C(U, (= ¢) ® 9(— c)) —> CH(U, 8(— ¢) ® 9(— ¢))
= CY(U, 4(— 0) ® 9(— 0)) .

Now

CU I -a@9—)=_ T HWUNUN U, 9= %~ 0)

1<i<y<k<4

Set Ay = (Z;,). Observe that
Zx,z.a = A:,z - A1 s + Aza - Cz3

=A:,2_A13 ff4A4
fofs
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It follows from 2.1.B.
fe,@e +fe.Re —fre; Qe —fle, Qe =0

and
fe.®e + fie, Qe — fre, Qe — fie, e, = 0.

Hence
fle:® e, — e, ®e) — file, R e, —e®e) —file,®e —e,®e) =0.

This implies that z,,, = 0.

Using the similar methods, we can show that 2z,,,, 2,,, and z,,, are
also equal to zero. Thus A(y) = 0in C*U, &(— ¢) ® 4(— ¢)). This implies
that y e Z'(U, 6(— ¢) ® 9(— c)). Also observe that

1®8(y) = 2(% —%)”=2~x.

Since A'(6(— c)) = 1, observe that, H'(§ ® ¥(— 2c)) — H'(8(— c¢)) is surjec-
tive. This implies, that H'(€ ® 4(— ¢))(*)) — H'(£(*)) is surjective.

§3.

TaeoreM 3.1. (a) The closure of N(a, b, ¢) in M(0, t) is an irreducible
component of M(0, 7).

(b) If pe N(a, b,c), then p is a smooth point of M(O, t).

Proof. If &, is the null correlation bundle corresponding to p, then
dim 0, ,,,, = A'(6nd &,) = dim N(a, b,c). It follows that the closure of
N(a, b, ¢) is an irreducible component and p is a smooth point of M(0, ).

Q.E.D.

So far we have only discussed null correlation bundles with ¢, = 0.

One can define null correlation bundles with ¢, = — 1 by the following
monad:

BLA) O(—c—1)— 0b)® 0(@)® O(— a — H® 0(— b — 1) —*— 0(c)

where ¢ > b >a > 0.

Suppose & is the rank 2 bundle defined as the homology of 3.1.A.
Then c¢(€) = — 1 and cy(€) = (¢* — a®* — b)) + (¢ — a — b). Similarly we
can show that H'(&(*)) is generated by a single element of degree — c.
One can also show that & is stable if and only if ¢ > a + b. Suppose
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that c>a+b. Let t=c¢ —a*"— b +c—a— b Denote by M(— 1,9
the moduli space of stable rank 2 bundles with ¢, = — 1 and ¢, = ¢. Set
N'(a, b, ¢) be the irreducible subvariety of M(— 1, f) parametrizing those
null correlation bundles defined by a monad as in 3.1.A.

TaEOREM 3.2. (a) The closure of N'(a, b, c) is an irreducible compo-
nent of M(— 1, 1).
() If peN'(a, b, c), then p is a smooth point of M(— 1, i).

Proof. The proof of 3.2, is essentially identical to the proof of 3.1.
We shall leave it to the readers.

TaHEOREM 3.3. (a) The subvariety NO,n,n + 1) (n > 0) is a smooth
irreducible component of M(0, 2n + 1). Furthermore, N(0, n, n + 1) does not
intersect other irreducible components of M(0, 2n).

(b) The subvariety N'(0, n, n + 1) is @ smooth irreducible component
of M(—1,2n + 2). Furthermore, N'(0, n,n + 1) does not intersect other
irreducible components of M(— 1, 2n).

Proof. (b) Denote by N’(0, n, n + 1) the closure of N’(0, n, n + 1) in
M(—1,2n). Let & be a rank 2 stable vector bundle corresponding to a
point in N’(0, n, n + 1). Then A'(&(— n — 1)) = 0 and A%(&(1)) > 1. Hence
¢ has the maximal spectrum ([6]). It follows that A'(§(—n — 1)) = 1 and
h'(6(— n)) = 3. Since h'(€(— n)) = 3, there is a linear form 1 such that
the multiplication map, H'(€(— n — 1)) — H'(6(— n)) is the zero map. Let
L be the plane defined by 1. Then A%€.(— n)) = A (€(—n — 1)) = 1.

0 0

l

E(—1) = &(—1)

]

0—> ¢ —> & —>1,,(—n)—>0

l

0— 0,(n)—> &6, —> 1;,(— n)—>0

l

0 0

Denote by I,, the ideal sheaf of the zero set of the unique section of
&.(— n). Observe that A%&'(j)) = 0 if j < 0 and A%&(1) = 1. It follows
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from the spectrum of &, H(O,(n + 1 + j)) = H'(&(j)) for j < 0. There is
also an exact sequence

0 — H&'(1)) —> H(O(n + 1)) —> H'(&).

It follows that the graded module H'(6(*)) has only one minimal gener-
ator x of negative degree. Now degx == — n — 1. There is a linear form
[ such that I-x = 0 and a homogeneous polynomial f of degree n + 1 such
that f-x = 0. Consider the minimal presentation of H'(§(*)) as a S-module:

L, —> L, — H'(&(%)) —> 0.

We have shown that L, = S(n) ® S @ @, S(a,;) where a¢; < 0. Rao’s theorem
asserted that L, = L7’(—1) ([9],2.3). Hence L, =Snh)®S®S(—1)P
S(—n — 1). Also Rao’s theorem asserts that 2 (rank L)) + 2 = rank (L))
(19], 2.2). Hence rank L, = 1. It follows that H'(&(*)) is generated by x
and & is a null correlation bundle. Thus N'(0,n,n + 1) = N'(0, n, n + 1).
But A'(énd £) = dim N'(0, n, n + 1). Hence M(— 1, 2n 4+ 2) is smooth along
N'(0,n,n + 1). Thus N(0, n, n + 1) does not intersect other components.
The proof of (a) is similar to (b). We shall leave it to the readers.

CoROLLARY 3.4. M(— 1, 2n) is disconnected if n > 2.

Remark. The subvariety N(0,n,n + 1) in M(0,2n 4+ 1) has already
been studied by Ellingsrud and Stromme in [4]. They have proved that
N(@©, n, n + 1) is an irreducible component by a different method.

LEMMA 3.5. Let t = p,p,---p, where p’s are distinct positive odd
numbers. Consider the set

T = {(a, b, .
{(a © c>a+bandcd—ad—-b =1t

a, b, ¢ are nonnegative integers}

Then |T| > m.

Proof. Let a, =0,b; = §((t[p;) — p), and c; = ¥((t/p;) + p)). Clearly
(a;, b;,¢;)e T. Hence |T| > m.

PropoSITION 3.6. Suppose that M0,t) = X, U X; --- U X,,, where X,’s
are the distinct irreducible components of M(0,t). Then limsup, M, = oo.

Proof. This follows from 3.1 and 3.5.
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