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#### Abstract

Suppose we are given a "Thue equation" $f(x, y)=1$, where $f$ is a binary form with coefficients in a function field $K$ of characteristic zero. A typical result is that if $f$ is of degree at least 5 and has no multiple factors, then every solution $\mathbf{x}=(x, y)$ of the equation with components in $K$ has $\mathbf{H}(\mathbf{x}) \leqslant 90 \mathbf{H}(f)+250 g$. Here $g$ is the genus of $K$ and $\mathbf{H}(\mathbf{x}), \mathbf{H}(f)$ are suitably defined heights. No assumption is made that $\mathbf{x}$ be "integral" in some sense. As an application, bounds are derived for "integral" solutions of hyperelliptic equations over $K$.


Subject classification (Amer. Math. Soc. (MOS) 1970): primary 10 B 40; secondary 10 F 45, $10 \mathrm{M} 05,12$ A 90.

## 1. Introduction

Thue (1909) proved that if $f(X, Y)$ is a form with rational coefficients and with at least 3 distinct linear factors, then the equation

$$
\begin{equation*}
f(x, y)=1 \tag{1.1}
\end{equation*}
$$

has only a finite number of solutions in rational integers $x, y$. In fact there are only finitely many rational solutions $x, y$ whose denominators are composed of powers of primes belonging to an arbitrary but fixed finite set $\mathbb{S}$ of primes. (Essentially Mahler (1933a, b).) This result continues to hold for number fields:

[^0]If the coefficients of $f$ lie in a number field $K$, then (1.1) has only finitely many solutions $x, y$ in $K$ having $v(x) \geqslant 0, v(y) \geqslant 0$ for every valuation $v$ of $K$ which does not belong to a given finite set $\mathfrak{S}$ of valuations. Now consider a hyperelliptic equation

$$
\begin{equation*}
y^{2}=f(x) \tag{1.2}
\end{equation*}
$$

where $f(X)=a\left(X-\alpha_{1}\right)^{e_{1}} \ldots\left(X-\alpha_{s}\right)^{e_{s}}$ with at least 3 odd exponents $e_{i}$. It is a wellknown consequence (Siegel (1929)) of the results on Thue equations that if $f(X)$ is a polynomial with coefficients in a number field $K$, then there are only finitely many solutions $x, y$ in $K$ with $v(x), v(y) \geqslant 0$ for all valuation $v \notin \subseteq$.

All of the above results were originally derived from the non-effective method of Thue which does not allow one to find explicit bounds for the solutions. Baker $(1968,1969)$ was able to exhibit explicit bounds; more precisely, the "heights" of $x, y$ are bounded in terms of the degree and the heights of the coefficients of $f$. These bounds enable one, at least in principle, to find all the solutions of (1.1) or (1.2) which are " $\subseteq$-integral" in the sense that $v(x) \geqslant 0, v(y) \geqslant 0$ for $v \notin \mathbb{S}$.

Next, let $k$ be an algebraically closed field of characteristic zero, and let $K=k(T)$ be the field of rational functions over $k$ in the variable $T$. Consider a Thue equation (1.1) where now the coefficients of $f$ lie in $K$, and consider possible solutions $x, y$ which lie in the ring $k[T]$, that is, which are polynomials in $T$. Thue's method allows one to conclude (see, e.g., Uchiyama (1961) that these solutions $x, y$ are polynomials of bounded degree. (One cannot assert the finiteness of the number of solutions, as is shown by the example $x^{3}-2 y^{3}=1$, where $k$ is the field of complex numbers and where there are infinitely many solutions $x, y$ in $k$.) More generally, let $K$ be a function field (of transcendence degree 1) over $k$, and let $\mathbb{S}$ be a finite set of valuations of $K / k$. Then if $f(X, Y)$ has coefficients in $K$, the solutions $x, y$ of (1.1) which lie in $K$ and are $\mathfrak{S}$-integral have bounded height. Here the (additive) height $\mathbf{H}(x)$ is defined by

$$
\mathbf{H}(x)=-\sum_{v} \min (0, v(x))
$$

where $v$ runs through the valuations of $K / k$ with value group $\mathbf{Z}$, the rational integers. (In the special case when $K=k(T)$ and $x \in k[T]$, we have $v(x) \geqslant 0$ except for the valuation $v_{0}(x)=-\operatorname{deg} x$, so that here $\mathbf{H}(x)=\operatorname{deg} x$.) Similar results pertain for the hyperelliptic equation (1.2). If these results are derived by the classical method of Thue, then no explicit bounds for $\mathbf{H}(x), \mathbf{H}(y)$ can be given.

In (Schmidt (1976)) I used a more recent method of Osgood $(1973,1975)$ to derive bounds for the heights of Thue equations in the special case when $K=k[T]$ and $x, y \in k[T]$. This will now be extended to function fields. We first have to introduce some notation. Given a vector $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ with components in $K$, write

$$
\mathbf{v}(\mathbf{x})=\min \left(0, v\left(x_{1}\right), \ldots, v\left(x_{n}\right)\right)
$$

If $f$ is a polynomial with coefficients in $K$, let $\mathbf{v}(f)$ be defined in terms of the vector whose components are the coefficients of $f$. We define the height of $\mathbf{x}$ by

$$
\mathbf{H}(\mathbf{x})=-\sum_{v} \mathbf{v}(\mathbf{x})
$$

where $v$ runs through the valuations of $K / k$ with value group $\mathbf{Z}$, and we define the height $\mathbf{H}(f)$ of a polynomial in the obvious way. We note that

$$
\mathbf{v}\left(x_{1}\right)+\ldots+\mathbf{v}\left(x_{n}\right) \leqslant \mathbf{v}(\mathbf{x}) \leqslant \mathbf{v}\left(x_{i}\right)
$$

so that

$$
\mathbf{H}\left(x_{i}\right) \leqslant \mathbf{H}(\mathbf{x}) \leqslant \mathbf{H}\left(x_{1}\right)+\ldots+\mathbf{H}\left(x_{n}\right) \quad(i=1, \ldots, n) .
$$

Observe that if $K=k(T)$ and if $\mathbf{x}=\left(x_{1} / y, \ldots, x_{n} / y\right)$ with polynomials $x_{1}, \ldots, x_{n}$, $y$ in $k[T]$ which are coprime though not necessarily coprime in pairs, then

$$
\mathbf{H}(\mathbf{x})=\max \left(\operatorname{deg} y, \operatorname{deg} x_{1}, \ldots, \operatorname{deg} x_{n}\right) .
$$

Theorem 1. Suppose $K / k$ is a function field of genus $g$, and (1.1) is a Thue equation over $K$, where the form $f$ is of degree $d$ without multiple factors. Then
(i) If $d \geqslant 5$, every solution $\mathbf{x}=(x, y)$ with components in $K$ has

$$
\mathbf{H}(\mathbf{x}) \leqslant 89 \mathbf{H}(f)+211 g .
$$

(ii) If $d \geqslant 3$ and if $\mathfrak{S}$ is a finite set of valuations of $K / k$, then every $\mathfrak{S}$-integral solution has

$$
\mathbf{H}(\mathbf{x}) \leqslant 89 \mathbf{H}(f)+212 g+|\Xi|-1
$$

where $|\mathfrak{S}|$ is the cardinality of $\mathbb{S}$.
In the above theorem, the condition that $f$ have no multiple factors can be relaxed.

No special importance is attached to the constants in our estimates, which could be improved with some extra effort. The estimate (ii) on $\mathcal{S}$-integral solutions is not unexpected, but the estimate (i) is a surprise, since it is for all solutions with components in $K$. That the heights $\mathbf{H}(\mathbf{x})$ of all these solutions of (1.1) are bounded is known by the analogue of "Mordell's conjecture" for function fields, which was proved by Manin (1963) and by Grauert (1965). (See also Samuel (1966).) It is surprising that an estimate such as (i) comes out of the elementary arguments of the present paper.

Corollary 1.1. Let $a, b, c$ be non-zero polynomials lying in $k[T]$ and having degrees $\leqslant \delta$. Then if $d \geqslant 5$, the solutions of

$$
a x^{d}+b y^{d}+c z^{d}=0
$$

in coprime non-zero polynomials $x, y, z$ in $k[T]$ have degree at most $89 \delta$.

Namely, set $K=k(T)$, so that $g=0$, and set $f(X, Y)=-(a / c) X^{d}-(b / c) Y^{d}$, so that $H(f)=\max (\operatorname{deg} a, \operatorname{deg} b, \operatorname{deg} c) \leqslant \delta$. By part (i) of the Theorem, the solutions of $f(x / z, y / z)=1$ in coprime elements $x, y, z$ of $k[T]$ have

$$
\max (\operatorname{deg} x, \operatorname{deg} y, \operatorname{deg} z)=\mathbf{H}(x / z, y / z) \leqslant 89 \mathbf{H}(f) \leqslant 89 \delta
$$

Corollary 1.2. Suppose that the form $f(X, Y)$ (of degree $d \geqslant 3$ and with distinct factors) has coefficients in $k[T]$ and that $m \neq 0$ lies in $k[T]$, and let $H(f, m)$ be the maximum of the degrees of $m$ and of the coefficients of $f$. Then the solutions $x, y$ in $k[T]$ of

$$
f(x, y)=m
$$

have degrees not exceeding $89 H(f, m)$.
In particular, if $m$ and the coefficients of $f$ lie in the ground field $k$, then so do $x, y$. The corollary follows from the second assertion of the theorem by the observation that if $m$ and the coefficients of $f$ are coprime (as polynomials in $T$ ), then by application of the sum formula (see (2.1)),

$$
H(f, m)=-\sum_{v} \min \left(v\left(f_{0}\right), \ldots, v\left(f_{d}\right), v(m)\right)=\mathbf{H}\left(m^{-1} f\right)
$$

where $f_{0}, \ldots, f_{d}$ are the coefficients of $f$ and $m^{-1} f$ is the polynomial $f$ divided by $m$. This corollary was already shown in Schmidt (1976).

Theorem 2. Let $K / k$ be a function field of genus $g$, and let $\mathfrak{G}$ be a finite set of valuations of $K / k$. Let the polynomial $f(X)$ have its coefficients and its roots in $K$, and suppose that at least 3 of its roots have odd multiplicity. Then if $x, y$ in $K$ are solutions of the hyperelliptic equation (1.2) and if $x$ is $\mathfrak{G}$-integral, then

$$
\mathbf{H}(x) \leqslant 10^{6}(\mathbf{H}(f)+g+|\Im|) .
$$

Clearly this implies an estimate also for $\mathbf{H}(y)$.
Corollary 2.1. Suppose $m \neq 0$ and the coefficients as well as the roots of $f(X)$ lie in $k[T]$, and let $H(f, m)$ be the maximum of the degrees of $m$ and of the coefficients of $f$. Then the solutions of

$$
\begin{equation*}
m y^{2}=f(x) \tag{1.3}
\end{equation*}
$$

with $x \in k[T], y \in k(T)$ have

$$
\begin{equation*}
\operatorname{deg} x \leqslant 10^{6} H(f, m) \tag{1.4}
\end{equation*}
$$

We simply apply the theorem with $K=k(T)$, so that $g=0$, and with $\mathfrak{G}$ consisting only of the valuation $v_{0}=-\mathrm{deg}$, so that $|\mathfrak{S}|=1$, to obtain

$$
\operatorname{deg} x=\mathbf{H}(x) \leqslant 10^{6}\left(\mathbf{H}\left(m^{-1} f\right)+1\right)
$$

Here $\mathbf{H}\left(m^{-1} f\right)=H(f, m)$ if, as we may suppose, $m$ and the coefficients of $f$ are coprime. Now replacing $T$ by $T^{l}$, we have to replace $\operatorname{deg} x$ and $H(f, m)$ by $l$ times themselves, so that we get $l \operatorname{deg} x \leqslant 10^{6}(l H(f, m)+1)$. Since this is true for arbitrarily large values of $l$, (1.4) follows.

Corollary 2.2. Suppose $m \neq 0$ and the coefficients (but not necessarily the roots) of $f(X)$ lie in $k[T]$, and let $H(f, m)$ be as above. Then if d is the degree off in $X$, every solution of (1.3) with $x \in k[T], y \in k(T)$ has

$$
\begin{equation*}
\operatorname{deg} x \leqslant 10^{6} d H(f, m) \tag{1.5}
\end{equation*}
$$

For the proof, set $K=k(T)$, and let $\Im_{0}$ consist of the valuation $v_{0}=-\operatorname{deg}$ of $K / k$, so that $\left|\Im_{0}\right|=1$. Further let $K_{1}$ be obtained from $K$ by adjoining the roots of $f(X)$. The valuations of $K_{\mathbf{1}} / k$ extending $v_{0}$ form a set $\Im_{1}$ of cardinality $\left|\Im_{1}\right| \leqslant \Delta$, where $\Delta$ is the degree of $K_{1}$ over $K$. While $m^{-1} f$ had height $\mathbf{H}_{K}\left(m^{-1} f\right) \leqslant H(f, m)$ over $K$, its height over $K_{1}$ is $\mathbf{H}_{K_{1}}\left(m^{-1} f\right)=\Delta \mathbf{H}_{K}\left(m^{-1} f\right) \leqslant \Delta H(f, m)$ (see (2.11) below). Finally (Lemma H), the genus of $K_{1} / k$ is $g_{1} \leqslant(\Delta-1) d H(f, m)$. So by Theorem 2, the solutions $x, y$ in $K_{1}$ with $x \mathfrak{G}_{1}$-integral have height

$$
\begin{equation*}
\mathbf{H}_{K_{1}}(x) \leqslant 10^{6}(\Delta H(f, m)+(\Delta-1) d H(f, m)+\Delta) \tag{1.6}
\end{equation*}
$$

with respect to $K_{1}$. Now if $x, y$ are in $K$ then $H_{K_{1}}(x)=\Delta H_{K}(x)$ (see (2.11)), so that upon dividing (1.6) by $\Delta$ we get

$$
\operatorname{deg} x=\mathbf{H}_{K}(x) \leqslant 10^{6}(d H(f, m)+1)
$$

Using again the trick of replacing $T$ by $T^{l}$ we obtain (1.5).
For the more special equation

$$
m y^{2}=a x^{d}+b
$$

the estimate for $g_{1}$ above can be improved to $g_{1}<\Delta H(f, m)$ (see Lemma $H$ ), so that the final estimate may be improved to

$$
\operatorname{deg} x \leqslant 10^{6} \cdot 2 H(f, m)=2 \cdot 10^{6} \max (\operatorname{deg} a, \operatorname{deg} b, \operatorname{deg} m)
$$

But Davenport (1965) had obtained

$$
\operatorname{deg}\left(a x^{d}-m y^{2}\right) \geqslant \frac{1}{2}((d-2) \operatorname{deg} x-\operatorname{deg} a-\operatorname{deg} m)+1
$$

which holds unless $a x^{d}-m y^{2}=0$ or $\operatorname{deg} x=0$, which yields the much better estimate

$$
(d-2) \operatorname{deg} x \leqslant 2 \operatorname{deg} b+\operatorname{deg} a+\operatorname{deg} m-2 .
$$

(The condition, $\operatorname{deg} x=0$, is not stated by Davenport.)
The reader will be required to know the rudiments of the theory of function fields, including the Riemann-Roch Theorem.

## 2. Preliminaries

The additive version of the well-known product formula in $K / k$ is the "sum formula"

$$
\begin{equation*}
\sum_{v} v(x)=0 \tag{2.1}
\end{equation*}
$$

for $x \neq 0$ in $K$. Here $v$ runs through the valuations of $K / k$ with value group $\mathbf{Z}$.
Besides the function $\mathbf{v}(\mathbf{x})$ introduced in the introduction, we shall need

$$
v(\mathbf{x})=\min \left(v\left(x_{\mathfrak{1}}\right), \ldots, v\left(x_{m}\right)\right)
$$

then $\mathbf{v}(\mathbf{x})=\min (0, v(\mathbf{x}))$. Similarly define $v(f)$ for a polynomial $f$. Put

$$
H(\mathbf{x})=-\sum_{v} v(\mathbf{x})
$$

and define $H(f)$ in the obvious fashion. The sum formula shows that for $\mathbf{x} \neq 0$ and $f \neq 0$ we have $H(\mathbf{x}) \geqslant 0, H(f) \geqslant 0$. Furthermore, $H(\lambda \mathbf{x})=H(\mathbf{x})$ if $\lambda \neq 0$ is in $K$. In particular, $H(\mathbf{x})=0$ if $\mathbf{x}$ is proportional to a vector in $k^{n}$. Conversely, if this is not the case, then some ratio $x_{i} / x_{j} \notin k$, so that for some $v$ we have $x\left(x_{i} / x_{j}\right) \neq 0$ or $v\left(x_{i}\right) \neq v\left(x_{j}\right)$, which has the consequence that $H(\mathbf{x})>0$.

Gauss' Lemma says that

$$
v(f g)=v(f)+f(g)
$$

for polynomials $f, g$, and this implies that $H(f g)=H(f)+H(g)$. Repeated application of Gauss' Lemma shows that if $f(X)=f_{0}\left(X-\alpha_{1}\right) \ldots\left(X-\alpha_{d}\right)$, and if $v$ is extended in some way to $K\left(\alpha_{1}, \ldots, \alpha_{d}\right)$, then

$$
\begin{equation*}
v(f)=v\left(f_{0}\right)+\sum_{i=1}^{d} \min \left(0, v\left(\alpha_{i}\right)\right)=v\left(f_{0}\right)+\sum_{i=1}^{d} \mathbf{v}\left(\alpha_{i}\right) \tag{2.2}
\end{equation*}
$$

Thus if $\alpha_{i} \in K$, then

$$
\begin{equation*}
\mathbf{H}\left(\alpha_{i}\right)=-\sum_{v} \mathbf{v}\left(\alpha_{i}\right) \leqslant-\sum_{v}\left(v(f)-v\left(f_{0}\right)\right)=-\sum_{v} v(f)=H(f) \quad(1 \leqslant i \leqslant d) . \tag{2.3}
\end{equation*}
$$

It further follows from (2.2) that

$$
\begin{equation*}
v(f) \leqslant v\left(f_{0} \alpha_{i}\right) \quad(1 \leqslant i \leqslant d) \tag{2.4}
\end{equation*}
$$

more generally that

$$
\begin{equation*}
v(f) \leqslant v\left(f_{0} \alpha_{i_{1}} \alpha_{i_{2}} \ldots \alpha_{i_{s}}\right) \quad\left(1 \leqslant i_{1}<i_{2}<\ldots<i_{s} \leqslant d\right) \tag{2.5}
\end{equation*}
$$

The discriminant

$$
D=f_{0}^{2 d-2} \prod_{1 \leqslant i<j \leqslant a}\left(\alpha_{i}-\alpha_{j}\right)^{2}
$$

is a polynomial of degree $2 d-2$ in the coefficients of $f$, and hence

$$
\begin{equation*}
v(D) \geqslant(2 d-2) v(f) \tag{2.6}
\end{equation*}
$$

Now $D$ divided by $\left(\alpha_{1}-\alpha_{2}\right)^{2}$ is a polynomial of degree at most $2 d-2$ in each $\alpha_{i}$, so that by (2.5)

$$
v\left(D /\left(\alpha_{1}-\alpha_{2}\right)^{2}\right) \geqslant(2 d-2) v(f)
$$

and

$$
\begin{equation*}
v\left(\alpha_{1}-\alpha_{2}\right) \leqslant \frac{1}{2} v(D)-(d-1) v(f) \tag{2.7}
\end{equation*}
$$

In a similar way it is seen that

$$
\begin{equation*}
v\left(\frac{\left(\alpha_{1}-\alpha_{2}\right)\left(\alpha_{1}-\alpha_{3}\right)}{\alpha_{2}-\alpha_{3}}\right) \leqslant \frac{1}{2} v(D)-(d-1) v(f) . \tag{2.8}
\end{equation*}
$$

Finally, $D$ divided by $\left(f_{0}\left(\alpha_{1}-\alpha_{2}\right) \ldots\left(\alpha_{1}-\alpha_{d}\right)\right)^{2}$ is a polynomial in each $\alpha_{i}$ of degree at most $2 d-4$, so that by (2.5),

$$
v\left(D /\left(f_{0}\left(\alpha_{1}-\alpha_{2}\right) \ldots\left(\alpha_{1}-\alpha_{d}\right)\right)^{2}\right) \geqslant(2 d-4) v(f)
$$

and

$$
\begin{equation*}
v\left(f_{0}\left(\alpha_{1}-\alpha_{2}\right) \ldots\left(\alpha_{1}-\alpha_{d}\right)\right) \leqslant \frac{1}{2} v(D)-(d-2) v(f) \tag{2.9}
\end{equation*}
$$

Now let $L$ be an extension of $K$ of degree $\Delta$. Write $V \mid v$ if the valuation $V$ of $L / k$ is an extension of the valuation $v$ of $K / k$. If $V$ has ramification index $e_{V}$ over $v$, the value group of $V$ is $e_{\bar{V}}^{-1} \mathbf{Z}$. But we now want our valuations to have value group $\mathbf{Z}$, and hence we renormalize $V$ to have value group $\mathbf{Z}$, so that now $V(x)=e_{\nabla} v(x)$ for $x \in k$. It is well known that

$$
\sum_{V \mid v} e_{V}=\Delta,
$$

and therefore

$$
\begin{equation*}
\sum_{V \mid v} V(x)=\Delta v(x) \quad \text { and } \quad \sum_{V \mid v} V(\mathbf{x})=\Delta \mathbf{v}(\mathbf{x}) \tag{2.10}
\end{equation*}
$$

if $x \in K$ and $\mathbf{x} \in K^{n}$. If $\mathbf{x} \in K^{n}$ we may form both the height $\mathbf{H}_{K}(\mathbf{x})$ defined over $K$ and the height $H_{L}(\mathbf{x})$ defined over $L$. In view of (2.10) we have

$$
\begin{equation*}
\mathbf{H}_{L}(\mathbf{x})=\Delta \mathbf{H}_{K}(\mathbf{x}) . \tag{2.11}
\end{equation*}
$$

Suppose $f(X)=f_{0} x^{\Delta}+\ldots+f_{\Delta}$ is irreducible over $K$, let $\alpha$ be a root of $f$, and let $L=K(\alpha)$, so that $[L: K]=\Delta$. We claim that

$$
\begin{equation*}
v(f)=v\left(f_{0}\right)+\sum_{V \mid v} \mathbf{V}(\alpha) \tag{2.12}
\end{equation*}
$$

for any valuation $v$ of $K / k$. For if $L^{\prime}$ is the splitting field of $f$ over $K$ and if $f$ has roots $\alpha=\alpha_{1}, \alpha_{2}, \ldots, \alpha_{\Delta}$ in $L^{\prime}$, then every valuation $V^{\prime}$ of $L^{\prime} / k$ has

$$
V^{\prime}(f)=V^{\prime}\left(f_{0}\right)+\sum_{i=1}^{\Delta} V^{\prime}\left(\alpha_{i}\right)
$$

by (2.2). Given a valuation $v$ of $K / k$ and summing over all its extensions $V^{\prime}$ to $L^{\prime}$, we obtain

$$
\begin{equation*}
\Delta^{\prime} v(f)=\Delta^{\prime} v\left(f_{0}\right)+\sum_{i=1}^{\Delta} \sum_{V^{\prime} v} \mathbf{V}^{\prime}\left(\alpha_{i}\right), \tag{2.13}
\end{equation*}
$$

where $\Delta^{\prime}=\left[L^{\prime}: K\right]$. Since $\alpha=\alpha_{1}, \ldots, \alpha_{\Delta}$ are conjugates,

$$
\begin{aligned}
\sum_{i=1}^{\Delta} \underset{V^{\prime} \mid v}{ } \mathbf{V}^{\prime}\left(\alpha_{i}\right) & =\Delta \underset{V^{\prime} \mid v}{ } \mathbf{V}^{\prime}(\alpha)=\Delta \underset{\substack{V_{1} v \\
\text { or } L \\
\text { of }}}{ } \sum_{V^{\prime \prime} L^{\prime}} \mathbf{V}^{\prime}(\alpha) \\
& =\Delta\left[L^{\prime}: L\right] \sum_{V^{\prime} v} \mathbf{V}(\alpha)=\Delta^{\prime} \sum_{V \mid v} \mathbf{V}(\alpha) .
\end{aligned}
$$

Dividing (2.13) and the last equation by $\Delta^{\prime}$ we obtain (2.12).

## 3. Geometry of numbers in function fields

Let $K$ be a function field (in one variable) over the ground field $k$. We allow more generality in this section than in the rest of the paper: we assume $k$ to be algebraically closed in $K$, but $k$ need not be algebraically closed or be of characteristic zero. Prime divisors of $K / k$ will be denoted by $\mathfrak{P}$. With $\mathfrak{P}$ is associated a "place" of $K / k$ with a residue class field which is a finite algebraic extension of $k$, of a degree $d(\mathfrak{P})$ called the degree of $\mathfrak{P}$. Also associated with $\mathfrak{P}$ is a valuation $v_{\mathfrak{B}}$ with value group $\mathbf{Z}$, the integers. The group of divisors is the free abelian multiplicative group generated by the prime divisors. The definition of the degree is extended from prime divisors to divisors in general by the rule that $d(\mathfrak{U} \mathfrak{Z})=d(\mathfrak{A})+d(\mathfrak{B})$ for any divisors $\mathfrak{A}, \mathfrak{B}$. Further write $v_{\mathfrak{p}}(\mathfrak{A})=n$ if $\mathfrak{P}$ occurs with exponent $n$ in the representation of $\mathfrak{A}$ as a product of prime divisors.

Define $L(\mathfrak{H})$ as the set of $X \in K$ having $v_{\mathfrak{B}}(X) \geqslant v_{\mathfrak{F}}(\mathfrak{U})$ for every $\mathfrak{P}$. Then $L(\mathfrak{l l})$ turns out to be a finite dimensional vector space over $k$; we denote its dimension by $l(\mathfrak{H})$. Riemann's Theorem (which is part of the Riemann-Roch Theorem) asserts that

$$
l\left(\mathfrak{A}^{-1}\right) \geqslant d(\mathfrak{A})+1-g
$$

for a certain integer $g$ depending only on $K / k$. The smallest integer $g$ with this property turns out to be non-negative and is called the genus of $K / k$.

It is known (Eichler (1963); see also Armitage (1967)) that the Riemann-Roch Theorem is a consequence of the analogue of Minkowski's Geometry of Numbers where integers and reals are replaced by polynomials and power series, respectively; this new type of Geometry of Numbers was first studied by Mahler (1940). Our next theorem contains both Riemann's Theorem and Mahler's analogue of Minkowski's Linear Forms Theorem.

Let $\mathfrak{P}$ be a divisor and $A=\left(\alpha_{i j}\right)$ an $(n \times n)$-matrix with entries in $K_{\mathfrak{P}}$, the completion of $K$ with respect to $v_{\mathfrak{P}}$. Write $L_{\mathfrak{P}}(A)$ for the set of $n$-tuples $\left(x_{1}, \ldots, x_{n}\right) \in K^{n}$ having

$$
\begin{align*}
& v_{\mathfrak{P}}\left(\alpha_{11} x_{1}+\ldots+\alpha_{1 n} x_{n}\right) \geqslant 0  \tag{3.1}\\
& \ldots \ldots \\
& v_{\mathfrak{P}}\left(\alpha_{n 1} x_{1}+\ldots+\left\{\alpha_{n n} x_{n}\right) \geqslant 0\right.
\end{align*}
$$

$L_{\mathfrak{P}}(A)$ is easily seen to be a vector space over $k$.
A matrix repartition $\mathscr{A}$ will be a mapping $\mathfrak{P} \rightarrow A_{\mathfrak{F}}$ from the set of prime divisors into matrices such that $A_{\mathfrak{F}}=I$, the identity matrix, for all but finitely many $\mathfrak{P}$. We put

$$
d(\mathscr{A})=\sum_{\mathfrak{P}} d(\mathfrak{P}) v_{\mathfrak{P}}\left(\operatorname{det} A_{\mathfrak{P}}\right)
$$

With $\mathscr{A}$ we associate

$$
L(\mathscr{A})=\bigcap_{\mathfrak{F}} L_{\mathfrak{P}}\left(A_{\mathfrak{P}}\right),
$$

which consists of $\left(x_{1}, \ldots, x_{n}\right)$ having (3.1) for each $\mathfrak{P}$, and which is obviously a vector space over $k$. Writing $l(\mathscr{A})$ for $\operatorname{dim}_{k} L(\mathscr{A})$ we have

Theorem 3. $l(\mathscr{A}) \geqslant d(\mathscr{A})+n-n g$.
The case $n=1$ is Riemann's Theorem. For if $A_{\mathfrak{P}}=\left(\alpha_{\mathfrak{P}}\right)$ and if we put $\left.\mathfrak{A}=\Pi_{\mathfrak{P}^{v}}{ }^{(\alpha} \mathcal{P}_{\mathfrak{B}}\right)$, then $d(\mathfrak{U})=d(\mathscr{A})$ and $L\left(\mathfrak{A}^{-1}\right)=L(\mathscr{A})$. Conversely, given $\mathfrak{A}$ there is an $\mathscr{A}$ with $d(\mathscr{A})=d(\mathfrak{N})$ and $L(\mathscr{A})=L\left(\mathfrak{H}^{-1}\right)$. The constant $n-n g$ in the theorem is best possible as may be seen by choosing suitable diagonal matrices $A_{\mathfrak{P}}$. If some $A_{\mathfrak{P}}$ is singular, then $v\left(\operatorname{det} A_{\mathfrak{P}}\right)=\infty$, and the theorem asserts that $l(\mathscr{A})=\infty$. Many proofs are possible; we choose here to deduce everything from Riemann's Theorem.

Proof. The inductive step from $n-1$ to $n$ is as follows. We first reduce the case where some $A_{\mathfrak{P}}$ is singular to the case where each $A_{\mathfrak{P}}$ is non-singular. If $\lambda_{1} a_{1}+\ldots+\lambda_{n} a_{n}=0$ is a non-trivial relation of linear dependence of the rows of $A_{\mathfrak{P}}$, suppose without loss of generality that $v_{\mathfrak{P}}\left(\lambda_{1}\right) \geqslant \ldots \geqslant v_{\mathfrak{P}}\left(\lambda_{n}\right)$. Then

$$
\mathbf{a}_{n}=\mu_{1} \mathbf{a}_{1}+\ldots+\mu_{n-1} \mathbf{a}_{n-1}
$$

with $v\left(\mu_{i}\right) \geqslant 0$, and the $n$ inequalities (3.1) follow from the first $n-1$ inequalities. Continuing in this way we see that after reordering, the first rows of $A_{\mathfrak{P}}$, say $r<n$ rows, will be linearly independent, and the $n$ inequalities (3.1) follow from the first $r$ inequalities. We can choose a non-singular $A_{\mathfrak{P}}^{\prime}$ whose first $r$ rows are the same as those of $A_{\mathfrak{F}}$, and which has $v_{\mathfrak{P}}\left(\operatorname{det} A_{\mathfrak{P}}^{\prime}\right)$ arbitrarily large. Let $\mathscr{A}^{\prime}$ be obtained from $\mathscr{A}$ by replacing each singular $A_{\mathfrak{P}}$ by $A_{\mathfrak{P}}^{\prime}$. Then $L\left(\mathscr{A}^{\prime}\right)=L\left(\mathscr{A}^{\prime}\right)$ and $l(\mathscr{A}) \geqslant d\left(\mathscr{A}^{\prime}\right)+n-n g$. Since we can make $d\left(\mathscr{A}^{\prime}\right)$ arbitrarily large, we get $l(\mathscr{A})=\infty$.

We may thus suppose that each $A_{\Re}$ is non-singular. Suppose without loss of generality that $v_{\mathfrak{P}}\left(\alpha_{11}^{(\mathfrak{P})}\right) \leqslant \ldots \leqslant v_{\mathfrak{P}}\left(\alpha_{n 1}^{(\mathfrak{P})}\right)$. Then for a given $\mathfrak{P}$, the system (3.1) of inequalities is equivalent to the one obtained by subtracting $\alpha_{21}^{(\mathfrak{P})} / \alpha_{11}^{(\mathcal{P})}$ times $\alpha_{11}^{(\mathfrak{P})} x_{1}+\ldots+\alpha_{n 1}^{(\mathfrak{P})} x_{n}$ from $\alpha_{21}^{(\mathfrak{P})} x_{1}+\ldots+\alpha_{2 n}^{(\mathfrak{B})} x_{n}$. We thus may suppose without loss of generality that $\alpha_{21}^{(\mathfrak{P})}=0$, and more generally that $\alpha_{21}^{(\mathfrak{P})}=\ldots=\alpha_{n 1}^{(\mathfrak{B})}=0$. Then $A_{\mathfrak{P}}$ is of the form

$$
A_{\mathfrak{B}}=\left(\begin{array}{cccc}
\alpha_{1}^{(\mathfrak{P})} & \alpha_{2}^{(\mathfrak{P})} & \ldots & \alpha_{n}^{(\mathfrak{P})} \\
0 & \beta_{22}^{(\mathfrak{P})} & \ldots & \beta_{2 n}^{(\mathfrak{P})} \\
\ldots & \ldots & \ldots & \ldots \\
0 & \beta_{n 2}^{(\mathfrak{P})} & \ldots & \beta_{n n}^{(\mathfrak{P})}
\end{array}\right)=\left(\begin{array}{cc}
\alpha_{1}^{(\mathfrak{P})} & \mathfrak{a}^{(\mathfrak{B})} \\
0 & B_{\mathfrak{P}}
\end{array}\right)
$$

say.
We know from our induction hypothesis that ( $n-1$ )-tuples $\left(x_{2}, \ldots, x_{n}\right)$ having

$$
\begin{equation*}
v_{\mathfrak{B}}\left(\beta_{j 2}^{(ß)} x_{2}+\ldots+\beta_{j n}^{(\mathfrak{P})} x_{n}\right) \geqslant 0 \quad(j=2, \ldots, n) \tag{3.2}
\end{equation*}
$$

for all $\mathfrak{P}$ form a vector space $L(\mathscr{B})$ ) over $k$ of dimension

$$
\begin{aligned}
l(\mathscr{B}) & =d(\mathscr{B})+(n-1)(1-g) \\
& \left.=d(\mathscr{A})+n-n g-\sum_{\mathfrak{P}} d_{\mathfrak{P}} v_{\mathfrak{P}}\left(\alpha_{1}^{(\mathfrak{P})}\right)+g-1\right) .
\end{aligned}
$$

Suppose the matrices $A_{\mathfrak{P}}$ are distinct from $I$ for $\mathfrak{B}$ in the finite set $\Pi$. Choose a large positive integer $c$ and write $L(\mathscr{C})$ for the set of $x_{1} \in K$ having

$$
\begin{array}{ll}
v_{\mathfrak{P}}\left(\alpha_{1}^{(\mathfrak{P})} x_{1}\right) \geqslant-c & \text { for } \mathfrak{P} \in \Pi \\
v_{\mathfrak{P}}\left(x_{1}\right) \geqslant 0 & \text { for } \mathfrak{P} \notin \Pi
\end{array}
$$

By Riemann's Theorem, $L(\mathscr{C})$ is a vector space of dimension

$$
\geqslant c \sum_{\mathfrak{P} \in \Pi} d(\mathfrak{P})+\sum_{\mathfrak{P}} d(\mathfrak{P}) v_{\mathfrak{B}}\left(\alpha_{1}^{(\mathfrak{P})}\right)+1-g
$$

So if $L(\mathscr{B})+L(\mathscr{C})$ consists of $n$-tuples $\left(x_{1}, \ldots, x_{n}\right)$ with

$$
x_{1} \in L(\mathscr{C}) \quad \text { and } \quad\left(x_{2}, \ldots, x_{n}\right) \in L(\mathscr{B})
$$

then

$$
\operatorname{dim}(L(\mathscr{B})+L(\mathscr{C})) \geqslant d(\mathscr{A})+n-n g+c \sum_{\mathfrak{P} \in \Pi} d(\mathfrak{P})
$$

If $c$ is chosen sufficiently large, then

$$
\begin{equation*}
v_{\mathfrak{P}}\left(\alpha_{1}^{(\mathfrak{P})} x_{1}+\ldots+\alpha_{n}^{(\mathfrak{P})} x_{n}\right) \geqslant-c \tag{3.3}
\end{equation*}
$$

for every $\mathfrak{B} \in \Pi$ and every $n$-tuple in $L(\mathscr{B})+L(\mathscr{C})$ : this follows from the fact that (since $B_{\mathfrak{P}}$ is non-singular) $\alpha_{2}^{(\mathfrak{P})} x_{2}+\ldots+\alpha_{n}^{(\mathfrak{P})} x_{n}$ is a linear combination of $\beta_{i 2}^{(\mathfrak{P})} x_{2}+\ldots+\beta_{i n}^{(\mathfrak{P})} x_{n}(i=2, \ldots, n)$, so that $v_{\mathfrak{P}}\left(\alpha_{2}^{(\mathfrak{P})} x_{2}+\ldots+\alpha_{n}^{(\mathfrak{P})} x_{n}\right) \geqslant-c$ by (3.2).

But of course what we want in $L(\mathscr{A})$ is that

$$
\begin{equation*}
v_{\mathfrak{P}}\left(\alpha_{1}^{(\mathfrak{P})} x_{1}+\ldots+\alpha_{n}^{(\mathfrak{P})} x_{n}\right) \geqslant 0 . \tag{3.4}
\end{equation*}
$$

Lemma A. Let $S$ be a vector space over $k$ consisting of certain $n$-tuples ( $x_{1}, \ldots, x_{n}$ ) with components in $K$, and suppose that

$$
v_{\mathfrak{P}}\left(\alpha_{1}^{(\mathfrak{P})} x_{1}+\ldots+\alpha_{n}^{(\mathfrak{P})} x_{n}\right) \geqslant-l
$$

for some particular $\mathfrak{P}$ and every $\left(x_{1}, \ldots, x_{n}\right) \in S$. Then if $S^{\prime}$ is the subspace of $S$ where
we have

$$
v_{\mathfrak{P}}\left(\alpha_{1}^{(\mathcal{P})} x_{1}+\ldots+\alpha_{n}^{(\mathfrak{P})} x_{n}\right) \geqslant-(l-1)
$$

$$
\operatorname{dim} S^{\prime} \geqslant \operatorname{dim} S-d(\mathfrak{P}) .
$$

Assuming the truth of the lemma, we may decrease $c$ to $c-1$ in (3.3) for one particular $\mathfrak{P} \in \Pi$, to obtain a subspace $S^{\prime}$ of $L(\mathscr{B})+L(\mathscr{C})$ of dimension $\geqslant \operatorname{dim}(L(\mathscr{B})+L(\mathscr{C}))-d(\mathfrak{P})$. Gradually reducing $c$ to 0 for this particular $\mathfrak{P}$, we get a subspace $S^{\prime \prime}$ of $L(\mathscr{B})+L(\mathscr{C})$ of $\operatorname{dimension~} \geqslant \operatorname{dim}(L(\mathscr{B})+L(\mathscr{C}))-c d(\mathfrak{P})$. If we reduce $c$ to 0 for every $\Re \in \Pi$, we obtain a subspace $S^{m}$ of dimension

$$
\begin{aligned}
\operatorname{dim} S^{\prime \prime} & \geqslant \operatorname{dim}(L(\mathscr{B})+L(\mathscr{C}))-c \sum_{\mathfrak{P} \in \Pi} d(\mathfrak{P}) \\
& \geqslant d(\mathscr{A})+n-n g .
\end{aligned}
$$

Since $S^{\prime \prime \prime}$ is contained in $L(\mathscr{A})$, the theorem will follow.
As for the lemma, it will suffice to show that any $d(\mathfrak{P})+1$ elements $\mathbf{x}_{i}=\left(x_{i 1}, \ldots, x_{i n}\right)$ of $S$ have a linear combination which lies in $S^{\prime}$. Let $\beta$ be so that $v_{\mathfrak{P}}(\beta)=l$. The image of $\beta\left(\alpha_{1}^{(\mathfrak{P})} x_{i 1}+\ldots+\alpha_{n}^{(\mathfrak{P})} x_{i n}\right)$ under the place $\mathfrak{P}$ is an element $\gamma_{i}$ in the residue class field of $\mathfrak{P}$. This residue class field is of degree $d(\mathfrak{P})$ over $k$, so that we have a non-trivial relation

$$
c_{1} \gamma_{1}+\ldots+c_{a(\mathfrak{P})+1} \gamma_{a(\mathfrak{P})+1}=0
$$

with coefficients in $k$. Thus setting

$$
\mathbf{x}=c_{1} \mathbf{x}_{1}+\ldots+c_{d(\mathfrak{ß})+1} \mathbf{x}_{d(\mathfrak{P})+1}=\left(x_{1}, \ldots, x_{n}\right),
$$

say, we have $v_{\mathfrak{P}}\left(\beta\left(\alpha_{1}^{(\mathfrak{P})} x_{1}+\ldots+\alpha_{n}^{(\mathfrak{P})} x_{n}\right)\right)>0$, so that

$$
v_{\mathfrak{P}}\left(\alpha_{1}^{(\mathfrak{P})} x_{1}+\ldots+\alpha_{n}^{(\mathfrak{P})} x_{n}\right) \geqslant-(l-1)
$$

and $\mathbf{x} \in S^{\prime}$.
The following is now obvious:
Corollary 3.1. Suppose that for each $\mathfrak{P}$ the inequalities (3.1) are replaced by

$$
\begin{align*}
& v_{\mathfrak{\beta}}\left(\alpha_{1}^{(\mathfrak{P})} x_{1}+\ldots+\alpha_{1}^{(\mathfrak{F})} x_{n}\right) \geqslant c_{1}^{(\mathfrak{P})},  \tag{3.5}\\
& \ldots \ldots \\
& v_{\mathfrak{F}}\left(\alpha_{n 1}^{(\mathfrak{B})} x_{1}+\ldots+\alpha_{n n}^{(\mathfrak{P})} x_{n}\right) \geqslant c_{n}^{(\mathfrak{P})}
\end{align*}
$$

where the integers $c_{i}^{(\mathfrak{B})}$ are zero with finitely many exceptions. Put

$$
d(\mathbf{c})=\sum_{\mathfrak{B}} \sum_{i=1}^{n} d(\mathfrak{P}) v_{\mathfrak{B}}\left(c_{i}^{(\mathfrak{P})}\right)
$$

The solutions $\left(x_{1}, \ldots, x_{n}\right) \in K^{n}$ of $(3.5)$ form a $k$-vector space of dimension

$$
\geqslant d(\mathscr{A})-d(c)+n-n g .
$$

## 4. Linear equations

From here on $k$ will again be of characteristic zero and algebraically closed. Let $K / k$ be a function field of genus $g$.

Theorem 4. Let $L_{1}, \ldots, L_{s}$ be extensions of $K$ of respective degrees $\Delta(1), \ldots, \Delta(s)$, put $d=\Delta(1)+\ldots+\Delta(s)$, and suppose that $n>d$. For $i=1, \ldots$, s let $\mathbf{y}_{i}=\left(y_{i 1}, \ldots, y_{i n}\right)$ be a non-zero vector in $L_{i}^{n}$ of height $H_{i}\left(\mathbf{y}_{i}\right)$ over $L_{i}$. Then there is a non-zero $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in K^{n}$ with

$$
\begin{equation*}
x_{1} y_{i 1}+\ldots+x_{n} y_{i n}=0 \quad(i=1, \ldots, s) \tag{4.1}
\end{equation*}
$$

having

$$
H_{K}(\mathbf{x}) \leqslant \frac{1}{n-d}\left(H_{1}\left(\mathbf{y}_{1}\right)+\ldots+H_{s}\left(\mathbf{y}_{s}\right)+n g\right)
$$

Proof. All but finitely many valuations $v$ of $K / k$ are unramified in $L_{i}$, and all but finitely many valuations $V_{i}$ of $L_{i} / k$ have

$$
\begin{equation*}
\min \left(V_{i}\left(y_{i 1}\right), \ldots, V_{i}\left(y_{i n}\right)\right)=0 \tag{4.2}
\end{equation*}
$$

Pick a valuation $v_{0}$ of $K / k$ which is unramified in $L_{1}, \ldots, L_{s}$ and such that for $i=1, \ldots, s$ each extension $V_{i}$ to $L_{i}$ satisfies (4.2). Then $v_{0}$ extends to $\Delta(i)$ distinct valuations $V_{i 1}, \ldots, V_{i \Delta(i)}$ in $L_{i}$. There are $\Delta(i)$ embeddings $\varphi_{i 1}, \ldots, \varphi_{i \Delta(i)}$ of $L_{i}$ into the completion $\hat{K}$ of $K$ with respect to $v_{0}$; write $\varphi_{i j}(z)=z^{(i j)}$. The valuations $V_{i j}$ are then given by $V_{i j}(z)=v_{0}\left(z^{(i j)}\right)(i=1, \ldots, s ; j=1, \ldots, \Delta(i))$.

Consider the linear form

$$
\mathfrak{L}^{(i j)}(\mathrm{x})=x_{1} y_{i 1}^{(i j)}+\ldots+x_{n} y_{i n}^{i j} \quad(i=1, \ldots, s ; j=1, \ldots, \Delta(i)) .
$$

If $\mathcal{L}^{(1)}, \ldots, \mathfrak{L}^{(1 \Delta(1))}$ are linearly dependent, say $c_{1} \mathfrak{L}^{(11)}+\ldots+c_{\Delta(1)} \mathfrak{L}^{(1 \Delta(1))}=0$ with $c_{j} \in \mathcal{R}$, we may suppose that $v_{0}\left(c_{\Delta(1)}\right) \leqslant \ldots \leqslant v_{0}\left(c_{1}\right)$. Dividing by $c_{\Delta(1)}$ and changing the notation we obtain

$$
\mathfrak{L}^{(1 \Delta(1))}=a_{1} \mathfrak{Q}^{(11)}+\ldots+a_{\Delta(1)-1} \mathfrak{L}^{(1(\Delta(1)-1))}
$$

with $v_{0}\left(a_{l}\right) \geqslant 0$. Continuing in this fashion and reordering, we obtain linearly independent forms $\mathfrak{L}^{(11)}, \ldots, \mathfrak{L}^{(1 \Phi(1))}$ such that each $\mathscr{L}^{(1 j)}$ is a combination of these
forms with coefficients $a_{j l}=a_{j l}^{(1)}$ having $v_{0}\left(a_{j l}^{(1)}\right) \geqslant 0$. Next, if $\mathfrak{L}^{(11)}, \ldots, \mathfrak{L}^{(1 \Phi(1))}$, $\mathfrak{L}^{(21)}, \ldots, \mathscr{L}^{(2 \Delta(2))}$ are linearly dependent, say

$$
u_{1} \mathfrak{L}^{(11)}+\ldots+u_{\Phi(1)} \mathfrak{L}^{\prime(1 \Phi(1))}+u_{1} \mathfrak{L}^{(21)}+\ldots+u_{\Delta(2)} \mathfrak{L}^{(2 \Delta(2))}=0,
$$

we may suppose that $v_{0}\left(\hat{u}_{\Delta(2)}\right) \leqslant \ldots \leqslant v_{0}\left(\hat{u}_{1}\right)$, so that with a different notation we obtain

$$
\mathfrak{L}^{(2 \Delta(2))}=b_{1}^{(2)} \mathfrak{L}^{(11)}+\ldots+b_{\Delta(1)}^{(2)} \mathfrak{L}^{(1 \Delta(1))}+a_{1}^{(2)} \mathfrak{L}^{(21)}+\ldots+a_{\Delta(2)-1}^{(2)} \mathfrak{L}^{(2(\Delta(2))-1)}
$$

with $v_{0}\left(a_{l}^{(2)}\right) \geqslant 0$. Continuing and reordering we obtain linearly independent forms $\mathfrak{L}^{(11)}, \ldots, \mathfrak{L}^{( \pm(1)}, \mathfrak{L}^{(21)}, \ldots, \mathfrak{L}^{(2 \Phi(2)}$ such that each $\mathfrak{L}^{(2 j)}$ is a linear combination of these forms in such a way that the coefficient $a_{j i}^{(2)}$ of $\mathfrak{R}^{(2 l)}$ has $v_{0}\left(a_{j l}^{(2)}\right) \geqslant 0$. It is possible that each $\mathfrak{L}^{(2 j)}$ is a linear combination of $\mathfrak{L}^{(11)}, \ldots, \mathfrak{L}^{(1 \Delta(1))}$, in which case $\Delta(2) \stackrel{H}{=}$. Repeating this process with the forms $\mathfrak{L}^{(3 j)}$, etc., we finally get linearly independent forms $\mathfrak{L}^{(11)}, \ldots, \mathfrak{L}^{(1 \Phi(1)}, \ldots, \mathfrak{L}^{(s 1)}, \ldots, \mathfrak{L}^{(s \Phi(s))}$ such that each $\mathfrak{L}^{(i j)}$ is a linear combination of the forms $\mathfrak{L}^{(h)}$ with $h \leqslant i$ and $1 \leqslant l \leqslant \Phi(h)$ where the coefficient $a_{j l}^{(i)}$ of $\mathfrak{Q}^{(i)}$ has $v_{0}\left(a_{j l}^{(i)}\right) \geqslant 0$.

The equations $\mathscr{L}^{(i j)}(\mathbf{x})=0(1 \leqslant i \leqslant s, 1 \leqslant j \leqslant \Delta(i))$ define a subspace of $n$-space of dimension

$$
n-\Phi(1)-\ldots-\Phi(s)=n-\Phi=e,
$$

say. After reordering of coordinates, the equations of this subspace will be

$$
\begin{equation*}
x_{i}=b_{i 1} x_{1}+\ldots+b_{i e} x_{e} \quad(i=e+1, \ldots, n), \tag{4.3}
\end{equation*}
$$

with coefficients $b_{i j}$ having $v_{0}\left(b_{i j}\right) \geqslant 0$.
Let $P_{i}(i=1, \ldots, s)$ be the smallest integer with $P_{i} \geqslant \Delta(i)^{-1} H_{i}\left(\mathbf{y}_{i}\right)$, and define $P_{i j}(i=1, \ldots, s ; j=1, \ldots, \Phi(i))$ by

$$
P_{i j}= \begin{cases}P_{i}+1 & \text { if } j=1, \\ P_{i} & \text { otherwise } .\end{cases}
$$

Let $Q$ be the smallest integer with

$$
\begin{equation*}
Q \geqslant e^{-1}\left(\sum_{i=1}^{s} \sum_{j=1}^{\Phi(i)} P_{i j}+n g+1-n\right) . \tag{4.4}
\end{equation*}
$$

The system of inequalities

$$
\begin{gather*}
v\left(x_{1}\right) \geqslant 0, \ldots, v\left(x_{n}\right) \geqslant 0 \quad \text { for } v \neq v_{0},  \tag{4.5a}\\
v_{0}\left(\mathbb{Q}^{(i j)}(\mathbf{x})\right) \geqslant P_{i j} \quad(1 \leqslant i \leqslant s, 1 \leqslant j \leqslant \Phi(i)),  \tag{4.5b}\\
v_{0}\left(x_{1}\right), \ldots, v_{0}\left(x_{t}\right) \geqslant-Q \tag{4.5c}
\end{gather*}
$$

is a system such as (3.5) in Corollary 3.1. We have $A_{\mathfrak{P}}=1$ unless $\mathfrak{P}=\mathfrak{P}_{0}$, the prime divisor belonging to $v_{0}$. Moreover $v_{0}\left(\operatorname{det} A_{\mathfrak{F}_{0}}\right) \geqslant 0$ since

$$
\min \left(v_{0}\left(y_{i 1}^{(i j)}\right), \ldots, v_{0}\left(y_{i n}^{(i j)}\right)\right)=\min \left(V_{i j}\left(y_{i 1}\right), \ldots, V_{i j}\left(y_{i n}\right)\right)=0
$$

by our choice of $v_{0}$ below (4.2). Thus $d(\mathscr{A}) \geqslant 0$. Since each $d(\mathfrak{P})=1$, since $c_{i}^{(\mathfrak{P})}=0$ unless $\mathfrak{F}=\mathfrak{F}_{0}$, and since

$$
\sum_{i=1}^{n} v_{0}\left(c_{i}^{\left(\mathfrak{F}_{0}\right)}\right)=\sum_{i=1}^{s} \sum_{j=1}^{\Phi(i)} P_{i j}-e Q \leqslant-(n g+1-n)
$$

we find that

$$
d(\mathscr{A})-d(\mathbf{c})+n-n g>0 .
$$

By Corollary 3.1 there is a non-zero $\mathrm{x}=\left(x_{1}, \ldots, x_{n}\right) \in K^{n}$ with (4.5a), (4.5b), (4.5c).
Since each $\mathfrak{L}^{(1 j)}$ is a linear combination of $\mathfrak{L}^{(11)}, \ldots, \mathfrak{L}^{(1 \Phi(1))}$ with coefficients $a_{j l}^{(1)}$ having $v_{0}\left(a_{j l}^{(1)}\right) \geqslant 0$, we have

$$
\begin{equation*}
v_{0}\left(\mathscr{L}^{(1 j)}(\mathrm{x})\right) \geqslant P_{1} \quad(j=1, \ldots, \Delta(1)) \tag{4.6}
\end{equation*}
$$

by (4.5b).
Now if $V_{1}$ ranges over the valuations of $L_{1} / k$,

$$
\begin{aligned}
& \sum_{V_{1}} V_{1}\left(y_{11} x_{1}+\ldots+y_{1 n} y_{n}\right) \\
& \quad=\sum_{V_{1} \mid v_{0}} V_{1}(\ldots)+\sum_{V_{1} \nless v_{0}} V_{1}(\ldots) \\
& \\
& \quad \geqslant \sum_{j=1}^{\Delta(1)} v_{0}\left(\mathbb{Q}^{(1 j)}(\mathbf{x})\right)+\sum_{V_{1} \nmid v_{0}} \min \left(V_{1}\left(y_{11}\right), \ldots, V_{1}\left(y_{1 n}\right)\right)
\end{aligned}
$$

by (4.5a); and by (4.5b) and (4.6) this is

$$
\begin{equation*}
\geqslant \Delta(1) P_{1}+1+\sum_{V_{1}} \min \left(V_{1}\left(y_{11}\right), \ldots, V_{1}\left(y_{1 n}\right)\right) \tag{4.7}
\end{equation*}
$$

since by our choice of $v_{0}$ below (4.2) the minimum in (4.7) is zero if $V_{1} \mid v_{0}$. Since $\Delta(1) P_{1}+1>H_{1}\left(\mathbf{y}_{1}\right)$, and by the definition of $H_{1}\left(\mathbf{y}_{1}\right)$ we obtain

$$
>H_{1}\left(\mathbf{y}_{1}\right)-H_{1}\left(\mathbf{y}_{1}\right)=0
$$

An appeal to the sum formula in $L_{1} / k$ yields

$$
\begin{equation*}
x_{1} y_{11}+\ldots+x_{n} y_{1 n}=0 \tag{4.8}
\end{equation*}
$$

Since each $\mathfrak{L}^{(2 j)}$ is a linear combination of $\mathfrak{L}^{(11)}, \ldots, \mathfrak{L}^{(1 \Phi(1))}, \mathfrak{L}^{(21)}, \ldots, \mathfrak{L}^{(2 \Phi(2))}$, since $\mathscr{L}^{(11)}(\mathbf{x})=\ldots=\mathscr{L}^{(1 \Phi(1)}(\mathbf{x})=0$ by (4.8), and since the coefficient $a_{j l}^{(2)}$ of $\mathscr{L}^{(2)}$ in the combination has $v_{0}\left(a_{j l}^{(2)}\right) \geqslant 0$, we have

$$
v_{0}\left(\mathfrak{L}^{(2 j)}(\mathbf{x})\right) \geqslant P_{2} \quad(j=1, \ldots, \Delta(2))
$$

by $(4.5 b)$. If $\Phi(2)=0$, then

$$
\begin{equation*}
x_{1} y_{21}+\ldots+x_{n} y_{2 n}=0 \tag{4.9}
\end{equation*}
$$

more generally $\mathscr{L}^{(2 j)}(\mathbf{x})=0$, follows from (4.8). If $\Phi(2)>0$ we find that with $V_{2}$ ranging over the valuation of $L_{2} / k$,

$$
\sum_{V_{2}} V_{2}\left(y_{21} x_{1}+\ldots+y_{2 n} x_{n}\right)>0
$$

which again implies (4.9).
Continuing in this manner we see that (4.1) holds for each $i$, hence that $\mathfrak{L}^{(i j)}(\mathbf{x})=0$ for each $i, j$. Thus (4.3) holds, which in conjunction with (4.5c) yields $v_{0}\left(x_{j}\right) \geqslant-Q(j=1, \ldots, n)$, so that by (4.5a) we get

$$
\begin{equation*}
H_{K}(\mathbf{x})=-\sum_{v} \min \left(v\left(x_{1}\right), \ldots, v\left(x_{n}\right)\right) \leqslant-\min \left(v_{0}\left(x_{1}\right), \ldots, v_{0}\left(x_{n}\right)\right) \leqslant Q . \tag{4.10}
\end{equation*}
$$

Now when $\Phi(i)>0$ we have

$$
\begin{aligned}
\sum_{j=1}^{\Phi(i)} P_{i j} & =\Phi(i) P_{i}+1 \\
& \leqslant \Phi(i) \Delta(i)^{-1}\left(H_{i}\left(\mathbf{y}_{i}\right)+\Delta(i)-1\right)+1 \\
& \leqslant H_{i}\left(\mathbf{y}_{i}\right)+\Phi(i),
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{i=1}^{s} \sum_{j=1}^{\Phi(i)} P_{i j}+n g+1-n \\
& \quad \leqslant H_{1}\left(\mathbf{y}_{1}\right)+\ldots+H_{s}\left(\mathbf{y}_{8}\right)+n g-(n-\Phi-1) \\
& \quad=H_{1}\left(\mathbf{y}_{1}\right)+\ldots+H_{s}\left(\mathbf{y}_{8}\right)+n g-(e-1) .
\end{aligned}
$$

By the definition of $Q$ involving (4.4) we have

$$
Q \leqslant e^{-1}\left(H_{1}\left(\mathbf{y}_{1}\right)+\ldots+H_{s}\left(\mathbf{y}_{s}\right)+n g\right)
$$

and the theorem follows from (4.10) and from $e=n-\Phi \geqslant n-d$.

## 5. Construction of a differential equation

Let $K / k$ be a function field. Assume that we are given an element $T \in K, T \notin k$; then $T$ is transcendental over $k$. Thus we have the function fields

$$
k(T) \subseteq K
$$

Each valuation $v$ of $K / k$ is the extension of some valuation $u$ of $k(T) / k$; denote the ramification index of $v$ over $u$ by $\varepsilon_{v}$. ( $v$ has value group $\mathbf{Z}$ and hence $u$ has value group $\varepsilon_{v}$ Z.) The valuation $u_{\infty}=-\operatorname{deg}$ of $k(T) / k$ with $u_{\infty}(T)=-1$ will be called
the "infinite valuation". Extensions of $u_{\infty}$ to $K$ will be called "infinite valuations"; the other valuations of $K / k$ will be called "finite". The divisor

$$
\mathfrak{D}=\prod_{v \text { finite }} \mathfrak{P}_{v}^{\varepsilon_{v}-1}
$$

where $\mathfrak{P}_{v}$ is the prime divisor associated with $v$ is the different. Its degree is

$$
d(\mathfrak{D})=\sum_{v \text { finite }}\left(\varepsilon_{v}-1\right)
$$

The derivation with respect to $T$ in $k(T)$ may be uniquely extended to a derivation in $K$, and indeed in any finite algebraic extension of $K$. Denote the derivation of $x$ by $x^{\prime}$ or by $d x / d T$.

Lemma B. Suppose $x \in K$. Then
(a) $v\left(x^{\prime}\right) \geqslant v(x)+\varepsilon_{v}$ if $v$ is infinite,
(b) $v\left(x^{\prime}\right) \geqslant v(x)-\varepsilon_{v}$ if $v$ is finite,
(c) $v\left(x^{\prime}\right) \geqslant 1-\varepsilon_{v}$ if $v$ is finite and $v(x) \geqslant 0$.

Proof. If $v$ is infinite, then there is an embedding of $K$ into a field $k\left(\left(T_{v}\right)\right)$ of formal power series in a quantity $T_{v}$ such that $v\left(c_{a} T_{v}^{a}+c_{a+1} T_{v}^{a+1}+\ldots\right)=a$ and $T=1 / T_{v}^{\varepsilon_{v}}$. Then $v\left(d x / d T_{v}\right) \geqslant v(x)-1$ and $v\left(d T / d T_{v}\right)=-\varepsilon_{v}-1$, so that

$$
v\left(x^{\prime}\right)=v(d x / d T)=v\left(d x / d T_{v}\right)-v\left(d T / d T_{v}\right) \geqslant v(x)+\varepsilon_{v}
$$

If $v$ is finite, then $v(T-c)=0$ for a unique $c \in k$, and there is an embedding of $K$ into a field $k\left(\left(T_{v}\right)\right)$ such that $v\left(c_{a} T_{v}^{a}+\ldots\right)=a$ and $T=c+T_{v}^{\varepsilon_{v}}$. We have $v\left(d x / d T_{v}\right) \geqslant v(x)-1$ and $v\left(d T / d T_{v}\right)=\varepsilon_{v}-1$, whence $v\left(x^{\prime}\right) \geqslant v(x)-\varepsilon_{v}$. But if $v(x) \geqslant 0$ then $v\left(d x / d T_{v}\right) \geqslant 0$, and $v\left(x^{\prime}\right) \geqslant 1-\varepsilon_{v}$.

Corollary B.1. If $\mathbf{x}=(x, y) \in K^{2}$, then $v\left(x^{\prime} y-y^{\prime} x\right) \geqslant 2 v(\mathbf{x})-v(\mathfrak{D})$.

Proof. Note that $v(z) \geqslant 0$ implies $v\left(z^{\prime}\right) \geqslant-v(\mathfrak{D})$. So if, say, $v(x) \geqslant v(y)$, then $v\left(x^{\prime} y-y^{\prime} x\right)=v\left(y^{2}(x / y)^{\prime}\right) \geqslant v\left(y^{2}\right)-v(\mathfrak{D})=2 v(\mathbf{x})-v(\mathfrak{D})$.

An element $x \in K$ will be called integral (over $k[T]$ ) if $v(x) \geqslant 0$ for every finite valuation. Given a polynomial $f(X)$ with integral coefficients put

$$
H_{\infty}(f)=-\sum_{v \text { infin }} v(f)
$$

then $H_{\infty}(f) \geqslant H(f) \geqslant 0$. If $E\left(Z, Z^{\prime}\right)$ is a "differential polynomial", define $v(E)$ as with every other polynomial, i.e. by $v(E)=v(\mathbf{x})$ where the components of $\mathbf{x}$ are the coefficients of $E$, and define the height $H(E)$ in the obvious way.

Theorem 5. Suppose $f(X)=p_{0} X^{d}+\ldots+p_{d}$ is a polynomial whose coefficients lie in $K$ and are integral, and which has no multiple factors. Suppose $t>\frac{1}{2} d$. Then there is a non-zero differential polynomial

$$
E\left(Z, Z^{\prime}\right)=\left(m_{0} Z^{l-2}+\ldots+m_{t-2}\right) Z^{\prime}-\left(n_{0} Z^{t}+\ldots+n_{t}\right)
$$

with coefficients $m_{i}, n_{i}$ in $K$ and height

$$
H(E) \leqslant(2 t-d)^{-1}\left((d+t-2) H(f)+d H_{\infty}(f)+d d(\mathfrak{D})+2 t g\right)
$$

such that every root $\alpha$ of $f$ (in some extension of $K$ ) satisfies the differential equation

$$
\begin{equation*}
E\left(\alpha, \alpha^{\prime}\right)=0 \tag{5.1}
\end{equation*}
$$

(Note that in the above inequality, $d d(\mathfrak{D})$ is equal to $d$, the degree of $f$, times $d(\mathfrak{D})$, the degree of the different $\mathfrak{D}$.

Proof. Let $f(X)=f_{1}(X) f_{2}(X) \ldots f_{s}(X)$ be the factorization of $f$ over $K$, and let $\alpha_{i}$ be a root of $f_{i}(i=1, \ldots, s)$. It will be enough if (5.1) is satisfied by $\alpha_{1}, \ldots, \alpha_{s}$. The root $\alpha_{i}$ lies in a field $L_{i}$ of degree $\Delta(i)$ over $K$, where $\Delta(i)$ is the degree of $f_{i}$.

The polynomial $f(X)$ is a function $f(X, T)$ of $X$ and of $T$; denote its partial derivatives by $f_{X}, f_{T}$. In view of $f\left(\alpha_{i}\right)=f\left(\alpha_{i}, T\right)=0$ we have $f_{X}\left(\alpha_{i}\right) \alpha_{i}^{\prime}+f_{T}\left(\alpha_{i}\right)=0$, and here $f_{X}\left(\alpha_{i}\right) \neq 0$ since $\alpha_{i}$ is not a double root of $f$. The desired equation $E\left(\alpha_{i}, \alpha_{i}^{\prime}\right)=0$ may therefore be written in the form

$$
\begin{equation*}
\alpha_{i}^{t-2} f_{T}\left(\alpha_{i}\right) m_{0}+\ldots+f_{T}\left(\alpha_{i}\right) m_{l-2}+\alpha_{i}^{t} f_{X}\left(\alpha_{i}\right) n_{0}+\ldots+f_{X}\left(\alpha_{i}\right) n_{t}=0 \tag{5.2}
\end{equation*}
$$

This is a linear equation in the $n=2 t$ unknowns $m_{0}, \ldots, m_{t-2}, n_{0}, \ldots, n_{t}$. It is of the type (4.1) if $\mathbf{y}_{i}$ is the vector whose components are

$$
\begin{equation*}
\alpha_{i}^{l-2} f_{T}\left(\alpha_{i}\right), \ldots, f_{T}\left(\alpha_{i}\right), \alpha_{i}^{l} f_{X}\left(\alpha_{i}\right), \ldots, f_{X}\left(\alpha_{i}\right) \tag{5.3}
\end{equation*}
$$

We need

Lemma C. The height $H_{i}\left(\mathbf{y}_{i}\right)$ of $\mathbf{y}_{i} \in L_{i}^{n}$ satisfies

$$
\begin{equation*}
H_{i}\left(\mathbf{y}_{i}\right) \leqslant(d+t-2) H\left(f_{i}\right)+\Delta(i) H_{\infty}(f)+\Delta(i) d(\mathfrak{D}) \tag{5.4}
\end{equation*}
$$

Proof. Observe that $\alpha_{i}$ occurs at most to the exponent $d$ in $f_{T}\left(\alpha_{i}\right)$ and at most $d-1$ in $f_{X}\left(\alpha_{i}\right)$, so that $\alpha_{i}$ occurs at most to the exponent $d+t-1$ in the components of $\mathbf{y}_{i}$. But the only term where the exponent $d+t-1$ occurs is $d p_{0} \alpha_{i}^{d+t-1}$ in $\alpha_{i}^{t} f_{X}\left(\alpha_{i}\right)$. Thus if $V_{i}$ is any valuation of $L_{i} / k$, then

$$
\begin{aligned}
& V_{i}\left(\mathbf{y}_{i}\right) \geqslant \min \left(V_{i}\left(f_{T}\right), V_{i}\left(f_{T}\right)+(d+t-2) V_{i}\left(\alpha_{i}\right),\right. \\
& \qquad V_{i}\left(f_{X}\right), V_{i}\left(f_{X}\right)+(d+t-2) V_{i}\left(\alpha_{i}\right), V_{i}\left(p_{0} \alpha_{i}^{d+i-1}\right) .
\end{aligned}
$$

Observe that $V_{i}\left(p_{0} \alpha_{i}\right) \geqslant V_{i}(f)$ by (2.4). If $V_{i}$ is infinite (that is, if it is an extension of $\left.u_{\infty}\right), V_{i}\left(f_{T}\right) \geqslant V_{i}(f)$ by (a) of Lemma B , since $V_{i}$ is an extension of an infinite valuation of $K$. We always have $V_{i}\left(f_{X}\right) \geqslant V_{i}(f)$, so that for $V_{i}$ infinite,

$$
V_{i}\left(\mathrm{y}_{i}\right) \geqslant V_{i}(f)+(d+t-2) \min \left(0, V_{i}\left(\alpha_{i}\right)\right) .
$$

If $V_{i}$ is finite, it is an extension of a finite valuation $v$ of $K / k$, and we have $v(f) \geqslant 0$, $v\left(f_{X}\right) \geqslant 0$ and $v\left(f_{T}\right) \geqslant 1-\varepsilon_{v}$ by (c) of Lemma B, so that $V_{i}(f), V_{i}\left(f_{X}\right) \geqslant 0$ and $V_{i}\left(f_{r}\right) \geqslant\left(1-\varepsilon_{v}\right) e_{V_{i}}$. (Here $V_{i}$ (like any valuation with cap $V$ ) has value group $\mathbf{Z}$, so that $V_{i}(x)=e_{V_{i}} v(x)$ for $x \in K$ where $e_{V_{i}}$ is the ramification index.) Therefore if $V_{i}$ is finite,

$$
V_{i}\left(\mathbf{y}_{i}\right) \geqslant(d+t-2) \min \left(0, V_{i}\left(\alpha_{i}\right)\right)+\left(1-\varepsilon_{v}\right) e_{V_{i}}
$$

Now

$$
\sum_{v \text { finite }} \sum_{V_{i} \mid v}\left(1-\varepsilon_{v}\right) e_{V_{i}}=\Delta(i) \sum_{v \text { finite }}\left(1-\varepsilon_{v}\right)=-\Delta(i) d(\mathfrak{D})
$$

and

$$
\sum_{v} \sum_{V_{i} \mid v} \min \left(0, V_{i}\left(\alpha_{i}\right)\right)=\sum_{v}\left(-v\left(p_{i 0}\right)+v\left(f_{i}\right)\right)=-H\left(f_{i}\right)
$$

by (2.12), where $p_{i 0}$ is the leading coefficient of $f_{i}$. Finally

$$
\sum_{v \text { infin }} \sum_{V_{1} \mid v} V_{i}(f)=\Delta(i) \sum_{v \text { infin }} v(f)=-\Delta(i) H_{\infty}(f)
$$

Combining our estimates we obtain the desired (5.4).
Gauss' Lemma together with $\Delta(1)+\ldots+\Delta(s)=d$ yields

$$
H_{1}\left(\mathbf{y}_{1}\right)+\ldots+H_{s}\left(\mathrm{y}_{s}\right) \leqslant(d+t-2) H(f)+d H_{\infty}(f)+d \cdot d(\mathcal{D})
$$

Theorem 5 is now an immediate consequence of Theorem 4.

Corollary 5.1. Whether $f(X)$ in Theorem 5 has integral coefficients or not, we can always find a differential polynomial $E\left(Z, Z^{\prime}\right)$ with the desired properties and with

$$
\begin{equation*}
H(E) \leqslant(2 t-d)^{-1}((2 d+t-2) H(f)+d(\mathfrak{D})+(d+2 t) g) \tag{5.5}
\end{equation*}
$$

Proof. Let $v_{\infty}$ be an arbitrary infinite valuation of $K / k$. By Riemann's Theorem there is a $\lambda \neq 0$ in $K$ having

$$
\begin{gathered}
v(\lambda) \geqslant-v(f) \quad \text { if } v \neq v_{\infty} \\
v_{\infty}(\lambda) \geqslant \sum_{v \neq v_{\infty}} v(f)-g
\end{gathered}
$$

Putting $f_{1}=\lambda$ we have $v\left(f_{1}\right) \geqslant 0$ if $v$ is finite, so that the coefficients of $f_{1}$ are integral.

Moreover, $H\left(f_{1}\right)=H(f)$ and

$$
\begin{aligned}
H_{\infty}\left(f_{1}\right) & =-\sum_{v \text { intin }}(v(\lambda)+v(f)) \leqslant-v_{\infty}(\lambda)-v_{\infty}(f) \\
& \leqslant-\sum_{v} v(f)+g=H(f)+g .
\end{aligned}
$$

It will suffice to apply Theorem 5 to $f_{1}$.
Up to now $T$ was fairly arbitrary. We now have
Lemma D. For a suitable choice of $T$,

$$
\begin{equation*}
d(\mathfrak{D}) \leqslant 3 g . \tag{5.6}
\end{equation*}
$$

Proof. Pick an arbitrary prime divisor and denote it by $\mathfrak{P}_{\infty}$. By Riemann's Theorem the elements $T \in K$ having

$$
\begin{aligned}
v_{\infty}(T) & \geqslant-g-1 \\
v(T) & \geqslant 0 \text { if } v \neq v_{\infty}
\end{aligned}
$$

form a vector space of dimension $\geqslant 2$, which therefore contains an element $T \notin k$. The divisor of $T$ is

$$
(T)=\mathfrak{M} / \mathfrak{P}_{\infty}^{n}
$$

where $n \leqslant g+1$ and $\mathfrak{M}$ is integral. The degree $[K: k(T)]=n$ (Deuring (1972), §11). Now (see Eichler (1963), p. 150)

$$
g=\frac{1}{2} d\left(\mathfrak{D}^{\prime}\right)-n+1,
$$

where $\mathfrak{D}^{\prime}=\Pi_{v} \mathfrak{P}_{v}^{\varepsilon_{v}-1}$ is the "pseudo-different" of $K$ over $k(T)$. Thus

$$
d\left(\mathfrak{D}^{\prime}\right)=d(\mathfrak{D})+\sum_{v \text { infin }}\left(\varepsilon_{v}-1\right)=d(\mathfrak{D})+n-1
$$

since only $v_{\infty}$ is infinite and $\varepsilon_{v_{\infty}}=n$. We get $g=\frac{1}{2}(d(\mathfrak{D})+n-1)-n+1$, and therefore $d(\mathfrak{D})=2 g+n-1 \leqslant 3 g$.

## 6. Solutions of differential equations

Let $k \subseteq k(T) \subseteq K$ be as in the last section; again let $\mathfrak{D}$ be the different of $K$ over $k[T]$, and $d(\mathfrak{D})$ its degree.

Theorem 5. Suppose $\alpha \in K$ is a solution of a differential equation

$$
\begin{equation*}
E\left(\alpha, \alpha^{\prime}\right)=M(\alpha) \alpha^{\prime}-N(\alpha)=0 \tag{6.1}
\end{equation*}
$$

where $M(X), N(X)$ are polynomials with coefficients in $K$ and without common factor of positive degree. Suppose the equation is not linear or Ricatti, that is, not with
$\operatorname{deg} M=0$ and $\operatorname{deg} N \leqslant 2$. Then

$$
\mathbf{H}(\alpha) \leqslant 8 H(E)+d(\mathfrak{D}) .
$$

Proof. Write $M=m_{0} X^{\mu}+\ldots+m_{\mu}, N=n_{0} X^{\nu}+\ldots+n_{\nu}$ with $m_{0}, n_{0} \neq 0$. Fix a valuation $v$ of $K / k$ at the moment, and suppose that

$$
\begin{equation*}
v(M(\alpha)) \geqslant v(E) . \tag{6.2}
\end{equation*}
$$

Since $\alpha$ satisfies the equation

$$
m_{0} \alpha^{\mu}+\ldots+m_{\mu-1} \alpha+\left(m_{\mu}-M(\alpha)\right)=0
$$

whose coefficients have valuation $\geqslant v(E)$, it follows from (2.4) that

$$
v(\alpha) \geqslant v(E)-v\left(m_{0}\right) .
$$

If $v$ is infinite (as defined in Section 5), we get $v\left(\alpha^{\prime}\right)>v(E)-v\left(m_{0}\right) \geqslant 2\left(v(E)-v\left(m_{0}\right)\right)$ by part (a) of Lemma B. If $v$ is finite, we obtain $v\left(\alpha^{\prime}\right) \geqslant v(E)-v\left(m_{0}\right)-\varepsilon_{v}$ by part (b), and if $v(E)<v\left(m_{0}\right)$ then this is $\geqslant 2\left(v(E)-v\left(m_{0}\right)\right)+1-\varepsilon_{v}$. If $v(E)=v\left(m_{0}\right)$, then $v\left(\alpha^{\prime}\right) \geqslant 1-\varepsilon_{v}=2\left(v(E)-v\left(m_{0}\right)\right)+1-\varepsilon_{v}$ by part (c) of Lemma B. Hence in all cases

$$
v\left(\alpha^{\prime}\right) \geqslant 2\left(v(E)-v\left(m_{0}\right)\right)-v(\mathfrak{D})
$$

(Observe that $v(E) \leqslant v\left(m_{0}\right)$ by definition of $v(E)$.) The differential equation (6.1) implies that

$$
\begin{equation*}
v(N(\alpha)) \geqslant v(M(\alpha))+2\left(v(E)-v\left(m_{0}\right)\right)-v(\mathfrak{D}) \tag{6.3}
\end{equation*}
$$

The resultant $R$ of $M(X), N(X)$ may be written as

$$
\begin{equation*}
R=M(X) V(X)+N(X) W(X) \tag{6.4}
\end{equation*}
$$

where $V(X), W(X)$ are certain polynomials defined in terms of determinants. In particular, $V, W$ are of respective degrees $\leqslant \nu-1, \mu-1$, and

$$
v(V), v(W) \geqslant(\mu+\nu-1) v(E)
$$

Now since $v\left(m_{0} \alpha\right) \geqslant v(E)$, it follows that

$$
v\left(m_{0}^{\nu-1} V(\alpha)\right) \geqslant(\mu+\nu-1+\nu-1) v(E), \quad v\left(m_{0}^{\mu-1} W(\alpha)\right) \geqslant(\mu+\nu-1+\mu-1) v(E)
$$

Thus with

$$
\omega=\max (\nu-1, \mu+1)
$$

(6.3), (6.4) yield

$$
v\left(m_{0}^{\omega} R\right) \geqslant v(M(\alpha))+(\mu+\nu-1+\omega) v(E)-v(\mathfrak{D})
$$

whence

$$
\begin{equation*}
v(M(\alpha)) \leqslant-(\mu+\nu-1) v(E)+\omega\left(v\left(m_{0}\right)-v(E)\right)+v(R)+v(\mathfrak{D}) . \tag{6.5}
\end{equation*}
$$

since $v\left(m_{0}\right) \geqslant v(E)$, since $v(R) \geqslant(\mu+v) v(E)$ and since $v(\mathfrak{D}) \geqslant 0,(6.5)$ is always true, rrespective of (6.2).
Now either

$$
\begin{equation*}
v\left(m_{0} \alpha^{\mu}\right)<\min \left(v\left(m_{1} \alpha^{\mu-1}\right), \ldots, v\left(m_{\mu}\right)\right) \tag{6.6}
\end{equation*}
$$

Then $v\left(m_{0} \alpha^{\mu}\right)=v(M(\alpha))$ and $\mu v(\alpha)=v(M(\alpha))-v\left(m_{0}\right)$. Or if (6.6) is not true, then , $\left(m_{0} \alpha^{\mu}\right) \geqslant v\left(m_{i} \alpha^{\mu-i}\right)$ for some $i(1 \leqslant i \leqslant \mu)$. Then $v\left(\alpha^{i}\right) \geqslant v\left(m_{i}\right)-v\left(m_{0}\right) \geqslant v(E)-v\left(m_{0}\right)$, vhence $v(\alpha) \geqslant v(E)-v\left(m_{0}\right)$ and $\mu v(\alpha) \geqslant \mu\left(v(E)-v\left(m_{0}\right)\right)$. So whether (6.6) is true or 1ot,

$$
\mu \min (0, v(\alpha)) \geqslant \min \left(\mu\left(v(E)-v\left(m_{0}\right)\right), v(M(\alpha))-v\left(m_{0}\right)\right) .
$$

Jsing the sum formula for $m_{0}^{\mu} M(\alpha)^{-1}$ we obtain

$$
\begin{aligned}
\mu \mathbf{H}(\alpha) & =-\mu \sum_{v} \min (0, v(\alpha)) \\
& \leqslant-\sum_{v} \min \left(\mu v(E)-v(M(\alpha)),(\mu-1) v\left(m_{0}\right)\right) .
\end{aligned}
$$

nvolving (6.5) and once again the sum formula, we get

$$
\begin{aligned}
\iota \mathbf{H}(\alpha) & \leqslant \sum_{v} \max \left(-(2 \mu+v-1) v(E)+\omega\left(v\left(m_{0}\right)-v(E)\right)+v(R)+v(\mathfrak{D}),(1-\mu) v\left(m_{0}\right)\right) \\
& =\sum_{v} \max \left(-(2 \mu+\nu-1+\omega) v(E)+v(\mathfrak{D}),-v(R)+(1-\mu-\omega) v\left(m_{0}\right)\right)
\end{aligned}
$$

Recall that $\Sigma_{v} v(\mathfrak{D})=d(\mathfrak{D})$, and note that

$$
\begin{aligned}
-v(R)+(1-\mu-\omega) v\left(m_{0}\right) & \leqslant-(\mu+\nu) v(E)+(1-\mu-\omega) v(E) \\
& =(1-2 \mu-\nu-\omega) v(E)
\end{aligned}
$$

it then follows that

$$
\begin{aligned}
\mu \mathbf{H}(\alpha) & \leqslant(1-2 \mu-\nu-\omega) \sum_{v} v(E)+d(\mathfrak{D}) \\
& =(2 \mu+\nu+\omega-1) H(E)+d(\mathfrak{D})
\end{aligned}
$$

and if $\mu>0$, then

$$
\mathbf{H}(\alpha) \leqslant \mu^{-1}(2 \mu+\nu+\omega-1) H(E)+d(\mathfrak{D})
$$

Now suppose that

$$
\nu \leqslant 2 \mu+2
$$

By our assumption that the differential equation be neither linear nor Ricatti we jet $\mu>0$. Further

$$
\begin{aligned}
2 \mu+\nu+\omega-1 & \leqslant 2 \mu+(2 \mu+2)-1+\max (2 \mu+1, \mu+1) \\
& =6 \mu+2 \leqslant 8 \mu
\end{aligned}
$$

and

$$
\mathbf{H}(\alpha) \leqslant 8 H(E)+d(\mathfrak{D}),
$$

as desired.
If $\nu>2 \mu+2$, we use the method of Osgood (1975) and Schmidt (1976). We set $\hat{\alpha}=1 / \alpha$ and we obtain a differential equation $\hat{M}(\hat{\alpha}) \hat{\alpha}^{\prime}=\hat{N}(\hat{\alpha})$ for $\hat{\alpha}$, of the same type and same height: $H(\hat{E})=H(E)$. But now the degrees $\hat{\mu}, \hat{v}$ have $\hat{\nu} \leqslant 2 \hat{\mu}+2$. We obtain $\mathbf{H}(\alpha)=\mathbf{H}(\hat{\alpha}) \leqslant 8 H(E)+d(\mathfrak{D})$.

## 7. Solutions of the Thue Equation

We are interested in solutions $x, y \in K$ of

$$
f(x, y)=1,
$$

where $f$ is a form of degree $d \geqslant 3$, without multiple factors and with coefficients in $K$. We further suppose that $f(X, Y)$ is not divisible by $X$ or by $Y$; this can always be achieved by a linear change of variables with coefficients in $k$, and such a change of variables will not affect heights. Then

$$
f(X, Y)=f_{0}\left(X-\alpha_{1} Y\right) \ldots\left(X-\alpha_{d} Y\right)=g_{0}\left(\beta_{1} X-Y\right) \ldots\left(\beta_{d} X-Y\right)
$$

with $\alpha_{i} \beta_{i}=1(i=1, \ldots, d)$.
Again let $T \in K$ be transcendental over $k$. Assuming $t>\frac{1}{2} d$ we can apply Corollary 5.1 to the polynomial $f(X, 1)$ to construct a certain differential polynomial

$$
E\left(Z, Z^{\prime}\right)=M(Z) Z^{\prime}-N(Z)=\left(m_{0} Z^{i-2}+\ldots+m_{t-2}\right) Z^{\prime}-\left(n_{0} Z^{t}+\ldots+n_{t}\right)
$$

having $E\left(\alpha_{i}, \alpha_{i}^{\prime}\right)=0(i=1, \ldots, d)$. Putting

$$
\begin{aligned}
G\left(Z, Z^{\prime}, W, W^{\prime}\right) & =W^{t} E\left(Z / W,(Z / W)^{\prime}\right) \\
& =\left(m_{0} Z^{i-2}+\ldots+m_{t-2} W^{t-2}\right)\left(Z^{\prime} W-W^{\prime} Z\right)-\left(n_{0} Z^{t}+\ldots+n_{t} W^{\prime}\right)
\end{aligned}
$$

we have $G\left(\alpha_{i}, \alpha_{i}^{\prime}, 1,0\right)=0$ and $G\left(1,0, \beta_{i}, \beta_{i}^{\prime}\right)=0(i=1, \ldots, d)$.
Lemma E. Suppose $x, y \in K$ with

$$
\begin{equation*}
F(x, y)=1 \quad \text { and } \quad G\left(x, x^{\prime}, y, y^{\prime}\right) \neq 0 \tag{7,1}
\end{equation*}
$$

(i) Then if $t<d-1$, the point $\mathrm{x}=(x, y)$ has height

$$
\begin{equation*}
\mathbf{H}(\mathbf{x}) \leqslant(d-t-1)^{-1}(H(E)+(2 d-2) \mathbf{H}(f)+d(\mathfrak{D})) . \tag{7.2}
\end{equation*}
$$

(ii) If $t<d$ and if x is $\mathfrak{S}$-integral for a finite set $\mathfrak{S}$ of valuations, then

$$
\begin{equation*}
\mathbf{H}(\mathbf{x}) \leqslant(d-t)^{-1}(H(E)+(2 d-2) \mathbf{H}(f)+d(\mathfrak{D})+|\subseteq|) . \tag{7.3}
\end{equation*}
$$

Proof. Write $\psi(v)=(d-2) v(f)-\frac{1}{2} v(D)$ where $D$ is the discriminant of $f(X, 1)$, and also of $f(1, Y)$. We begin with the observation that by the sum formula and
by (2.6),

$$
\begin{align*}
\sum_{v} \min (0, \psi(v)) & =\sum_{v} \min \left(\frac{1}{2} v(D),(d-2) v(f)\right) \\
& \geqslant \sum_{v} \min ((d-1) v(f),(d-2) v(f))  \tag{7.4}\\
& \geqslant \sum_{v}(d-1) \mathrm{v}(f) \\
& =-(d-1) \mathrm{H}(f)
\end{align*}
$$

Now let $\mathfrak{I}$ be the set of valuations having

$$
d v(\mathbf{x}) \geqslant \psi(v)
$$

and $\mathfrak{I}^{\prime}$ the set with $d v(\mathbf{x})<\psi(c)$. Then

$$
\begin{equation*}
\sum_{v \in \mathfrak{I}} \mathbf{v}(\mathbf{x})=\sum_{v \in \mathfrak{Z}} \min (0, v(\mathbf{x})) \geqslant \sum_{v \in \mathfrak{Z}} \min \left(0, d^{-1} \psi(t)\right) . \tag{7.5}
\end{equation*}
$$

Next, let $\boldsymbol{v} \in \mathfrak{I}^{\prime}$. Suppose that

$$
\begin{equation*}
v(x) \geqslant v(\jmath), \tag{7.6}
\end{equation*}
$$

say. Let $v$ be extended in some way to a valuation of the field $K\left(\alpha_{1}, \ldots, \alpha_{d}\right)$, and suppose without loss of generality that

$$
\begin{equation*}
v\left(x-\alpha_{1} y\right) \geqslant \ldots \geqslant v\left(x-\alpha_{d} y\right) \tag{7.7}
\end{equation*}
$$

Then

$$
v\left(\left(\alpha_{1}-\alpha_{i}\right) y\right)=v\left(x-\alpha_{i} y-\left(x-\alpha_{1} y\right)\right) \geqslant v\left(x-\alpha_{i} y\right)
$$

and therefore

$$
\begin{aligned}
0 & =v(1)=v(f(x, y))=v\left(f_{0}\right)+v\left(x-\alpha_{1} y\right)+\ldots+v\left(x-\alpha_{d} y\right) \\
& \leqslant v\left(f_{0}\left(\alpha_{1}-\alpha_{2}\right) \ldots\left(\alpha_{1}-\alpha_{d}\right)\right)+v\left(y^{d}\right)+v\left(\alpha_{1}-(x / y)\right),
\end{aligned}
$$

which by (2.9) is

$$
\leqslant \frac{1}{2} v(D)-(d-2) v(f)+v\left(y^{d}\right)+v\left(x_{1}-(x / y)\right)
$$

We obtain

$$
\begin{equation*}
v\left(\alpha_{1}-(x / y)\right) \geqslant(d-2) v(f)-\frac{1}{2} v(D)-d v(1) \tag{7.8}
\end{equation*}
$$

whence

$$
v\left(\alpha_{1}-(x / y)\right) \geqslant \psi(v)-d v(x)>0
$$

by (7.6) and since $v \in \mathfrak{I}^{\prime}$. Using (7.6) again we find that $v(x / y) \geqslant 0, v\left(\alpha_{1}\right) \geqslant 0$. Taking the derivative we obtain

$$
v\left(\alpha_{1}^{\prime}-(x / y)^{\prime}\right) \geqslant \psi(v)-d v(\mathbf{x})-1-v(\mathfrak{D})
$$

by Lemma B, and therefore

$$
\begin{aligned}
v\left(E\left(\frac{x}{y^{\prime}}\left(\frac{x}{y}\right)^{\prime}\right)\right) & =v\left(E\left(\frac{x}{y^{\prime}}\left(\frac{x}{y}\right)^{\prime}\right)-E\left(\alpha_{1}, \alpha_{1}^{\prime}\right)\right) \\
& \geqslant v(E)+\psi(v)-d v(\mathrm{x})-1-v(\mathfrak{D})
\end{aligned}
$$

which in turn yields

$$
\begin{equation*}
v\left(G\left(x, x^{\prime}, y, y^{\prime}\right)\right) \geqslant v(E)+\psi(v)-(d-t) v(\mathbf{x})-1-v(\mathfrak{D}) . \tag{7.9}
\end{equation*}
$$

This holds for $v \in \mathfrak{I}^{\prime}$. On the other hand, for every $v$,

$$
\begin{equation*}
v\left(G\left(x, x^{\prime}, y, y^{\prime}\right)\right) \geqslant v(E)+t v(\mathbf{x})-v(\mathfrak{D}) \tag{7.10}
\end{equation*}
$$

by Corollary B.1. For $v \in \mathfrak{T}^{\prime}$ we combine (7.9) and (7.10) to obtain

$$
\begin{align*}
\min ((d-t) & v(\mathbf{x})+1,-t v(\mathbf{x}))  \tag{7.11}\\
& \geqslant-v\left(G\left(x, x^{\prime}, y, y^{\prime}\right)\right)+v(E)-v(\mathfrak{D})+\min (0, \psi(v))
\end{align*}
$$

(i) Now if $d>t+1$, we observe that

$$
\min ((d-t-1) v, 0) \geqslant \min ((d-t) v+1,-t v)
$$

for every integer $v$, so that (7.11) yields
$(d-t-1) \sum_{v \in \mathfrak{T}^{\prime}} \mathbf{v}(\mathbf{x}) \geqslant-\sum_{v \in \mathfrak{T}^{\prime}} v\left(G\left(x, x^{\prime}, y, y^{\prime}\right)\right)+\sum_{v \in \mathfrak{T}^{\prime}} v(E)-\sum_{v \in \mathfrak{T}^{\prime}} v(\mathfrak{D})+\sum_{v \in \mathfrak{T}^{\prime}} \min (0, \psi(v))$.
Using (7.5) and the sum formula for $G\left(x, x^{\prime}, y, y^{\prime}\right)$ we have

$$
(d-t-1) \sum_{v} \mathbf{v}(\mathbf{x}) \geqslant \sum_{v \in \mathfrak{I}} v\left(G\left(x, x^{\prime}, y, y^{\prime}\right)\right)+\sum_{v \in \mathfrak{T}^{\prime}} v(E)-\sum_{v \in \mathfrak{T}^{\prime}} v(\mathfrak{D})+\sum_{v} \min (0, \psi(v)) .
$$

Utilizing (7.10), (7.5) and (7.4) we obtain

$$
\begin{aligned}
& \geqslant \sum_{v} v(E)+t \sum_{v \in \mathcal{I}} v(\mathbf{x})-\sum_{v} v(\mathfrak{D})+\sum_{v} \min (0, \psi(v)) \\
& \geqslant-H(E)-d(\mathfrak{D})+2 \sum_{v} \min (0, \psi(v)) \\
& \geqslant-H(E)-(2 d-2) H(f)-d(\mathfrak{D}),
\end{aligned}
$$

and (7.2) follows.
(ii) On the other hand if $d>t$, we observe that

$$
\min ((d-t) v, 0) \geqslant \min ((d-t) v+1,-t v)-\delta_{v}
$$

for all integers $v$, where $\delta_{v}=1$ if $v<0$ and $\delta_{v}=0$ otherwise. For $\mathfrak{S}$-integral x the number of $v$ with $v(\mathbf{x})<0$ is at most $|\subseteq|$, so that (7.11) yields
$(d-t) \sum_{v \in \mathfrak{T}^{\prime}} \mathbf{v}(\mathbf{x}) \geqslant-\sum_{v \in \mathbb{Z}^{\prime}} G\left(x, x^{\prime}, y, y^{\prime}\right)+\sum_{v \in \mathfrak{Z}^{\prime}} v(E)-\sum_{v \in \mathfrak{Z}^{\prime}} v(\mathfrak{D})+\sum_{v \in \mathfrak{X}^{\prime}} \min (0, \psi(v))-|\mathbb{S}|$.

Continuing as in the case (i) we get

$$
(d-t) \sum_{v} \mathrm{v}(\mathbf{x}) \geqslant-H(E)-(2 d-2) \mathbf{H}(f)-d(\mathfrak{D})-|\subseteq|
$$

and (7.3).

## 8. Proof of the theorem on Thue equations

Pick $T \in K$ according to Lemma $D$ such that $d(\mathfrak{D}) \leqslant 3 g$. Set

$$
t=(2 d+\varepsilon) / 3
$$

where $\varepsilon=0$ if $d \equiv 0(\bmod 3), \varepsilon=1$ if $d \equiv 1(\bmod 3)$ and $\varepsilon=-1$ if $d \equiv 2(\bmod 3)$. Then $t$ is integral with $d / 2<t<d$ for $d \geqslant 3$ and $d / 2<t<d-1$ for $d \geqslant 5$. Construct a differential polynomial $E\left(Z, Z^{\prime}\right)$ according to Corollary 5.1, so that by (5.5),

$$
H(E) \leqslant(d+2 \varepsilon)^{-1}((8 d+\varepsilon-6) H(f)+(16 d+2 \varepsilon) g)
$$

If, say, $d \equiv 2(\bmod 3)$, we have

$$
H(E) \leqslant(d-2)^{-1}((8 d-7) H(f)+(16 d-2) g)
$$

The right-hand side is a decreasing function of $d$, and substituting $d=5$ we get

$$
\begin{equation*}
H(E) \leqslant 11 H(f)+26 g \tag{8.1}
\end{equation*}
$$

This estimate is also valid if $d \equiv 0$ or $d \equiv 1(\bmod 3)$. Define $G\left(Z, Z^{\prime}, W, W^{\prime}\right)$ as in Section 7.

It will suffice to consider solutions of the Thue equation $f(x, y)=1$ with $y \neq 0$. At first we shall assume that

$$
\begin{equation*}
E\left(x / y,(x / y)^{\prime}\right) \neq 0 \tag{8.2}
\end{equation*}
$$

so that $G\left(x, x^{\prime}, y, y^{\prime}\right) \neq 0$. If $d \geqslant 5$, part (i) of Lemma E yields

$$
\mathbf{H}(\mathbf{x}) \leqslant H(E)+3 g+(d-\varepsilon-3)^{-1}(6 d-6) \mathbf{H}(f)
$$

It is easily seen that for $d \geqslant 5$ the factor $(d-\varepsilon-3)^{-1}(6 d-6)$ is at most 12 , so that by (8.1),

$$
\begin{equation*}
\mathbf{H}(\mathbf{x}) \leqslant 23 \mathbf{H}(f)+29 g . \tag{8.3}
\end{equation*}
$$

If $d \geqslant 3$ and $\mathbf{x}$ is $\widetilde{S}$-integral, part (ii) of Lemma $E$ yields

$$
\mathbf{H}(\mathbf{x}) \leqslant H(E)+3 g+|\Im|+(d-\varepsilon)^{-1}(6 d-6) \mathbf{H}(f)
$$

The factor in front of $\mathbf{H}(f)$ is at most 6, and an appeal to (8.1) gives

$$
\begin{equation*}
\mathbf{H}(\mathbf{x}) \leqslant 17 \mathbf{H}(f)+29 g+|\Im| \tag{8.4}
\end{equation*}
$$

Next, assume that

$$
\begin{equation*}
E\left(x / y,(x / y)^{\prime}\right)=0 \tag{8.5}
\end{equation*}
$$

We may write $E\left(Z, Z^{\prime}\right)=g(Z) E_{1}\left(Z, Z^{\prime}\right)$, where

$$
E_{1}(Z)=M(Z) Z^{\prime}-N(Z)
$$

and where $M(Z), N(Z), g(Z)$ are polynomials such that $M(Z), N(Z)$ have no common factor. Clearly $H(E)=H\left(E_{1}\right)+H(g)$, and therefore $H\left(E_{1}\right), H(g) \leqslant H(E)$. Now if $g(x / y)=0$, then

$$
\begin{equation*}
\mathbf{H}(x / y) \leqslant H(g) \leqslant H(E) \tag{8.6}
\end{equation*}
$$

by (2.3). The other possibility is that

$$
\begin{equation*}
E_{1}\left(x / y,(x / y)^{\prime}\right)=0 \tag{8.7}
\end{equation*}
$$

If this differential equation in $x / y$ is not linear or Ricatti, then by Theorem 5 ,

$$
\mathbf{H}(x / y) \leqslant 8 H(E)+3 g
$$

which then in view of (8.6) holds whenever (8.5) is true. Now $f(x, y)=1$ yields $0=v(f(x, y)) \geqslant v(f)+d v(\mathbf{x})$, or $-v(\mathbf{x}) \geqslant d^{-1} v(f)$. Further since $H(\mathbf{x})=\mathbf{H}(x / y)$,

$$
\begin{aligned}
\mathbf{H}(\mathbf{x}) & =-\sum_{v} \min (0, v(\mathbf{x}))=-\sum_{v} v(\mathbf{x})-\sum_{v} \min (0,-v(\mathbf{x})) \\
& \leqslant H(\mathbf{x})-d^{-1} \sum_{v} \min (0, v(f)) \\
& \leqslant 8 H(E)+3 g+\mathbf{H}(f)
\end{aligned}
$$

and substituting (8.1) we obtain

$$
\begin{equation*}
\mathbf{H}(\mathbf{x}) \leqslant 89 \mathbf{H}(f)+211 g . \tag{8.8}
\end{equation*}
$$

There remains the case when the differential equation (8.7) is linear or Ricatti. Let $v$ be a valuation of $K / k$, extended in some way to a valuation of $K\left(\alpha_{1}, \ldots, \alpha_{d}\right)$, and suppose that (7.6) and (7.7) hold, so that (7.8) is true. If the differential equation is linear, then any three solutions $z, z_{1}, z_{2}$ have

$$
\frac{z-z_{1}}{z_{2}-z_{1}}=c
$$

with $c \in k$, whence $v\left(z-z_{1}\right)=v\left(z_{2}-z_{1}\right)$. In particular, with $z=x / y, z_{1}=\alpha_{1}, z_{2}=\alpha_{2}$, we have $v\left(\left(x / y-\alpha_{1}\right)=v\left(\alpha_{2}-\alpha_{1}\right)\right.$, hence by (2.7)

$$
\begin{equation*}
v\left((x / y)-\alpha_{1}\right) \leqslant \frac{1}{2} v(D)-(d-1) v(f) . \tag{8.9}
\end{equation*}
$$

If the differential equation is Ricatti, then any four solutions $z, z_{1}, z_{2}, z_{3}$ have

$$
\frac{z-z_{1}}{z-z_{3}} / \frac{z_{2}-z_{1}}{z_{2}-z_{3}}=c
$$

vith $c \in k$, whence $v\left(z-z_{1}\right)+v\left(z_{2}-z_{3}\right)=v\left(z-z_{3}\right)+v\left(z_{2}-z_{1}\right)$. In particular,

$$
v\left((x / y)-\alpha_{1}\right)+v\left(\alpha_{2}-\alpha_{3}\right)=v\left((x / y)-\alpha_{3}\right)+v\left(\alpha_{2}-\alpha_{1}\right) .
$$

f $v\left((x / y)-\alpha_{1}\right) \leqslant v\left(\alpha_{3}-\alpha_{1}\right)$, then again (8.9) by (2.7). Otherwise

$$
v\left((x / y)-\alpha_{1}\right)>v\left(\alpha_{3}-\alpha_{1}\right) \quad \text { and } \quad v\left((x / y)-\alpha_{3}\right)=v\left(\alpha_{3}-\alpha_{1}\right)
$$

o that $v\left((x / y)-\alpha_{1}\right)=v\left(\alpha_{3}-\alpha_{1}\right)+v\left(\alpha_{2}-\alpha_{1}\right)-v\left(\alpha_{2}-\alpha_{3}\right)$, and (2.8) yields (8.9) again. Jombining (8.9) with (7.8) we obtain

$$
d v(y) \geqslant(2 d-3) v(f)-v(D)
$$

[his is true under the sole condition (7.6), that is $v(x) \geqslant v(y)$. A similar estimate rolds under the condition that $v(x) \leqslant v(y)$. Therefore

$$
d \min (0, v(x), v(y)) \geqslant \min (0,(2 d-3) v(f)-v(D))
$$

and using the sum formula for $D$ we obtain

$$
\begin{aligned}
d \mathbf{H}(\mathbf{x}) & =-d \sum_{v} \mathbf{v}(\mathbf{x}) \\
& \leqslant-\sum_{v} \min (v(D),(2 d-3) v(f)) \\
& \leqslant-\sum_{v} \min ((2 d-2) v(f),(2 d-3) v(f)) \quad(\text { by }(2.6)) \\
& \leqslant-(2 d-2) \sum_{v} \mathbf{v}(f) \\
& =(2 d-2) \mathbf{H}(f) .
\end{aligned}
$$

After division by $d$ we have

$$
\begin{equation*}
\mathbf{H}(\mathbf{x}) \leqslant 2 \mathbf{H}(f) \tag{8.10}
\end{equation*}
$$

If $d \geqslant 5$ we may combine (8.3), (8.8) and (8.10) to obtain part (i) of Theorem 1. If $d \geqslant 3$ and $\mathbf{x}$ is $\mathfrak{S}$-integral we combine (8.4), (8.8) and (8.10) to obtain

$$
\begin{equation*}
\mathbf{H}(\mathbf{x}) \leqslant 89 \mathbf{H}(f)+211 g+|\widetilde{\Im}| . \tag{8.11}
\end{equation*}
$$

The desired part (ii) of Theorem 1 follows immediately if $g>0$. If $g=0$, then $K=k(T)$ for some $T$. We may suppose that $v_{0}=-\operatorname{deg}$ lies in $\mathcal{G}$. For if $c \in k$ and the valuation $v$ with $v(T-c)=1$ lies in $\mathfrak{S}$, replace $T$ by $T_{1}=(T-c)^{-1}$. The extension field $L=K\left(T^{1 / n}\right)=k\left(T^{1 / n}\right)$ has again genus 0 , but $\mathbf{H}_{L}(\mathbf{x})=n \mathbf{H}(\mathbf{x})$ and
$\mathbf{H}_{L}(f)=n \mathbf{H}(f)$. Since $v_{0}$ is completely ramified in $L$, the set $\mathcal{S}_{L}$ of extensions of elements of $\mathfrak{S}$ to $L$ has cardinality $\left|\mathfrak{S}_{L}\right| \leqslant n(|\subseteq|-1)+1$. Thus by (8.11), applied in $L$,

$$
n \mathbf{H}(\mathbf{x})=\mathbf{H}_{L}(\mathbf{x}) \leqslant 89 \mathbf{H}_{L}(f)+\left|\Im_{L}\right| \leqslant 89 n \mathbf{H}(f)+n(|\subseteq|-1)+1 .
$$

Since $n$ is arbitrary, $\mathbf{H}(\mathbf{x}) \leqslant 89 \mathbf{H}(f)+|\subseteq|-1$.

## 9. Some genus estimates

Lemma F. Let $K / k$ be a function field of genus $g$. Let $z$ be in $K$ but not a square in $K$. Then $L=K(\sqrt{ })$ has genus

$$
g_{L} \leqslant 2 g+\mathbf{H}_{K}(z)-1
$$

Proof. We have (Eichler (1963), Ch. III.3, formula (10))

$$
g_{L}=g(L / K)+[L: K] g=g(L / K)+2 g
$$

where (Eichler (1963), formula (9))

$$
g(L / K)=\frac{1}{2} g\left(\mathfrak{D}_{L / K}\right)-1
$$

and $g\left(\mathfrak{D}_{L / K}\right)$ is the ramification index of $L$ over $K$. It is (Eichler (1963), Ch. III.2, formula (36)) equal to $\Sigma_{\bar{V}}\left(e_{V}-1\right)$ where $V$ runs through the valuations of $L / k$ and $e_{\nabla}$ is the ramification index of $V$ over $K$. Suppose that the principal divisor (z) in $K$ is of the form

$$
(z)=\mathfrak{P}_{1}^{a_{1}} \ldots \mathfrak{P}_{r}^{a_{1}} /\left(\mathfrak{Q}_{1}^{b_{1}} \ldots \mathfrak{Q}_{i}^{b_{1}}\right)
$$

with distinct prime divisors $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{r}, \mathfrak{Q}_{1}, \ldots, \mathfrak{Q}_{4}$. Then a prime divisor $\mathfrak{P}$ will ramify in the extension field $L$ precisely if $\mathfrak{F}$ is equal to some $\mathfrak{P}_{i}$ with odd $a_{i}$, or to some $\mathfrak{Q}_{j}$ with odd $b_{j}$, and moreover the ramification index is 2 in this case. So

$$
g\left(\mathfrak{D}_{L / K}\right) \leqslant r+t \leqslant a_{1}+\ldots+a_{r}+b_{1}+\ldots+b_{r} .
$$

Now

$$
\begin{aligned}
\mathbf{H}(z) & =\mathbf{H}_{K}(z)=-\sum_{v} \min (0, v(z))=b_{1}+\ldots+b_{l} \\
& =\mathbf{H}(1 / z)=a_{1}+\ldots+a_{r} .
\end{aligned}
$$

We obtain $g\left(\mathfrak{D}_{L / K}\right) \leqslant 2 \mathrm{H}(z)$, whence $g(L / K) \leqslant \mathbf{H}(z)-1$, whence the lemma.
Lemma G. Let $K / k$ be a function field of genus $g$, and let $z_{1}, z_{2}, z_{3}$ be in $K$ with heights $\mathbf{H}\left(z_{i}\right) \leqslant H$ where $H \geqslant 1$. Then $L=K\left(\sqrt{ } z_{1}, \sqrt{z_{2}}, \sqrt{ } z_{3}\right)$ has genus

$$
\begin{equation*}
g_{L} \leqslant \Delta\left(\frac{3}{2} H+g\right) \tag{9.1}
\end{equation*}
$$

where $\Delta$ is the degree $[L: K]$.

Proof. The field $L_{1}=K(\sqrt{1})$ has by the preceding lemma genus

$$
g_{1} \leqslant 2 g+H-1 .
$$

This holds even if $z_{1}$ is a square in $K$, for then $g_{1}=g \leqslant 2 g \leqslant 2 g+H-1$. Now $\mathbf{H}_{\mathcal{L}_{1}}\left(z_{2}\right) \leqslant 2 \mathbf{H}_{K}\left(z_{2}\right) \leqslant 2 H$, so that a second application of Lemma $F$ yields $g_{2} \leqslant 2 g_{1}+2 H-1$ for the genus $g_{2}$ of $K\left(\sqrt{2} z_{1}, \sqrt{ } z_{2}\right)$, and therefore

$$
g_{2} \leqslant 4 g+4 H-3
$$

A third application of Lemma F yields

$$
g_{3} \leqslant 8 g+12 H-7
$$

If $\Delta=1$ we have $g_{L}=g$, if $\Delta=2$ we have $g_{L} \leqslant 2 g+H-1$, if $\Delta=4$ we have $g_{L} \leqslant 4 g+4 H-3$, and if $\Delta=8$ then $g_{L} \leqslant 8 g+12 H-7$. The estimate (9.1) is true in each case.

Lemma H. Let $f(X)=f_{0} X^{d}+\ldots+f_{d}$ be a polynomial whose coefficients are polynomials in $T$ (they lie in $k[T]$ ) of degree $\leqslant m$. Let $K$ be the splitting field of $f$ over $k(T)$, and $\Delta$ the degree of $K$ over $k(T)$. Then $K / k$ has genus

$$
g \leqslant(\Delta-1) d m
$$

In the special case when $f(X)=f_{0} X^{d}+f_{d}$,

$$
g \leqslant(\Delta-1)(m-1)
$$

Proof. We may suppose that the roots of $f$ are distinct. If $c \in k$ and $f_{0}(c) \neq 0$, $D(c) \neq 0$ where $D$ is the discriminant, then we claim that the valuation with $v(T-c)=1$ is unramified in $K$. For let $\alpha_{1}, \ldots, \alpha_{d}$ be the roots of $f(X)=f(X, T)$. (We recall that $f$ is a polynomial in $T$ also. The splitting field is $K=k\left(T, \alpha_{1}, \ldots, \alpha_{d}\right)$.) The roots of $f(X, c)$ are $d$ distinct elements $a_{1}, \ldots, a_{d}$ in $k$. Pick $c_{1}, \ldots, c_{d}$ in $k$ such that

$$
\alpha=c_{1} \alpha_{1}+\ldots+c_{d} \alpha_{d}
$$

generates $K$ over $k(T)$ and that the $d$ ! numbers

$$
a_{\sigma}=c_{1} a_{\sigma(1)}+\ldots+c_{d} a_{\sigma(d)}
$$

where $\sigma$ runs through the permutations of $1, \ldots, d$, are distinct. The field polynomial of $\alpha$ over $k(T)$ is a divisor of

$$
\prod_{\sigma}\left(X-\alpha_{\sigma}\right)
$$

where $\alpha_{\sigma}=c_{1} \alpha_{\sigma(1)}+\ldots+c_{d} \alpha_{\sigma(d)}$. The image of the latter polynomial in the residue class field associated with $v$ is $\Pi_{\sigma}\left(X-a_{\sigma}\right)$, hence has distinct roots, and
hence also the image of the field polynomial of $\alpha$ has distinct roots. Hence $v$ is indeed unramified.

Now $\operatorname{deg} f_{0}+\operatorname{deg} D \leqslant m+(2 d-2) m=(2 d-1) m$, and being overly generous and allowing for the valuation $v_{\infty}=-$ deg, we see that at most $(2 d-1) m+1$ valuations $v$ of $k(T)$ ramify in $K$. If $v$ does ramify, the sum of $e_{V}-1$ over the extensions $V$ is at most $\Delta-1$. So in the notation of Eichler ((1963), Ch. III. 2 (36)),

$$
g\left(\mathfrak{D}_{K / k(T)}\right) \leqslant(\Delta-1)((2 d-1) m+1)
$$

Again (Eichler (1963), Ch. III. 3 (5)),

$$
\begin{aligned}
g & =\frac{1}{2} g\left(\mathfrak{D}_{K / k(T)}\right)-\Delta+1 \\
& \leqslant(\Delta-1)\left(\left(d-\frac{1}{2}\right) m+\frac{1}{2}-1\right) \\
& \leqslant(\Delta-1) d m .
\end{aligned}
$$

In the more special case there are at most $2 m$ valuations $v$ which ramify in $K$. One obtains $g(\mathfrak{D}) \leqslant \Delta-1) \cdot 2 m$ and therefore

$$
g=\frac{1}{2} g(\mathfrak{D})-\Delta+1 \leqslant(\Delta-1)(m-1) .
$$

## 10. Solutions of the hyperelliptic equation

In the equation

$$
\begin{equation*}
y^{2}=f(x) \tag{10.1}
\end{equation*}
$$

set $f(X)=f_{1}(X) g^{2}(X)$ where $f_{1}(X)$ is square free and where the leading coefficient of $g$ is 1 . Then if $v$ is any valuation, $v(g) \leqslant 0$, whence

$$
\mathbf{v}(f)=\min (0, v(f))=\min \left(0, v\left(f_{1}\right)+2 v(g)\right) \leqslant \min \left(0, v\left(f_{1}\right)\right)=\mathbf{v}\left(f_{1}\right)
$$

and therefore $\mathbf{H}\left(f_{1}\right) \leqslant \mathbf{H}(f)$. Since $f(x)$ is a square in $K$ precisely when $f_{1}(x)$ is, we may replace $f$ by $f_{1}$. Since by hypothesis $f$ contains at least three linear factors which occur to an odd power, $\operatorname{deg} f_{1} \geqslant 3$. Thus we may suppose without loss of generality that $f$ is square free of degree $d \geqslant 3$. Write

$$
f=f_{0}\left(X-\alpha_{1}\right) \ldots\left(X-\alpha_{d}\right) .
$$

We remark that if $\mathfrak{I}$ is any set of valuations, then

$$
\begin{align*}
-\sum_{v \in \mathfrak{I}} v\left(f / f_{0}\right) & =-\sum_{v \in \mathfrak{I}} v(f)+\sum_{v \in \mathfrak{I}} v\left(f_{0}\right)  \tag{10.2}\\
& =-\sum_{v \in \mathfrak{I}} v(f)-\sum_{v \notin \mathfrak{Z}} v\left(f_{0}\right) \leqslant-\sum_{v} \mathbf{v}(f)=\mathbf{H}(f) .
\end{align*}
$$

Given a solution of (10.1) where $x, y \in K$ and $x$ is $\mathscr{S}$-integral, we define divisors
$\mathfrak{M}_{i}, \mathfrak{M}_{i}(i=1, \ldots, d)$ by the rule that the principal divisor

$$
\left(x-\alpha_{i}\right)=\frac{\mathfrak{P}_{i}}{\mathfrak{M}_{i}}
$$

and that

$$
v\left(\mathfrak{M}_{i}\right)= \begin{cases}-v\left(x-\alpha_{i}\right) & \text { if } v\left(x-\alpha_{i}\right)<0 \text { and } v \nsubseteq \subseteq \\ 0 & \text { otherwise }\end{cases}
$$

We next define $\mathfrak{M}_{i}, \mathfrak{B}_{i}$ by the rule that $\mathfrak{M}_{i}=\mathfrak{A}_{i}^{2} \mathfrak{B}_{i}$ and that $v\left(\mathfrak{B}_{i}\right)=0$ or 1 for every valuation $v$. In particular this implies that

$$
\begin{equation*}
\left(x-\alpha_{i}\right)=\frac{\mathfrak{A}_{i}^{2} \mathfrak{B}_{i}}{\mathfrak{M}_{i}} \quad(i=1, \ldots, d) \tag{10.3}
\end{equation*}
$$

## Lemma I.

(i) For $v \notin \mathfrak{S}$,

$$
\sum_{i=1}^{d} v\left(\mathfrak{M}_{i}\right)=-v\left(f / f_{0}\right)
$$

(ii) For $v \notin \subseteq$ and $v(f) \geqslant 0$,

$$
\sum_{i=1}^{d} v\left(\mathfrak{B}_{i}\right) \leqslant v(D)
$$

where $D$ is the discriminant of $f$.
Proof. (i) Since $v(x) \geqslant 0$ for $v \notin \mathbb{S}$, we have

$$
\min \left(0, v\left(x-\alpha_{i}\right)\right)=\min \left(0, v\left(\alpha_{i}\right)\right)
$$

whence by (2.2),

$$
\sum_{i=1}^{a} v\left(\mathfrak{M}_{i}\right)=-\sum_{i=1}^{d} \min \left(0, v\left(x-\alpha_{i}\right)\right)=-\sum_{i=1}^{d} \min \left(0, v\left(\alpha_{i}\right)\right)=-v\left(f / f_{0}\right) .
$$

(ii) Suppose $\sum_{i=1}^{d} v\left(\mathfrak{B}_{i}\right)=z \geqslant 1$, so that $v\left(\mathfrak{B}_{i}\right)=1$ for $z$ values of $i$ between 1 and $d$; say, $v\left(\mathfrak{B}_{i}\right)=z$ for $i \in \mathfrak{I}$ with $|\mathfrak{F}|=z$. Then $v\left(x-\alpha_{i}\right) \geqslant 1$ for $i \in \mathfrak{I}$ and $v\left(\alpha_{i}-\alpha_{j}\right) \geqslant 1$ for $i, j \in \mathfrak{I}$, so that

$$
\underset{\substack{\left(i, j, j \in \in \mathfrak{S}^{3} \\ i<j\right.}}{ } v\left(\alpha_{i}-\alpha_{j}\right) \geqslant z(z-1)
$$

On the other hand by (2.5),

$$
2 v\left(f_{0}^{d-1}\right)+\underset{\substack{(i, j) \nmid \Im^{2} \\ i<j}}{2 \sum_{i}} v\left(\alpha_{i}-\alpha_{j}\right) \geqslant(2 d-2) v(f) \geqslant 0
$$

so that

$$
v(D) \geqslant z(z-1)
$$

and therefore $v(D) \geqslant z$ if $z \geqslant 2$.

There remains the case when $z=1$. By (10.3), (2.5), we have

$$
v\left(\frac{\left(f_{0}\right)}{\mathfrak{M}_{1} \ldots \mathfrak{M}_{d}}\right)=v\left(f_{0} \prod_{v\left(x-\alpha_{i}\right)<0}\left(x-\alpha_{i}\right)\right) \geqslant v(f) \geqslant 0,
$$

and therefore the divisor

$$
\left(f_{0}\right) \frac{\mathfrak{B}_{1} \ldots \mathfrak{B}_{d}}{\mathfrak{M}_{1} \ldots \mathfrak{M}_{d}}
$$

has valuation $\geqslant z=1$. But this divisor equals $(f(x)) /\left(\mathfrak{A}^{(\ldots)} \mathfrak{A}_{d}\right)^{2}$, so is a complete square, and hence has valuation at least 2 . Since $v\left(\mathfrak{B}_{1} \ldots \mathfrak{B}_{d}\right)=z=1$, we find that

$$
v\left(f_{0}\right)>\sum_{i=1}^{a} v\left(\mathfrak{M}_{i}\right) .
$$

Suppose that, say, $v\left(\alpha_{1}\right) \leqslant \ldots \leqslant v\left(\alpha_{a}\right)<0 \leqslant v\left(\alpha_{a+1}\right) \leqslant \ldots \leqslant v\left(\alpha_{d}\right)$, where possibly $a=0$. Then

$$
\sum_{i=1}^{d} v\left(\mathfrak{M}_{i}\right)=-v\left(\alpha_{1}\right)-\ldots-v\left(\alpha_{\alpha}\right)
$$

and

$$
\begin{gathered}
v(D) \geqslant(2 d-2) v\left(f_{0}\right)+(2 d-2) v\left(\alpha_{1}\right)+(2 d-4) v\left(\alpha_{2}\right)+\ldots+2 v\left(\alpha_{d-1}\right) \\
\geqslant(2 d-2)\left(v\left(f_{0}\right)+v\left(\alpha_{1}\right)+\ldots+v\left(\alpha_{a}\right)\right) \geqslant 2 d-2>1=z .
\end{gathered}
$$

Corollary I.1.

$$
\begin{align*}
& \sum_{v} \sum_{i=1}^{d} v\left(\mathfrak{M}_{i}\right) \leqslant \mathbf{H}(f)  \tag{i}\\
& \sum_{v} \sum_{i=1}^{d} v\left(\mathfrak{B}_{i}\right) \leqslant d|\mathfrak{S}|+(3 d-2) \mathbf{H}(f)
\end{align*}
$$

Proof. (i) By the construction of $\mathfrak{M}_{i}$ and by Lemma $I$, the double sum in question is

$$
-\sum_{v \notin \mathscr{E}} v\left(f \mid f_{0}\right),
$$

which is at most $\mathbf{H}(f)$ by remark (10.2).
(ii) By the construction of $\mathfrak{B}_{i}$ and by Lemma I , the double sum in question is

$$
\begin{aligned}
& \leqslant \sum_{\substack{v \in \in \mathbb{F} \\
v(f) \geq 0}} v(D)+d \sum_{\substack{v \in \mathbb{E} \\
\text { or } v i f)<0}} 1 \\
& =\sum_{\substack{v \in \mathscr{G} \\
\operatorname{or} v(f)<0}}(d-v(D)) \\
& \leqslant \sum_{\substack{v \in \in \\
\text { or } v(f)<0}}(d+(2 d-2)(-v(f)) \\
& \leqslant d|\subseteq|+(3 d-2) \sum_{v(f)<0}-v(f) \\
& =d|\mathfrak{S}|+(3 d-2) \mathbf{H}(f) \text {. }
\end{aligned}
$$

## Write

$$
\begin{equation*}
a_{i}=\sum_{v} v\left(\mathscr{H}_{i}\right) . \tag{10.4}
\end{equation*}
$$

By Riemann's Theorem there is a non-zero $y_{i} \in K$ with

$$
\begin{aligned}
& v\left(y_{i}\right) \geqslant v\left(\mathfrak{H}_{i}\right) \text { for } v \neq v_{0} \\
& v_{0}\left(y_{i}\right) \geqslant v_{0}\left(\mathscr{H}_{i}\right)-a_{i}-g
\end{aligned}
$$

where $v_{0}$ is some arbitrary valuation picked in advance. Define $z_{i}$ by the equation

$$
\begin{equation*}
x-\alpha_{i}=y_{i}^{2} z_{i} . \tag{10.5}
\end{equation*}
$$

## Lemma J.

$$
\sum_{i=1}^{d} \mathbf{H}\left(z_{i}\right) \leqslant 2 g d+d|\Im|+3 d \mathbf{H}(f)
$$

Proof. $\mathbf{H}\left(z_{i}\right)=\mathbf{H}\left(1 / z_{i}\right)=\mathbf{H}\left(y_{i}^{2} /\left(x-\alpha_{i}\right)\right)$, so that

$$
\begin{aligned}
\mathbf{H}\left(z_{i}\right) & =-\sum_{v} \min \left(0, v\left(y_{i}^{2} /\left(x-\alpha_{i}\right)\right)\right. \\
& =-\sum_{v} \min \left(0,2 v\left(y_{i} / \mathfrak{H}_{i}\right)+v\left(\mathfrak{M}_{i}\right)-v\left(\mathfrak{B}_{i}\right)\right) \\
& \leqslant \sum_{v} v\left(\mathfrak{B}_{i}\right)-2 \min \left(0,-a_{i}-g\right) \\
& \leqslant \sum_{v} v\left(\mathfrak{B}_{i}\right)+2 g+2 \max \left(0, a_{i}\right) \\
& =2 g+\max \left(\sum_{v} v\left(\mathfrak{B}_{i}\right), \sum_{v} v\left(\mathfrak{H}_{i}^{2} \mathfrak{B}_{i}\right)\right) \\
& =2 g+\max \left(\sum_{v} v\left(\mathfrak{B}_{i}\right), \sum_{v} v\left(\mathfrak{M}_{i}\right)\right) .
\end{aligned}
$$

An appeal to Corollary I. 1 yields

$$
\sum_{i=1}^{d} \mathbf{H}\left(z_{i}\right) \leqslant 2 g d+d|\mathfrak{S}|+(3 d-2) \mathbf{H}(f)+\mathbf{H}(f)
$$

and Lemma J.
It is a consequence of the lemma that there are three among $z_{1}, \ldots, z_{d}$ whose heights do not exceed

$$
(d /(d-2))(2 g+|\Im|+3 \mathbf{H}(f)) \leqslant 3(2 g+|\Im|+3 \mathbf{H}(f))
$$

This yields the
Corollary J.1. After suitable ordering of $z_{1}, \ldots, z_{d}$, we have

$$
\mathbf{H}\left(z_{i}\right) \leqslant 9 \mathbf{H}(f)+3|\mathcal{S}|+6 g \quad(i=1,2,3)
$$

## 11. Proof of the theorem on hyperelliptic equations

Let $\zeta_{i}$ be quantities with $\zeta_{i}^{2}=z_{i}(i=1,2,3), L$ the extension field $L=K\left(\zeta_{1}, \zeta_{2}, \zeta_{3}\right)$, $\Delta$ the degree $\Delta=[L: K]$ and $g_{L}$ the genus of $L / k$. It follows from Corollary J. 1 and Lemma $G$ that

$$
\begin{equation*}
g_{L} \leqslant \Delta(14 \mathrm{H}(f)+5|\subseteq|+10 g) . \tag{11.1}
\end{equation*}
$$

Valuations $v$ of $K$ are extended to valuations $V$ of $L$. We normalize these valuations $V$ to have again value group $\mathbf{Z}$. Let $\mathbb{S}_{L}$ be the set of valuations $V$ which extend valuations $v$ of $\mathbb{S}$.

Put

$$
\begin{array}{lll}
\eta_{1}=y_{2} \zeta_{2}-y_{3} \zeta_{3}, & \eta_{2}=y_{3} \zeta_{3}-y_{1} \zeta_{1}, & \eta_{3}=y_{1} \zeta_{1}-y_{2} \zeta_{2}, \\
\hat{\eta}_{1}=y_{2} \zeta_{2}+y_{3} \zeta_{3}, & \hat{\eta}_{2}=y_{3} \zeta_{3}+y_{1} \zeta_{1}, & \hat{\eta}_{3}=y_{1} \zeta_{1}+y_{2} \zeta_{2},
\end{array}
$$

so that by (10.5),

$$
\begin{equation*}
\eta_{i} \hat{\eta}_{i}=\alpha_{h}-\alpha_{j} \tag{11.2}
\end{equation*}
$$

for every cyclic permutation $(i, j, h)$ of $1,2,3$ ).

Lemma K.

$$
\begin{equation*}
\sum_{\boldsymbol{\nabla} \not \mathfrak{G}_{L}} \mathbf{V}\left(\eta_{i}\right) \geqslant-\frac{1}{2} \Delta \mathbf{H}(f) \tag{i}
\end{equation*}
$$

(ii)

$$
\sum_{\neq \mathfrak{E}_{L}} V\left(\eta_{i}\right) \leqslant \frac{3}{2} \Delta \mathbf{H}(f)
$$

Proof.
(i)

$$
\begin{aligned}
V\left(\eta_{i}\right) & \geqslant \min \left(V\left(y_{1} \zeta_{1}\right), V\left(y_{2} \zeta_{2}\right), V\left(y_{3} \zeta_{3}\right)\right) \\
& =\frac{1}{2} \min \left(V\left(x-\alpha_{1}\right), V\left(x-\alpha_{2}\right), V\left(x-\alpha_{3}\right)\right)
\end{aligned}
$$

and for $V \notin \mathfrak{S}_{L}$ this is greater than or equal to

$$
\begin{aligned}
& -\frac{1}{2} \max \left(V\left(\mathfrak{M}_{1}\right), V\left(\mathfrak{M}_{2}\right), V\left(\mathfrak{M}_{3}\right)\right) \\
& \geqslant-\frac{1}{2} \sum_{t=1}^{a} V\left(\mathfrak{M}_{4}\right) .
\end{aligned}
$$

So

$$
\begin{aligned}
\sum_{\forall \not \mathfrak{E}_{L}} \mathbf{V}\left(\eta_{i}\right) & \geqslant-\frac{1}{2} \sum_{V \notin \mathfrak{E}_{L}} \sum_{t=1}^{d} V\left(\mathfrak{M}_{i}\right)=-\frac{\Delta}{2} \sum_{v \notin \subseteq} \sum_{l=1}^{d} v\left(\mathfrak{M}_{l}\right) \\
& \geqslant-\frac{\Delta}{2} \mathbf{H}(f)
\end{aligned}
$$

by Corollary I.1.
(ii)

$$
\begin{aligned}
\sum_{\nabla \notin \mathfrak{S}_{L}} V\left(\eta_{i}\right) & =\sum_{\nabla \notin \mathscr{S}_{L}} V\left(\eta_{i} \hat{\eta}_{i}\right)-\sum_{\nabla \notin \mathfrak{S}_{L}} V\left(\hat{\eta}_{i}\right) \\
& \leqslant \sum_{\nabla \notin \Im_{L}} V\left(\alpha_{h}-\alpha_{j}\right)+\frac{\Delta}{2} \mathbf{H}(f)
\end{aligned}
$$

by (11.2) and part (i), applied to $\hat{\eta}_{i}$ in place of $\eta_{i}$. Now

$$
\begin{aligned}
\sum_{\nabla \notin \mathfrak{G}_{L}} V\left(\alpha_{h}-\alpha_{j}\right) & =\Delta \sum_{v \notin \mathbb{S}} v\left(\alpha_{h}-\alpha_{j}\right)=-\Delta \sum_{v \in \mathbb{S}} v\left(\alpha_{h}-\alpha_{j}\right) \\
& \leqslant-\Delta \sum_{v \in \mathfrak{S}} v\left(f \mid f_{0}\right) \leqslant \Delta \mathbf{H}(f)
\end{aligned}
$$

by (2.4) and by remark (10.2), and (ii) follows.

Lemma L. There are $\varepsilon_{i}, \eta_{i}^{\prime}(i=1,2,3)$ in $L$ with

$$
\begin{equation*}
\eta_{i}=\varepsilon_{i}^{5} \eta_{i}^{\prime} \quad(i=1,2,3) \tag{11.3}
\end{equation*}
$$

and with

$$
\begin{equation*}
\mathbf{H}_{L}\left(\eta_{i}^{\prime}\right) \leqslant 10 \Delta \mathbf{H}(f)+5 \Delta|\mathbb{S}|+5 g_{L} \tag{11.4}
\end{equation*}
$$

Proof. Pick some particular valuation $V_{0} \notin \mathbb{S}_{L}$. We will find $\varepsilon_{i}$ with

$$
\begin{align*}
& V\left(\varepsilon_{i}\right) \geqslant \frac{1}{5} V\left(\eta_{i}\right) \text { for } V \neq V_{0}  \tag{11.5}\\
& V_{0}\left(\varepsilon_{i}\right) \geqslant \frac{1}{5} V_{0}\left(\eta_{i}\right)-2 \Delta \mathbf{H}(f)-\Delta|\subseteq|-g_{L} \tag{11.6}
\end{align*}
$$

Namely, the number of $V \notin \Im_{L}$ with $V\left(\eta_{i}\right) \neq 0$ is $\leqslant 2 \Delta \mathbf{H}(f)$ by the preceding lemma, hence the total number of $V$ with $V\left(\eta_{i}\right) \neq 0$ is $\leqslant 2 \Delta \mathbf{H}(f)+\left|\mathcal{S}_{L}\right| \leqslant 2 \Delta \mathbf{H}(f)+\Delta|\Im|$. Hence if we replace the righthand sides of (11.5), (11.6) by the next largest integers, the sum will be $\leqslant-g_{L}$, so that by Riemann's Theorem in $L$ there is indeed a nonzero $\varepsilon_{i}$ in $L$ having (11.5) and (11.6). If now $\eta_{i}^{\prime}$ is defined by (11.3), we obtain

$$
\begin{aligned}
\mathbf{H}_{L}\left(\eta_{i}^{\prime}\right) & =\mathbf{H}_{L}\left(1 / \eta_{i}^{\prime}\right)=\mathbf{H}_{L}\left(\varepsilon_{i}^{5} / \eta_{i}\right) \\
& =-\sum_{V} \min \left(0,5 V\left(\varepsilon_{i}\right)-V\left(\eta_{i}\right)\right) \\
& =-\min \left(0,5 V_{0}\left(\varepsilon_{i}\right)-V_{0}\left(\eta_{i}\right)\right) \\
& \leqslant 5\left(2 \Delta \mathbf{H}(f)+\Delta|\subseteq|+g_{L}\right)
\end{aligned}
$$

Lemma M. Putting

$$
\begin{aligned}
& A=30 \Delta \mathbf{H}(f)+15 \Delta|\Im|+15 g_{L} \\
& B=446 \mathrm{~A}+1055 g_{L}+\Delta \mathbf{H}(f)
\end{aligned}
$$

we have

$$
\mathbf{H}_{L}(x) \leqslant 8 B+2 \Delta \mathbf{H}(f) .
$$

Proof. Let $\mathfrak{I}_{L}$ be the subset of $\mathcal{S}_{L}$ where

$$
V\left(\eta_{3}\right) \geqslant \frac{1}{2} V\left(\alpha_{2}-\alpha_{1}\right),
$$

and $\mathfrak{I}_{L}{ }^{-}$the subset of $\mathfrak{I}_{L}$ where $\min \left(V\left(\varepsilon_{1}\right), V\left(\varepsilon_{2}\right), V\left(\varepsilon_{3}\right)\right)<0$. For $V \in \mathfrak{I}_{L}$ we have (using 2.4))

$$
\begin{equation*}
V\left(\varepsilon_{3}\right) \geqslant \frac{1}{5} V\left(\eta_{3}\right) \geqslant \frac{1}{10} V\left(\alpha_{2}-\alpha_{1}\right) \geqslant \frac{1}{10} V\left(f / f_{0}\right) \tag{11.7}
\end{equation*}
$$

From the definition of $\eta_{1}, \eta_{2}, \eta_{3}$,

$$
\eta_{1}+\eta_{2}+\eta_{3}=0
$$

and therefore

$$
\eta_{1}^{\prime}\left(\varepsilon_{1} / \varepsilon_{3}\right)^{5}+\eta_{2}^{\prime}\left(\varepsilon_{2} / \varepsilon_{3}\right)^{5}+\eta_{3}^{\prime}=0
$$

This is a Thue equation over $L$ with coefficients $\eta_{1}^{\prime}, \eta_{2}^{\prime}, \eta_{3}^{\prime}$ in the variables $\varepsilon_{1} / \varepsilon_{3}, \varepsilon_{2} / \varepsilon_{3}$. The height of this Thue equation is

$$
-\sum_{V} \min \left(V\left(\eta_{1}^{\prime}\right), V\left(\eta_{2}^{\prime}\right), V\left(\eta_{3}^{\prime}\right)\right) \leqslant \mathbf{H}_{L}\left(\eta_{1}^{\prime}\right)+\mathbf{H}_{L}\left(\eta_{2}^{\prime}\right)+\mathbf{H}_{L}\left(\eta_{3}^{\prime}\right) \leqslant A
$$

by Lemma L. Theorem 1 yields

$$
\sum_{V} \min \left(V\left(\varepsilon_{1} / \varepsilon_{3}\right), V\left(\varepsilon_{2} / \varepsilon_{3}\right), 0\right) \geqslant-89 A-211 g_{L}
$$

We obtain

$$
\begin{aligned}
\sum_{\nabla \in \mathfrak{I}_{L}} \min \left(V\left(\varepsilon_{1}\right), V\left(\varepsilon_{2}\right), V\left(\varepsilon_{3}\right), 0\right) & =\sum_{V \in \mathfrak{I}_{L^{-}}} \min \left(V\left(\varepsilon_{1}\right), V\left(\varepsilon_{2}\right), V\left(\varepsilon_{3}\right)\right) \\
& =\sum_{\nabla \in \mathfrak{I}_{L^{-}}} \min \left(V\left(\varepsilon_{1} / \varepsilon_{3}\right), V\left(\varepsilon_{2} / \varepsilon_{3}\right), 0\right)+\sum_{\nabla \in \mathfrak{I}_{L^{-}}} V\left(\varepsilon_{3}\right) \\
& \geqslant-89 A-211 g_{L^{\prime}}+\frac{1}{10} \sum_{\nabla \in \mathfrak{I}_{L^{-}}} V\left(f / f_{0}\right)
\end{aligned}
$$

and here

$$
\sum_{\nabla \in \mathfrak{I}_{L^{-}}} V\left(f / f_{0}\right) \geqslant \sum_{V} \min \left(0, V\left(f / f_{0}\right)\right)=\Delta \sum_{v} \min \left(0, v\left(f / f_{0}\right)\right) \geqslant-\Delta \mathbf{H}(f)
$$

Since

$$
\sum_{V} \min \left(V\left(\eta_{1}^{\prime}\right), V\left(\eta_{2}^{\prime}\right), V\left(\eta_{3}^{\prime}\right), 0\right) \geqslant-A
$$

we get

$$
\begin{aligned}
\sum_{\nabla \in \mathfrak{I}_{L}} \min \left(V\left(\eta_{1}\right), V\left(\eta_{2}\right), V\left(\eta_{3}\right), 0\right) & \\
& \geqslant-A-5\left(89 A+211 g_{L}+{ }_{1}^{1}{ }_{0}^{1} \Delta \mathbf{H}(f)\right) \\
& \geqslant-446 A-1055 g_{L}-\Delta \mathbf{H}(f) \\
& =-B .
\end{aligned}
$$

All our arguments so far go through with $\zeta_{3}$ replaced by $-\zeta_{3}$, whence $\eta_{1}, \eta_{2}, \eta_{3}$ replaced by $y_{2} \zeta_{2}+y_{3} \zeta_{3}=\hat{\eta}_{1},-y_{3} \zeta_{3}-y_{1} \zeta_{1}, y_{1} \zeta_{1}-y_{2} \zeta_{2}=\eta_{3}$, respectively. This change does not affect $\mathfrak{I}_{L}$; but since $\eta_{1}$ is changed into $\hat{\eta}_{1}$, we get

$$
\sum_{V \in \mathfrak{I}_{L}} \min \left(0, V\left(\eta_{1}\right), V\left(\hat{\eta}_{1}\right)\right) \geqslant \sum_{\nabla \in \mathfrak{I}_{L}} \min \left(0, V\left(\eta_{1}\right)\right)+\sum_{V \in \mathfrak{I}_{L}} \min \left(0, V\left(\hat{\eta}_{1}\right)\right) \geqslant-2 B
$$

and therefore

$$
\sum_{\nabla \in \mathfrak{I}_{L}} \min \left(0, V\left(x-\alpha_{2}\right), V\left(x-\alpha_{3}\right)\right)=2 \sum_{\nabla \in \mathfrak{I}_{L}} \min \left(0, V\left(y_{2} \zeta_{2}\right), V\left(y_{3} \zeta_{3}\right)\right) \geqslant-4 B
$$

Now $\mathbf{V}(x) \geqslant \mathbf{V}\left(x-\alpha_{2}\right)+\mathbf{V}\left(\alpha_{2}\right)$, and taking the sum over valuations $V$ in $\mathfrak{I}_{L}$ and observing (2.3), (2.11) we obtain

$$
\begin{equation*}
\sum_{\mathcal{V} \in \mathfrak{I}_{L}} \mathrm{~V}(x) \geqslant-4 B-\Delta H(f) \tag{11.8}
\end{equation*}
$$

Recall the definition of $\mathfrak{I}_{L}$ and define $\mathfrak{R}_{L}$ to be the set of valuations $V \in \mathfrak{\Im}_{L}$ with $V\left(\hat{\eta}_{3}\right) \geqslant \frac{1}{2} V\left(\alpha_{2}-\alpha_{1}\right)$. By changing $\zeta_{2}$ into $-\zeta_{2}$ every statement about $\mathfrak{I}_{L}$ goes into a statement about $\mathfrak{R}_{L}$, so that in particular (11.8) is true with $\mathfrak{I}_{L}$ replaced by $\mathfrak{R}_{L}$. In view of $V\left(\eta_{3} \hat{\eta}_{3}\right)=V\left(\alpha_{2}-\alpha_{1}\right)$, every $V \in \mathcal{S}_{L}$ belongs to either $\mathfrak{I}_{L}$ or $\mathfrak{R}_{L}$, and we obtain

$$
\sum_{V \in \Im_{L}} \mathbf{V}(x) \geqslant-8 B-2 \Delta H(f) .
$$

So

$$
\mathbf{H}_{L}(x)=-\sum_{V \in \mathfrak{S}_{L}} \mathbf{V}(x) \leqslant 8 B+2 \Delta H(f) .
$$

The proof of Theorem 2 is now immediate. By (11.1) and by Lemma $M$ we have $\mathbf{H}_{L}(x) \leqslant 10^{6} \Delta(\mathbf{H}(f)+g+|\subseteq|$, whence the desired result as a consequence of (2.11).

Added in Proof. Recently B. Dwork (private communication) has obtained Corollary 1.1 for $d \geqslant 4$, and with a better bound on the degree. In fact he deals with more general equations $a x^{d_{1}}+b y^{d_{2}}+c z^{d_{3}}=0$. On the other hand it may be seen that the method of the present paper in the special case of the equations of Corollary 1.1 requires only $d \geqslant 4$ and yields better estimates than stated.
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