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1. Introduction. Let $G$ be a symmetric connected graph without loops. Denote by $b(G)$ the maximum number of edges in a bipartite subgraph of $G$. Determination of $b(G)$ is polynomial for planar graphs ([6], [8]); in general it is an NP-complete problem ([5]). Edwards in [1], [2] found some estimates of $b(G)$ which give, in particular,

$$
b(G) \geqq f(m, n)
$$

for a connected graph $G$ of $n$ vertices and $m$ edges, where

$$
f(m, n)=\frac{1}{2} m+\frac{1}{2}\left\{\frac{1}{2}(n-1)\right\},
$$

and $\{x\}$ denotes the smallest integer $\geqq x$.
We give an $O\left(V^{3}\right)$ algorithm which for a given graph constructs a bipartite subgraph $B$ with at least $f(m, n)$ edges, yielding a short proof of Edwards' result.

Further, we consider similar methods for obtaining some estimates for a particular case of the satisfiability problem. Let $\Phi$ be a Boolean formula of variables $x_{1}, \ldots, x_{n}$. The formula $\Phi$ is called satisfiable if there exists a set of values of the variables for which $\Phi$ is true. The formula $\Phi$ is said to be in conjunctive form if

$$
\begin{aligned}
& \Phi=\left(y_{1,1} \vee \ldots \vee y_{1, k_{1}}\right) \wedge\left(y_{2,1} \vee \ldots \vee y_{2, k_{2}}\right) \wedge \ldots \\
& \wedge\left(y_{q, 1} \vee \ldots \vee y_{q, k_{q}}\right)
\end{aligned}
$$

where each $y_{i, j}$ equals $x_{t}$ or $7 x_{t}$ for some $t=1, \ldots, n$. It is known that:
A. It is an NP-complete problem to decide whether an arbitrary $\Phi$ is satisfiable ([3]).
B. If $\Phi$ is given in conjunctive form with at most two variables per clause (i.e., $k_{i} \leqq 2$ for all $i=1, \ldots q$ ) there is a polynomial algorithm for determining satisfiability of $\Phi$ ([4]).
C. If $\Phi=\varphi_{1} \wedge \ldots \wedge \varphi_{q}$ is in conjunctive form with at most two variables in each clause, denote by $s(\Phi)$ the maximum number of $\varphi$ 's which can be satisfied. It is NP-complete to determine $s(\Phi)$ for all such $\Phi$; moreover, it is NP-complete to decide whether $s(\Phi) \geqq(7 / 10) q$ ([5]).

We give (Theorem 2) a lower bound for $s(\Phi)$ in terms of $n, m$ and $p$ where $m$ is the number of clauses of $\Phi$ with two distinct variables and $p$ is the number of those with only one variable. In fact, we find in polynomial time a set of values for the variables such that at least $\frac{3}{4} m+\frac{1}{2} p$ (and hence $\frac{1}{2} q$ ) of the clauses are satisfied; this contrasts dramatically with the result [5] just quoted.
2. The main theorem. Let $G=(V, E)$ be a graph whose edge set $E$ is partitioned into two disjoint sets $E_{1}, E_{2}$ called colors. Then $c=\left(E_{1}, E_{2}\right)$ is a 2 -coloring of $E$, and ( $G, c$ ) is an edge-2-colored graph. Any subset $V_{0}$ of the vertex set $V$ determines a subgraph $H=H\left(G, c, V_{0}\right)$ whose vertex-set $V(H)$ is all of $V$ and whose edge-set is

$$
\begin{aligned}
E(H)=\{(u, v) \in & \left.E_{1} \mid u \in V_{0}, v \in V-V_{0}\right\} \cup \\
& \cup\left\{(u, v) \in E_{2} \mid u, v \in V_{0} \text { or } u, v \in V-V_{0}\right\} .
\end{aligned}
$$

$H$ is called a $g$-bipartite or generalized bipartite subgraph of $(G, c)$; a bipartite subgraph is the special case wherein $c=(E, \emptyset)$. We then define $h\left(G, c, V_{0}\right)=|E(H)|$, and

$$
\begin{equation*}
b(G, c)=\max \left\{h\left(G, c, V_{0}\right) \mid V_{0} \subset V\right\} . \tag{1}
\end{equation*}
$$

$b(G, c)$ is the maximum number of edges in a $g$-bipartite subgraph of ( $G, c$ ), and of course

$$
b(G,(E, \emptyset))=b(G) .
$$

Theorem 1. If ( $G, c$ ) is a simple connected edge-2-colored graph of $n$ vertices and $m$ edges, then

$$
b(G, c) \geqq f(m, n) .
$$

Proof. We prove the statement of the theorem by induction on $n$. For $n=1$ the theorem trivially holds. Suppose $n>1$, and let the theorem hold for all graphs with fewer than $n$ vertices. We shall consider 3 cases.

Case 1. The graph G has an articulation vertex $v$.
Denote by $C_{1}, \ldots, C_{k}$ the connected components of $G-v$, by $G_{i}$ the induced subgraph of $G$ with vertex set $V\left(C_{i}\right) \cup\{v\}$, and by $c_{i}$ the induced coloring of $E\left(G_{i}\right), i=1, \ldots, k$. Clearly,

$$
b(G, c)=\sum_{i=1}^{k} b\left(G_{i}, c_{i}\right) .
$$

By the induction hypothesis $b\left(G_{i}, c_{i}\right) \geqq f\left(m_{i}, n_{i}\right)$, where $m_{i}=\left|E\left(G_{i}\right)\right|$ and $n_{i}=\left|V\left(G_{i}\right)\right|, i=1, \ldots, k$. Since

$$
\sum m_{i}=m \quad \text { and } \quad \sum\left(n_{i}-1\right)=|V-v|=n-1,
$$

we obtain (using $\{x\}+\{y\} \geqq\{x+y\}$ )

$$
\sum_{i=1}^{k} f\left(m_{i}, n_{i}\right) \geqq f(m, n)
$$

and hence $b(G, c) \geqq f(m, n)$.
Case 2. The graph $G$ has no articulation vertex and there is a vertex $v$ whose degree $d(v, G)$ in $G$ is odd.
Then

$$
b(G, c) \geqq b(G-v, c)+\frac{1}{2}(d(v, G)+1) .
$$

By the induction hypothesis

$$
b(G-v, c) \geqq f(m-d(v, G), n-1) .
$$

Hence $b(G, c) \geqq f(m, n)$.
Case 3 . The graph $G$ has no articulation vertex and no vertex of odd degree.

Choose an arbitrary vertex $u$. There exists some edge ( $u, v$ ) of $G$ such that $G-\{u, v\}$ is connected. (To show this, we note that the blocks and articulation vertices of the graph $G-u$ form a tree (see [7], Theorem 4.4). If the tree is trivial (i.e., $G-u$ has no articulation vertex), then choose an arbitrary edge $(u, v)$ incident with $u$; if not, consider any pendant block $B$ of this tree, and the unique articulation vertex $w$ of $G-u$ with $w \in V(B)$. Since $w$ is not an articulation vertex of $G$, there must be a vertex $v \in V(B), v \neq w$, such that $(u, v)$ is an edge of $G$.)

Clearly,

$$
b(G, c) \geqq b(G-u, c)+\frac{1}{2} d(u, G),
$$

and as $d(v, G-u)$ is odd

$$
b(G-u, c) \geqq b(G-\{u, v\}, c)+\frac{1}{2}(d(v, G-u)+1) .
$$

Hence

$$
b(G, c) \geqq b(G-\{u, v\}, c)+\frac{1}{2}(d(v, G)+d(u, G)) .
$$

By the induction hypothesis we obtain

$$
\begin{aligned}
b(G, c) \geqq f(m+1-d(v, G)- & d(u, G), n-2) \\
& +\frac{1}{2}(d(v, G)+d(u, G)) \geqq f(m, n) .
\end{aligned}
$$

Corollary 1 ([2]). If $G$ is a simple connected graph with $m$ edges and $n$ vertices then
(2) $\quad b(G) \geqq f(m, n)$.

The proof follows from Theorem 1 by taking $c=(E, \emptyset)$.

Corollary 2. If $(G, c)$ is a simple edge-2-colored graph with $m$ edges, $n$ vertices, and $k$ components, then

$$
b(G, c) \geqq f^{\prime}(m, n, k)
$$

where

$$
f^{\prime}(m, n, k)=\frac{1}{2} m+\frac{1}{2}\left\{\frac{1}{2}(n-k)\right\}
$$

Remark 1. The estimation (2) is the best possible e.g. for complete graphs and for amalgamation of complete graphs of odd order at one common vertex.

Remark 2. Since there is an algorithm for finding articulation vertices and blocks in $O\left(V^{2}\right)$ time (see [9], [10]), and since a suitable edge ( $u, v$ ) in case 3 can be found in $O\left(V^{2}\right)$ time, the proof yields an $O\left(V^{3}\right)$ algorithm for finding a set $V_{0} \subset V$ whose existence is shown by Theorem 1. In particular, for any connected simple edge-2-colored graph $(G, c)$ there is a polynomial algorithm for finding a $g$-bapirtite subgraph of $(G, c)$ with at least $f(m, n)$ edges.

Remark 3. $b\left(T_{n}, c\right)=n-1$ for any tree $T_{n}$ with $n$ vertices and any edge-2-coloring $c$.

Remark 4. Let $(G, c)$ be an edge-2-colored graph of $m$ edges (not necessarily simple). Then there is a polynomial algorithm for constructing a set $V_{0} \subset V(G)$ such that

$$
\begin{equation*}
h\left(G, V_{0}, c\right) \geqq \frac{1}{2} m \tag{3}
\end{equation*}
$$

and hence

$$
b(G, c) \geqq \frac{1}{2} m .
$$

Proof. Let $V(G)=\left\{v_{1}, \ldots, v_{n}\right\}$ and let $G^{i}$ be the subgraph of $G$ induced by the set $\left\{v_{1}, \ldots, v_{i}\right\}, i=1, \ldots, n$. Set $V_{0}{ }^{1}=\left\{v_{1}\right\}$, and

$$
V_{0}^{i}=\left\{\begin{array}{l}
V_{0}{ }^{i-1} \cup\left\{v_{i}\right\} \quad \text { if } h\left(G^{i}, V_{0}^{i-1} \cup\left\{v_{i}\right\}, c\right) \geqq h\left(G^{i}, V_{0}^{i-1}, c\right), \\
V_{0}^{i-1} \text { otherwise. }
\end{array}\right.
$$

The set $V_{0}=V_{0}{ }^{n}$ satisfies (3).
Remark 5. Tarjan has previously made use of edge-2-colored graphs and generalized bipartite graphs in an investigation [11] of planar graphs.

## 3. Application to a satisfiability problem. Let

$$
\Phi=\varphi_{1} \wedge \ldots \wedge \varphi_{m} \wedge \varphi_{m+1} \wedge \ldots \wedge \varphi_{m+p}
$$

be a Boolean formula in conjunctive form of variables $x_{1}, \ldots, x_{n}$, where $\varphi_{1}, \ldots, \varphi_{m}$ are clauses with two distinct variables and $\varphi_{m+1}, \ldots, \varphi_{m+p}$ are clauses with only one variable. Assign to the formula $\Phi$ a graph $G_{\Phi}$
with vertex set $\left\{x_{1}, \ldots, x_{n}\right\}$; let two distinct vertices $x, y$ be joined by an edge $(x, y)_{\varphi}$ if there is a clause $\varphi$ in $\Phi$ with variables $x$ and $y$. Further define the edge-2-coloring $c_{\Phi}=\left(E_{1}, E_{2}\right)$ as follows:

$$
\begin{aligned}
& (x, y)_{\varphi} \in E_{1} \text { if and only if } \varphi=(x \vee y) \text { or } \varphi=(\neg x \vee \neg y), \\
& (x, y)_{\varphi} \in E_{2} \text { if and only if } \varphi=(\neg x \vee y) \text { or } \varphi=(x \vee \neg y)
\end{aligned}
$$

Theorem 2. If $\Phi$ is a Boolean formula as above, and if $G_{\Phi}$ is a simple graph of $k$ components, then

$$
\begin{equation*}
s(\Phi) \geqq \frac{3}{4} m+\frac{1}{2} p+\frac{1}{4}\left\{\frac{1}{2}(n-k)\right\} \tag{4}
\end{equation*}
$$

where $s(\Phi)$ is the maximum number of satisfiable clauses.
Proof. Let $V_{0}$ be a subset of the set $V=\left\{x_{1}, \ldots, x_{n}\right\}$ which realizes the maximum in the right hand side of (1). We can assign the value 0 to each variable of $V_{0}$ and the value 1 to each variable of $V-V_{0}$ or, conversely, the value 1 to each variable of $V_{0}$ and value 0 to each variable of $V-V_{0}$. In one of these cases at least

$$
b\left(G_{\Phi}, c_{\Phi}\right)+\frac{1}{2}\left(m+p-b\left(G_{\Phi}, c_{\Phi}\right)\right)
$$

of the clauses must be satisfied. Thus

$$
s(\Phi) \geqq \frac{1}{2}\left(m+p+b\left(G_{\Phi}, c_{\Phi}\right)\right)
$$

By Corollary 2 of Theorem 1, $b\left(G_{\Phi}, c_{\Phi}\right) \geqq f^{\prime}(m, n, k)$ and Theorem 2 follows.

Corollary 1. Since $q=m+p$, we see that

$$
s(\Phi) \geqq \frac{1}{2} q+\frac{1}{4}\left\{\frac{1}{2}(n-k)\right\}
$$

Remark 5. If $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}$ are variables and

$$
\Phi=\bigwedge_{i \neq j}\left(x_{i} \vee x_{j}\right) \wedge \bigwedge_{i \neq j}\left(y_{i} \vee y_{j}\right) \wedge \bigwedge_{i, j}\left(\neg x_{i} \vee \neg y_{j}\right)
$$

then the estimation stated by Theorem 2 is the best possible.
Remark 6. The proof of Theorem 2 gives a polynomial algorithm for finding values of the variables which realize the stated bound.

Remark 7. If $G_{\Phi}$ is not simple, we obtain

$$
s(\Phi) \geqq \frac{3}{4} m+\frac{1}{2} p
$$

using Remark 4 instead of Corollary 2 in the proof of Theorem 2.
Remark 8. Theorem 1 can be generalized to a "weighted" form:
Let $G=(V, E)$ be a simple connected graph, $c=\left(E_{1}, E_{2}\right)$ be an edge2 -coloring, and $w: E \rightarrow R^{+}$be a non-negative function defined on edges of $G$. Then there exists a subset $V_{0} \subset V$ such that

$$
\begin{aligned}
\sum\left\{w(e)\left|e \in E_{1},\left|e \cap V_{0}\right|=1\right\}+\right. & \sum\left\{w(e)\left|e \in E_{2},\left|e \cap V_{0}\right|=0 \text { or } 2\right\}\right. \\
& \geqq \frac{1}{2} \sum\{w(e) \mid e \in E\}+\frac{1}{4} t(G, w)
\end{aligned}
$$

where

$$
t(G, w)=\min \left\{\sum_{e \in T} w(e) \mid T \text { is a spanning tree of } G\right\} .
$$

4. Final remarks. If values of the variables $x_{1}, \ldots, x_{n}$ were assigned at random, we would find that the expectation is

$$
E[s(\Phi)]=\frac{3}{4} m+\frac{1}{2} p ;
$$

thus the last term of (4) represents the benefit of judicious choice of the variables.

It would be interesting to know whether our Theorem 2 can be generalized to give some results when $G_{\Phi}$ is not simple. If the answer is "yes", it would be interesting to know the largest value of the constant $c$ such that it is polynomial to determine whether $s(\Phi) \geqq$ c.q.

The answers to these questions, like the results of the present paper, help to define the boundary between problems with polynomial solutions and NP-complete problems.
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