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1. Introduction. If 

P\p1 • • • Pu 

is the prime power decomposition of an integer v, and we define the arithmetic 
function n(v) by 

n(v) = mm(p\\pY,...,p7) - 1, 

then it is known, MacNeish (10) and Mann (11), that there exists a set of at 
least n(v) mutually orthogonal Latin squares (m.o.l.s.) of order v. We shall 
denote by N(v) the maximum possible number of mutually orthogonal Latin 
squares of order v. Then the Mann-MacNeish theorem can be stated as 

N(v) > nip). 

MacNeish conjectured that the actual value of N(v) is n(v). This con
jecture seemed plausible as it implied the correctness of Euler's conjecture 
(8, p. 383, § 144) about the non-existence of two orthogonal Latin squares 
of order v = M + 2 (since n(v) = 1 in this case), and also the well-known 
result 

N(v) = n{v) = pm — 1 when v = pm and p is a prime. 

MacNeish's conjecture was disproved by Parker (12) who showed that in 
certain cases N(v) > n(v) by proving that if there exists a balanced incomplete 
block (BIB) design with v treatments, A = 1, and block size k which is a 
prime power then N(v) > k — 2, and that this result can be improved to 
N(v) > k — 1, when the design is symmetric and cyclic. 

Parker's result though it did not disprove Euler's conjecture threw serious 
doubts on its correctness. Bose and Shrikhande (4) were able to obtain a 
counter example by using a general class of designs, viz., the pairwise balanced 
designs of index unity. They showed (6) that Euler's conjecture is false for 
an infinity of values of v > 22, and obtained improved lower bounds for 
N{v) for a large class of values of v. 

By using the method of differences Parker (13) showed that N(v) > 2 for 
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v = i (3g — 1), where g is a prime power = 3 (mod 4). This includes the case 

v = 10. 
In the present paper (i) the main theorem of (6) has been improved enabling 

us to obtain bet ter bounds on N(y), (ii) the method of differences has been 
used to show t h a t N(v) > 2 when v = 14, 26, or 12/ + 10, and (iii) Euler ' s 
conjecture has been shown to be false for all v = 4t -f 2 > 6. 

2. De f in i t i ons a n d n o t a t i o n s . We shall t ry to adhere as much as possible 
to the notat ion and definitions used in (6). 

A Lat in square of order v may be defined as an a r rangement of v symbols 
say, 1, 2, . . . , v in a v X v square such t h a t each symbol occurs exactly once 
in every row and once in every column. Two Lat in squares are said to be 
orthogonal if, when they are superposed, each symbol of the first square 
occurs jus t once with each symbol of the second square. A set of mutual ly 
orthogonal Lat in squares is a set of Lat in squares any two of which are or tho
gonal. 

An orthogonal a r ray (k2, q + 1, k, 2) of size k2, q + 1 constraints , k levels 
and s t rength 2 is a k2 X (q + 1) matr ix A whose elements are k symbols, such 
t h a t every two-rowed submatr ix of A contains as a column vector every 
possible pair of symbols. I t is well known (7; 14) t h a t the existence of q — 1 
mutua l ly orthogonal k X k Lat in squares implies the existence of an or tho
gonal a r ray (k2, q + 1, k, 2) and conversely. 

An ar rangement of v objects (called t rea tments) in b sets (called blocks) 
will be called a pairwise balanced design of index uni ty and type (v; fei, k2, . . . , 
km) if each block contains either k\, k2, . . . , or km t r ea tmen t s which are all 
dist inct (kt < v, kt ^A kj), and every pair of dist inct t r ea tmen t s occurs in 
exactly one block of the design. If the number of blocks containing kt t reat
ments is biy then clearly 

m m 

(2.1) i = E i „ »(w - 1) = E bMkt - 1). 
z = l i = l • 

Consider a pairwise balanced design (D) of index uni ty and type (v; ki, 
k<2, • • . , km). T h e subdesign (Dt) formed by the blocks of size kx will be called 
the i th equiblock component of (D), i = 1, 2, . . . , m. 

A subset of blocks belonging to any equiblock component (Dt) will be 
said to be of type I if every t r ea tmen t occurs in the subset exactly kt t imes. 
The number of blocks in such a subset is clearly v. As noted by Levi using 
Kônig 's theorem on the decomposition of even regular graphs (9, pp. 4 -6 ) , 
we can rearrange the t r ea tments within the blocks of the subset in such a 
way t h a t every t r ea tmen t comes in each position exactly once. If the v blocks 
of the subset are wri t ten out as columns, each t r ea tmen t occurs exactly once 
in every row. When so wri t ten ou t the blocks will be said to be in the s tandard 
form. A subset of blocks belonging to (Dt) will be said to be of type II if every 
t r ea tmen t occurs in the subset exactly once. T h e component (Dt) will be 
defined to be separable if the blocks can be divided into subsets of type I or 
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type II (both types may occur a t the same t ime). The design (D) is defined 
to be separable if each equiblock component is separable. 

The set of equiblock components (£>i), (D2), . . . , (Di), I < m, will be said 
to be a clear set if the J^i=ilbi blocks comprising (P i ) , (D2)y . . • , (Dt) are 
disjoint, t ha t is, no two blocks contain a common t rea tment . Clearly a necessary 
condition for this is 

1 

]T biki < v. 
1 = 1 

We shall have occasion to use the following Lemmas proved in (6). 

L E M M A 1. If v = v\v2 . . . vu then N(v) > m i n ^ V ^ i ) , N(v2), . . . , N(vu)). 

LEMMA 2. Suppose there exists a set X) of q — 1 m.o.l.s. of order k, then we 
can construct a q X k(k — 1) matrix P , whose elements are the symbols 1 , 2 , . . . , 
k and such that (i) any ordered pair 

(}) , i ^ j 

occurs as a column exactly once in any two-rowed submatrix of P , (ii) P can be 
subdivided into k — 1 submatrices Pi, P 2 , . . . , P^- i of order q X k such that in 
each row of Pc, 1 < c < k — 1, each of the symbols 1,2, . . . , k occurs exactly 
once. 

Let 8 be a k X 1 column vector, then following the notat ion used in (6), 
we shall denote by P(è) the q X k(k — 1) matr ix obtained from P on replacing 
the symbol i by the element occurring in the ith. position in ô. A similar 
meaning will be assigned to Pi(8) and ircj(ô) where ircj denotes the j t h column 
of Pc. If D is a k X b matr ix defined by 

D = [èu Ô2, . . . , àb] 

where 8j is a k X 1 column vector, then we define P(D) and P \{D) by 

P ( P ) = [ P ^ P ^ ) , . . . ^ » ) ] 

Pt(D) = [ P i ( ô i ) , P i ( ô 2 ) , . . . , P i ( ô 6 ) ] . 

3. M a i n t h e o r e m . The theorem proved in this section is an improvement 
of the main theorem of (6). 

T H E O R E M 1. Let there exist a pairwise balanced design (D) of index unity and 
type (v; fei, k2} . . . , km) such that the set of equiblock components (Di), (D2), 
. . . , (Di), I < m, is a clear set. If there exist qf — 1 mutually orthogonal 
Latin squares of order kt and if 

g* = min(gi + 1, . . . , qi + 1, qt+i, . . . , qm), 

then there exist at least q* — 2 mutually orthogonal Latin squares of order v. 

Proof. Let us define 

g(1) = min(gi + 1, q2 + 1, . . . , qx + 1) 
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and 

g(2) = min ( g i + i , ^ , . . . , qn). 

Then 

q* = minfoW, g<2>). 

Let 

àih 5f2f • • • , àibi 

be the blocks of the equiblock component (Di) written out as columns (i < /). 
By hypothesis there exist qt — 1 mutually orthogonal Latin squares of order 
ki. Hence we can construct an orthogonal array A^ with qt + 1 rows and 
k2 columns, whose symbols are the treatments occurring in 8tj. Let 

Ai= [AihAi2,... ,Aibi]. 

Let Ai be the q* X o*fe*2 matrix obtained from At by retaining only the first 
q* rows, and let 

A<» = [Alf A2, . . . , A,]. 

Then A(1) has g* rows and £6*fe*2 columns. Clearly A(1) has the property that 
if tc and td are any two treatments identical or distinct contained in any block 
of (Di), (D2), . . . , or (Dt), then the ordered pair te, td occurs as a column 
exactly once in any two-rowed submatrix of A(1). 

Let Au be the matrix obtained from PU(DU) by retaining only the first q* 
rows, u = / + 1, . . . , m. Then 

A<2> = [Az+1, A*+2, . . . , Am] 

has the property that if ta and tb are any two distinct treatments contained 
in any block of (Di+i), . . . , (Dm) then the ordered pair ta, h occurs exactly 
once in any two-rowed submatrix of A(2). The number of columns in A(2) is 

m 

u=l+\ 

Again let A(3) be the q* X v2 matrix whose nth column contains in every 
position the treatment tn, where tn is any one of the 

i 

v2 = v — J 3 biki 

treatments not contained in (Z>i), (D2), . . . , or (Dt). Then [A^\ A^\ A<8>] 
is an orthogonal array (v2, q*, v, 2), and using any two rows for co-ordinatization 
we get q* — 2 mutually orthogonal Latin squares of order v. 

4. Use of BIB designs. A balanced incomplete block (BIB) design with 
parameters v, b, r, k, X is an arrangement of v objects or treatments into b 
sets or blocks such that (i) each block contains k < v different treatments, 
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(ii) each treatment occurs in r different blocks, and (iii) each pair of treat
ments occurs together in exactly X blocks. The parameters satisfy the relations 

\{v — 1) = r(k — 1), hk = vr, b > v. 

These conditions are necessary but not sufficient for the existence of a BIB 
design. BIB designs were first introduced into statistical studies by Yates 
(15), but occur in earlier literature in connection with various combinatorial 
problems. Subsequent to Yates many authors have dealt with the problem 
of constructing these designs. Without attempting a complete bibliography 
we shall only refer to (1). A BIB design is said to be symmetric if v = b, 
and in consequence k = r. A BIB design is said to be resolvable (2) if the 
blocks can be divided into sets, such that the blocks of a given set contain 
each treatment exactly once. A resolvable or a symmetric BIB design is 
evidently separable. 

A BIB design with X = 1 is clearly a pairwise balanced design of index 
unity and type (y; k). We shall denote such a design by BIB (v; k). 

By omitting a single treatment from the design BIB (v; k) we get a pair-
wise balanced design of index unity and type (y — 1; k, k — 1) where the r 
blocks of size k — 1 form a clear set. Again if from a BIB (v; k) we delete x 
treatments belonging to the same block, 2 < x < k, we get a pairwise balanced 
design of index unity and type (v — x; k, k — 1, k — x) where the equiblock 
component consisting of the single block of size k — x is clear. Hence we 
have 

THEOREM 2. Existence of a BIB (v; k) implies 
(i) N(v - 1) > mm(N(k), 1 + N(k - 1)) - 1, 

(ii) N(y - x) > min(N(k), N(k - 1), 1 + N(k - x)) - 1, if 2 < x < k. 

Example (1). Consider the BIB design with parameters?; = b = s2 + s + 1, 
r = k = s + 1, X = 1, with 5 = 16. Taking x = 6, 8, 9 respectively we get 
TV(267) > 10, TV(265) > 8, TV(264) > 7, whereas ^(267) = 2, n(265) = 4 and 
^(264) = 2. 

Suppose we omit three treatments «i, a2, «3 not occurring in the same block 
of a BIB (y\k), then we get a pairwise balanced design (D) of index unity 
and type (y — 3; k, k — 1, k — 2). Since in the original BIB (v\ k) no two 
blocks can have more than one treatment in common, the three blocks of 
(D) of size k — 2 which have been obtained by deleting (0:1,0:2), (0:2,0:3), 
(0:1, 0:3) have obviously no treatment in common and form a clear equiblock 
component. Hence we get 

THEOREM 3. The existence of a BIB (v;k) implies that 

N(y - 3) > min(N(k), N(k - 1), 1 + N(k - 2)) - 1. 

Example (2). Consider the BIB (v; k) designs (1, pp. 386-389) with k = 5 
and v = 21, 25, 41, 45, 61, 65, 85, 125. It follows that there exist at least 
two m.o.l.s. of the following orders: 18, 22, 38, 42, 58, 62, 82, and 122. 
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Example (3). From the designs BIB (81; 9) and BIB (73; 9) we get 
TV(78) > 6, #(70) > 6. 

Example (4). From the design BIB (273; 17) we get TV (270) > 2 since 
#(15) > «(15) = 2. 

Suppose there exists a resolvable BIB design with parameters v, b, r, k, 
X = 1. Let 1 < x < r. To each block of the ith replication add a new treatment 
0if i = 1, 2, . . . , x, and add a new block 0lf 02, . . . , 6X. We then get a pairwise 
balanced design of index unity and type (v + x\ k + 1, &, x) if x < r, and 
type («/ + x; k + 1, r) if x = r. The equiblock component formed by the new 
block is clear. When x = r — 1, the set of equiblock components consisting 
of the new block, and the blocks of the rth replication is a clear set. Again 
by adding a treatment 0 to all the blocks of a single replication we get (v + 1 ; 
k + 1, k). Hence we have 

THEOREM 4A. The existence of a resolvable BIB (v; k) implies 

(i) N(v + x) > min (#(*) , iY(& + 1), 1 + N(x)) - l i f l < * < r - 2 , 
(ii) tf (w + r - 1) > min(l + N(k), N(k + 1), 1 + .V(r - 1)) - 1, 

(iii) N(v + r) > mm(N(k + 1), 1 + N(r)) - 1, 
(iv) N(v + 1) > mm(N(k), N(k + 1)) - 1. 

Example (5). Taking x — 5 in the BIB design with v = 49,6 = 56, r = 8, 
fe = 7, X = 1, we have 

TV(54) > min(TV(7), TV(8), 1 + .¥(5)) - 1 = 4 . 

Example (6). Using the resolvable BIB design z; = 21, b = 70, r = 10, 
k = 3, X = 1, (5, p. 171, Table I I I ) we have from part (ii) of the theorem 
TV (30) > 2. 

Again suppose there exists a separable BIB (v; k) in which the blocks can 
be divided into n sets of type I. The number of replications is r — kn. For a 
symmetric design n = 1. Let the blocks be written out as columns, and 
let (Sj) be the jth subset, the blocks being in the standard form (j = 1, 2, 
. . . , n). Let us take r new treatments 6^, i — 1, 2, . . . , k; j = 1, 2, . . . , n. 
Let us define the 1 X v row vector 6^ = (02y, dtj, . . . , 0O). Then we can 
denote by 

the result of adding dtj in the (k + l)th position to each block of the jth 
subset. 

Let N(k + 1) = g(1) — 1. Then we can construct a </(1) X (& + l)k matrix 
P ( 1 ) with the properties (i) and (ii) of Lemma 2, where Pi (1 ) , P 2

( 1 \ . . . , P*(1) 

are the submatrices referred to in part (ii). If bju is the ^th block of (Sj), 
u = 1, 2, . . . , V, then the corresponding block of 
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Consistent with our notation we can denote by 

the result of replacing the symbols 1, 2, . . . , k, k + 1 in P*(1) by treatments 
in the 1st, 2nd, . . . , ( & + l)th position in 

and define 

( 8JU ) 

^(e;)-h"C:;)'-.^C;;)' '13' 

A pair of distinct treatments belonging to the original BIB design may 
be called a pure pair. Again a pair of treatments, one of which belongs to the 
original BIB design, and the other to the newly added treatments, may be 
called a mixed pair. Then 

Ai = • •*"(£:) •• ,i= 1,2, . . . , * ; j = 1,2, . 

has the property that any two-rowed submatrix contains as a column each 
pure and each mixed ordered pair of treatments exactly once. 

Again if q(2) — 1 = N(r), we can form an orthogonal array A2 = (r2, q(2) + 1, 
r, 2) whose symbols are the r new treatments. Let 

q = min (q«\q™ + 1) 

and let A(1) and A(2) be obtained from Ai and A2 respectively by retaining 
the first q rows only. Also let A(3) be the q X v matrix whose uth column 
contains the uth treatment of the BIB design in each position. Then 

A = [AM, A<2>, AW] 

is an orthogonal array of size (y + r)2, q constraints, v + r levels and strength 
2, and is therefore equivalent to a set of q — 2 mutually orthogonal Latin 
squares. Hence we have 

THEOREM 4B. If there exists a BIB (v; k) with r replications, in which the 
blocks can be subdivided into sets of type I, then 

N(v + r) > min(N(& + 1), 1 + N(r)) - 1. 

Example (7). The existence of symmetric BIB (7; 3) and BIB (57; 8) 
implies #(10) > 2 and TV (65) > 7. 
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Example (8). There exists a BIB design (1, p. 383) with parameters v = 25, 
b = 50, r = 8, k= 4, X = 1 for which the blocks can be separated into two 
subsets of type I. I t follows that iV(33) > 3. 

Theorems 4A and 4B are special cases of the following more general theorem, 
the proof of which can be given on analogous lines. 

THEOREM 4. If there exists a separable BIB (v; k) with n\ subsets of type I 
and n2 subsets of type II, so that the number of replications is r = knx + n2, 
then 

(i) N(v + x) > min(N(k), N(k + 1), 1 + N(x)) - 1, if x = krx + r2; 
ri < »i, r2 < n2; 1 < x < r — 1. 

(ii) N(v + r - 1) > min(l + N(k),N(k + 1),1+N(r- 1)) - l i f w 2 > 0 . 
(iii) #(» + r) > min(i\T(ife + 1), 1 + N(r)) - 1. 
(iv) N(v + 1) > min (i\T(Jfe + 1), N(k)) - 1 if n2 > 0. 

5. Use of GD designs. An arrangement of v objects (treatments) in b sets 
(blocks) each containing k distinct treatments is said to be a group divisible 
(GD) design if the treatments can be divided into I groups of m treatments 
each, so that any two treatments belonging to the same group occur together 
in Xi blocks, and any two treatments from different groups occur together in 
X2 blocks. We will denote such a design by the notation GD (v; k, m; Xi, X2). 
The combinatorial properties of these designs have been studied in (3) where 
it has been shown that 

v = Im, bk = vr, \x{m — 1) + X2m(/ — 1) = r{k — 1), 

r being the number of replications, that is, the number of times each treatment 
occurs in the design. It has also been shown that 

P = rk - \2v > 0, Q = r - X1 > 0. 

The GD designs can be divided into three classes, 
(i) Regular (R) characterized by P > 0, Q > 0. 

(ii) Semi-regular (SR) characterized by P = 0, Q > 0. 
(iii) Singular (S) characterized by Q = 0. 

Methods of constructing these designs have been given in (5). So far as the 
construction of mutually orthogonal Latin squares is concerned a special role 
is played by GD designs with Xi = 0, X 2 = 1 , which in our notation can be 
denoted by GD(zr, k, m; 0, 1). If, further, this design is regular we shall 
denote it by RGD(z>; k, m\ 0, 1) and if it is semi-regular we shall denote it 
by SRGD(z;;&, ra;0, 1). 

If to the b blocks of the GD design with Xi = 0, X2 = 1, we add I new blocks 
corresponding to the groups, we get a pairwise balanced design of index 
unity and type (v; k, m). The blocks of size m form a clear equiblock com
ponent. Hence we have 

THEOREM 5. If there exists a GD(^; k, m\ 0, 1) then 

N(v) > min (Nik), 1 + N(m)) - 1. 
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COROLLARY. N(S2 — 1) > N(s — 1), if s is a prime power. 

This follows from the existence of a resolvable GD(s2 — 1; s, s — 1; 0, 1). 

THEOREM 6. If there exists a GD(y; k, m\ 0, 1) then 

N(v - 1) > mm(N(k), N(k - 1), 1 + N(m), 1 + N(m - 1)) - 1, 

and if the design is resolvable then 

N(v - 1) > mm(N(k), N(k - 1), N(m), N(m - 1)). 

The first part follows from the fact that if we omit any particular treatment 
from the corresponding pairwise balanced design of index unity and type 
(v; k, m\ 0, 1) we get a design of the type (v — 1; k, k — 1; m, m — 1), in 
which the equiblock components with blocks of sizes m and m — 1 form a 
clear set. The second part has already been proved in (6) and is given here 
for completeness. 

THEOREM 7. Suppose there exists a resolvable GD(z/; k, m; 0, 1) with r repli
cations, then 

(i) N(v + 1) > m'm(N(k), N{k + 1), 1 + N(m)) - 1, 

(ii) N(v + x) > min(N(k), N(k + 1), 1 + N(m), 1 + N(x)) - 1 if 

1 < x < r, 

(iii) (a) N(v + r) > mm(N(k + 1), 1 + À7(m), 1 + N(r)) - 1, 
(b) N(v + r) > mm(N(k + 1), N(m + 1), 1 + N(k), 1 + tf(r))-l, 

(iv) N(v + r + 1) > min(iV(& + 1), iV(m + 1), 1 + iV(r + 1)) - 1, 
where in part (iii) we choose whichever lower bound is better for N(v + r). 

To prove part (i) we add a new treatment #i to each block of one replica
tion. To prove part (ii) we add a new treatment 6t to each block of the ith 
replication, i = 1 , 2 , . . . , # , and take a new block (0i, 02, . . . , ^ ) - For the 
first part we note that the equiblock component given by the groups forms 
a clear set. For the second part we note that the set of equiblock components 
given by the groups and the new block is a clear set. To prove part (iii) 
(a) we add a new treatment 6t to each block of the ith. replication, i = 1, 2, . . . , 
r, and a new block (0i, 02, . . . , 0T). To prove part (iii) (b) we add a new treat
ment 6t to each block of the ith replication for the first r — 1 replications, 
and a new treatment 0o to each of the groups, and add a new block (0o, 0i, . . . , 
0r_i). We note in this case that the set of equiblock components given by the 
rth replication, and the newly added block is a clear set. To prove (iv) 
we add one new treatment to the blocks of each replication, one new treatment 
to each of the blocks corresponding to the groups, and take a block con
taining the new treatments. 

The group designs most useful to us are the semi-regular group divisible 
designs with Xi = 0, X2 = 1. For such a design the number of replications r 
is equal to the group size m, and v = km In the notation used in (6) such a 
design is denoted by SRGD (km; k, m; 0, 1). It is known (5) that for an 

https://doi.org/10.4153/CJM-1960-016-5 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1960-016-5


198 R. C. BOSE, S. S. SHRIKHANDE, AND E. T. PARKER 

SRGD design each block contains the same number of treatments from each 
group. We shall now prove 

LEMMA 3. There exists a resolvable SRGD (km; k, m; 0, 1) if k < N(m) + 1. 
For this design the block size is k, r = m, and b = m2. 

Applying Lemma 2 we find that there exists a matrix P with N(m) + 1 
rows and m(m — 1) columns such that in every two-rowed submatrix of P 
every ordered pair of distinct symbols occurs exactly once, and it can be 
subdivided into m — 1 parts such that in each row of every part every symbol 
occurs once. Let Pk be the matrix obtained from P by retaining only k rows. 
Let Ejc be a k X m matrix such that the ith column contains the ith symbol 
in each position. Let Ak = [Ek, Pk}. Now let us consider km treatments 
t , 2̂, • • • , tkm. Let the symbols 1, 2, . . . , m in the j th row of Ak be replaced by 

ta+i, ta+2, • • • , ta+m where a = (j — \)m. 

This gives an SRGD with the required properties. The blocks are given by 
the columns. The replications consist of Ek and subdivisions of Pk. 

Combining Lemma 3 and Theorem 7 we have 

THEOREM 8. If k < N(m) + 1, then 
(i) N(km + 1) > min(#(&), N (k + 1), 1 + N (m)) - 1, 

(ii) N(km + x) > min(#(£), 7V(& + 1), 1 + iY(m), 1 + N(x)) - 1 if 
1 < x < m. 

Example (9). Taking k, m, and x as shown we derive the lower bound for 
N(km + x), noting that N(24) > 3 from Table 1 of (6) and #(10) > 2 from 
Example (7), Theorem 4B. 

(i) k = 7, m = 11, x = 5; iV(82) > 4, 
(ii) & = 8, m = 11, x = 7; #(95) > 6, 

(iii) fe = 7, m = 19, x = 5; iV(138) > 4, 
(iv) & = 7, m = 8, x = 4; #(60) > 3, 
(v) k = 4, m = 24, x = 10; #(106) > 2, 

(vi) fe = 8, m = 13, x = 7; #(111) > 6, 
(vii) k = 4, w = 27, x = 10; #(118) > 2, 

(viii) ŷ  = 7, m = 16, x = 10; #(122) > 2. 
(ix) & = 7, m = 17, x = 5; #(124) > 4. 

6. Use of the method of differences. Let 0, 1, 2, . . . , n — \ be the 
elements of the ring R of residue classes (mod n). We shall consider matrices 
whose elements belong either to R or to the set X of m indefinites Xi, x2, . . . , xm. 
We shall say that the difference associated with the ordered pair (*), where i 
and j belong to R is c where i — j = c(mod n), 0 < c < n. Conversely to 
each element c of R there correspond n ordered pairs which have c as their 
associated difference. If (J) is one of these pairs then the other pairs are 
(J+J) where 0 = 0, 1, 2, . . . , n — 1, and i + 0 and j + 0 are reduced (mod w). 
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The ordered pair (j) both members of which belong to R will be called an 
impair. A pair (*.) where i belongs to R and Xj to X is called an RX-pa-ir 
and the difference associated with it is defined to be x5. If 0 is any element 
of R we shall formally define Xj + 0 = Xj. With this definition, corresponding 
to any indefinite xj} there are n RX pairs, the difference associated with each 
of which is Xj. If (*.) is one of these pairs then the other pairs are (*+e) where 
0 = 0, l , . . . , w — 1. These pairs are of course all the pairs (*.), i = 0, 1, . . . , 
n — 1 in some order or other. We may similarly define XR pairs. The difference 
associated with the XR pair (**') is xt. 

We shall now prove the following theorem: 

THEOREM 9. If m is odd there exist at least two orthogonal Latin squares of 
order 3m + 1. Taking m = M + 3 this implies the existence of a pair of ortho
gonal Latin squares for all orders 12t + 10. 

Consider the 4 X 4m matrix A0 given below (to exhibit the structure of 
Ao it is divided into 4 parts), whose elements belong to R the ring of residue 
classes mod (2m + 1) or X the set of indefinites 

. . . m 2m 2m — 1 . . . m + 1 

. . . U X\ X% . . . Xm 

...xm 0 0 . . . 0 
1 . . . m + 1 1 2 . . . m 

Xi X2 

2m 2m — 1 . 
1 2 
0 0 

We note that of the 4m pairs occurring as columns in any two-rowed sub-
matrix of Ao, 2m are impairs, the differences associated with which are all 
the non-null elements of R, m are i^X-pairs the differences associated with 
which are all the elements of X and the same is true of XR pairs. Let AQ be 
the matrix derived from A^ by adding 0, 0 < 0 < 2m, to every element of 
A$ and reducing mod(2m + 1); xt + 0 being considered as xt. Let 

A = [AQ, AI, . . . , A2m]. 

Then it is evident that in any two-rowed submatrix of A, any impair formed 
by two distinct elements of R, or any RX or JO!-pair occurs exactly once. Let 
A* be an orthogonal array [m2, 4, m, 2] corresponding to two orthogonal 
Latin squares formed by the symbols Xi, #2,.. •, xmi and let £ be a 4 X (2m + 1) 
matrix whose ith column contains i in each place (0 < i < 2m). Then 

A = [EyA,A*] 

is an orthogonal array [(3m + l)2 , 4, 3m + 1,2], which proves the result. 

0 0 . . . 0 1 2 
1 2 . . . m 0 0 
2m 2m — 1 . . . m + 1 x\ x2 

Xi x2 . . . xm 2m 2m — 

. . xm 

.. m + 1 

. . m 

. . 0 
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Example (10). Taking / = 0, 1, 2, 3, 4, 8, 9, and 12 respectively it follows 
that N(v) > 2 for v = 10, 22, 34, 46, 58, 106, 118, and 154. 

Two superposed 10 X 10 orthogonal squares obtained by this method are 
exhibited below. The symbols Xi, x2, x3 have been replaced by 7, 8, 9. 

A PAIR OF 10 X 10 ORTHOGONAL SQUARES 

00 67 58 49 91 83 75 12 24 36 
76 11 07 68 59 92 84 23 35 40 
85 70 22 17 08 69 93 34 46 51 
94 86 71 33 27 18 09 45 50 62 
19 95 80 72 44 37 28 56 61 03 
38 29 96 81 73 55 47 60 02 14 
57 48 39 90 82 74 66 01 13 25 
21 32 43 54 65 06 10 77 88 99 
42 53 64 05 16 20 31 89 97 78 
63 04 15 26 30 41 52 98 79 87 

0 Xi x2 Xz 

1 0 0 0 
4 4 6 9 
6 1 2 8 

We shall now give two special examples of the use of the method of differences. 
Example (11). Consider the matrix 

Po = 

whose elements belong to the ring P of residue classes (mod 11) and the set 
X of indefinites X±, %2y %Z' 

Let Pi , P2 , P 3 be obtained from P 0 by cyclic per
mutation of the rows, and let 

Ao = [Po, Pi , P2 , P 8] . 
Then it is easy to verify that each two-rowed submatrix of A0 contains 

as columns 10 P-pairs, the differences associated with which are all the non-
null elements of P ; 3 PX-pairs the differences associated with which are the 
3 elements of X, and 3 XR pairs for which the same is true. Let Ae be the 
matrix obtained from A0 by adding 6 to elements of Ao, where 0 belongs 
to P . Then 

A = [A0,Ai, • • • ,^io] 

is a matrix such that any two-rowed submatrix contains as a column every 
P-pair consisting of distinct elements of P , and every RX and XP-pair, 
exactly once. If A* is the orthogonal array of strength 2 and 4 constraints 
with the symbols Xi, X2) X% and E is the 4X11 matrix for which the ith. column 
contains i in every place (i = 0, 1, . . . , 10) then 

A = [E,A,A*] 
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is an orthogonal array [142, 4, 14, 2] from which a pair of orthogonal Latin 
squares of order 14 can be constructed. 

Example (12). Similarly by starting with the matrix 

0C\ %2 %3 I 

0 0 0 
20 17 8 
19 6 21 

whose elements belong to the ring R of residue classes (mod 23) and the 
set X of indefinites Xi, x2} x%, we can construct two mutually orthogonal Latin 
squares of order 26. 

7. Improved lower bounds for N(v), y<154. We give here those values 
of v < 154 for which the lower bound of N(v) can be improved over the 
bound given in Table I of (6). 

TABLE I 

V n(v) N(v) Remarks 

10 1 2 Ex. (7), Th. 4B or Ex. (10), Th. 9 
14 1 2 Ex. (11) 
18 1 2 Ex. (2), Th. 3 
26 1 2 Ex. (12) 
30 1 2 Ex. (6), Th. 4A 
33 2 3 Ex. (8), Th. 4B 
34 1 2 Ex. (10), Th. 9 
38 1 2 Ex. (2), Th. 3 
42 1 2 Ex. (2), Th. 3 
46 1 2 Ex. (10), Th. 9 
54 1 4 Ex. (5), Th. 4A 
60 2 3 Ex. (9) (iv), Th. 8 
62 1 2 Ex. (2), Th .3 
65 4 7 Ex. (7), Th. 4B 
70 1 6 Ex. (3), Th. 3 
78 1 6 Ex. (3), Th. 3 
82 1 4 Ex. (9) (i), Th. 8 
90 1 2 90 = 10 X 9 and Lemma 1 
95 4 6 Ex. (9) (ii), Th. 8 

106 1 2 Ex. (10), Th. 9, or Ex. (9) (v), Th. 8 
111 2 6 Ex. (9) (vi), Th. 8 
114 1 2 114 = 38 X 3 and Lemma 1 
118 1 2 Ex. (10), Th. 9, or Ex. (9) (vii), Th. 8 
122 1 2 Ex. (2), Th. 3, or Ex. (9) (viii), Th. 8 
124 3 4 Ex. (9) (ix), Th. 8 
138 1 4 Ex. (9) (iii), Th. 8 
154 1 2 Ex. (10), Th. 9, or 154 = 22 X 7 and Lemma 1 

Po = 

0 0 0 0 
3 6 2 1 
8 20 12 16 
2 16 7 2 
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8. The existence of at least two orthogonal Latin squares of order 
v > 6. If v is divisible by 4 or if v is odd then N(v) > n(v) > 2. Hence we 
need only consider numbers for which v = 2 (mod 4). We shall first prove 

L E M M A 4. N(v) > 2 if 6 < v < 726. 

This result has already been checked in Table I of (6), supplemented by 
the improvements noted in Table I of the last section, up to v = 154. 

Any integer v lying in the closed interval It = (ai} bt) shown in column (2) 
of Table II can be expressed in the form 

v = 4mi + ocu 10 < Xi < Ci 

where mt and ct are given in columns (3) and (4), since at = 4m t + 10, 

bt = 4mt + Ci. 

TABLE II 

i Interval I{ = (ai, bi) mi Ci 

1 (158, 182) 37 34 
2 (186, 218) 44 42 
3 (222, 262) 53 50 
4 (266, 310) 64 54 
5 (314, 374) 76 70 
6 (378, 454) 92 86 
7 (458, 550) 112 102 
8 (554, 662) 136 118 
9 (666, 726) 164 70 

I t is readily verified t h a t AT(wz) > n(m^) > 3. Again N(Xi) > 2 since 
10 < xt < Ci < 154. If we take k = 4 in pa r t (ii) of Theorem 8, the conditions 
k < N(nii) + 1 and 1 < xt < mt are obviously satisfied. Hence if v lies in 
any of the closed intervals It(i = 1, 2, . . . , 9), N(v) > 2. T h e L e m m a follows 
by noting t h a t any v = 2 (mod 4) and satisfying 154 < v < 726 lies in one 
of the closed intervals 11. 

T H E O R E M 10. There exist at least two orthogonal Latin squares of any order 
v > 6. 

I t is sufficient to prove the theorem for numbers v = 2(mod 4), v > 730. 
If z; satisfies these conditions we can write 

v - 10 - 144g + 4«, g > 5, 0 < u < 35 

therefore 

v = 4(36g) + 4u + 10. 

Since the least factor in the prime power decomposition of 36g is necessarily 
greater than or equal to 4, iV(36g) > ?z(36g) > 3. If in Theorem 8 par t (ii) 
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we take k = 4, m = 36g, x = 4u + 10, then & < 1 + N{m). Also 10 < x < 150, 
m > 180. Hence 1 < x < m, and #(#) > 2. It follows that N(v) > 2. 

The question raised in the concluding remarks of (6) is thus completely 
answered. If a positive integer v > 2 is called Eulerian if two orthogonal Latin 
squares of order v do not exist, then 6 is the only Eulerian number. 
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