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1
Let A denote a complex Banach algebra with unit, lnv(A) the set of

invertible elements of A, Sp(a) and r(a) the spectrum and spectral radius
respectively of an element a of A. Let F denote the set of elements of A whose
spectra contain non-negative real numbers, i.e.

T={aeA: Sp(a)nR+ # 0 } .

Yood (4) has observed that F is an example of a set Q satisfying

(i) a e Q, t^ 0=>ta e Q,

(ii) a e Q, r(a)< l=>a(l - a ) " 1 e Q,

(in) - M S ,
and has proved that every subset Q of A satisfying (i), (ii), (iii) is contained
inF.

We show that the conclusion g c F also holds if (ii) is replaced by the
purely algebraic condition:

(iv) ae Q=>a+a2e Q.

Our main theorem (Theorem 7) goes further than this and shows that the
function z(l — z)"1 in condition (ii) can be replaced by any member of a certain
class of functions, this class containing both the functions z(l—z)"1 and
z + z2.

It is natural to ask whether (ii) can be replaced by the condition:

aeQ=>a2eQ.
An example showing that this is not sufficient, and indeed that the semigroup
condition

a, b e Q=>ab e Q

is not sufficient, is given by the semigroup Q = {pe'e: p ^ 0, 9 = 0, 2n/3, 4n/3}
in the algebra C.

We prove in Theorem 1 that a subset P of Inv(/4) is contained in F if it
satisfies: aeP, t>0=>taeP; aeP, r(a~1)<l=>a-l eP; -1<£P. This gives
Yood's theorem as an immediate corollary, and is one of the ingredients in the
proof of Theorem 7. The other main ingredient is an iteration procedure
previously used in the study of type 2 semi-algebras of non-negative continuous
functions (1).
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We also consider in detail the relationship between the conditions (ii) and
(iv); and end with two applications of our results.

2
Theorem 1. Let P be a subset oflnv(A) such that

(i) aeP, />0=>taeP,

(ii) aeP, /-(a"1)<l=>a-1 eP,

(iii) -l$P.

Then for each a in P, there exists \i in Sp(a)nR+ such that n ^ (/-(a"1))"1 and
a-fieP.

Proof. We note first that P satisfies:

(iv) flePJ0<K(r(a"1))"Wfl-(s?.

For, given aeP and 0<?<(/-(a~1))"1, we have r(ta~x)<l and so, by (i) and
(ii), a-t = tir^-

Let aeP, and let fx = sup {AeR+: a-XeP}. By (iv), we have
Ii ^ (r(a~1))~1>0. Also ^<oo, for if there exists a sequence {!„} with
An>0, lim Xn — oo, and a — lneP, then, by (i), - 1 = lim (k~la — l) e P, which

n-*co n—*oo

contradicts (iii).
It is clear that a — fieF, and so it only remains to prove that /i 6 Sp(a).

Suppose, on the contrary, that a-fielnv(A). There exists a sequence {!„}
with 0<An ^ t̂, a — XneP, and lim An = /i. By the continuity of the inverse

n—* oo

mapping on Inv(A), we have lim (a —2J"1 = (a —/i)"1, and since, on a com-
n->oo

mutative subalgebra, the spectral radius is a semi-norm dominated by the
norm, lim r((a — AJ"1) = r((a-/i)"1)>0. Choose * with

Then, for sufficiently large n, we have

and (iv) gives a~ln — teP. But, for sufficiently large n, Xn +1>ju, contradicting
the definition of //.

Corollary 2 (Yood). Let Q be a subset of A such that

(i) ae Q, t ^ 0=>ta e g,

(ii) aeQ,r(a)<l^a(l-a)~1 eQ,

(iii) - l * g .

Sp(a)nR+ is non-void for each a in Q.
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Proof. Let P = {aelnv(^): a"1 e Q). For singular elements of Q we
have 0 e Sp(a), and so it is enough to prove that Qnlnv(A)czr. For a e Inv(/4),
we have Sp(a) = (SpCa"1))"1, and so it is enough to prove that PaT. Given
aeP with r(a~1)< 1, we have a'1 e Q, and therefore

(a -1 ) - 1 = a - 1 ( l - f l - 1 ) - 1 e e ,

a — 1 eP. Thus P satisfies condition (ii) of Theorem 1, and it obviously satisfies
conditions (i) and (iii). Therefore P e r .

Notation. Let <5>0, let Ds = {ze C: \ z\>8~1}, and let O be a complex
valued function holomorphic on Ds such that <&{z) — z +1->0 as | z |-»oo. Let
functions O0, <Dt, O2, ... be defined recursively by

<50(z) = z, <D,(z) = $($,_ ^z)) (fc = l,2,. . .) .

Lemma 3. For all a e Inv(/4) w/7/! r(a~l)<5, <t>(a) is defined, and

||0>(a)-a+l HO
as\\ a~l ||->0.

Proof. Let a e lnv(A) with r(a~1)<^- Then Sp(a)c: /),,, and the functional
calculus gives a well defined element <D(a) of A. Since 3> is holomorphic on
Ds, it has the Laurent series representation

<D(z)= f <xnz"+ t finz- (zeDg).
n = 0 n = 1

00 00

But <D(z)-z + l - £ Pnz~"^O as | z |->oo, and so J] anz"-z + l is a
n = 1 n = 0

bounded entire function that tends to zero as | z | -* oo, and is therefore identically
zero. Therefore

( t
n = 1

We now have

which tends to zero in norm as || a"1 ||-»0.
The next lemma is an adaptation of a lemma in (1).

Lemma 4. Given e>0, there exists N such that, for all n ^ N and all
aelnv(^) with || a~l ||<(l+26)"1, we have

(i) <&k(na) e Inv(/1) and \\(®k(na)yl \\<5 (0 ̂  fc<«),

(ii) l l / T ' O ^ - C a - D K e .

Proof. We use the following well known elementary fact:

oelnv(^), be A, || b-a \\<\\\ a~l ||~1=>fo e Inv(X) and

lib"1 || ^ 2 || a"1 ||. (I)
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Let e > 0. By Lemma 3, there exists r\ with 0 < rj ̂  5, such that

xeInvO4), || x"1 || <ij=>|l <D(x)-x + l ||<e. (2)
Let aelnv(/i) with Ha"1 | |<(l+2e)~\ choose a positive integer N with
N>(erj)~l, and let n ^ N. We have

[Kwa)-1 ||<(« + 2«£)-1<(«e)-1<f;) (3)

and so by (2), <J>(«a) is defined and

||O(«fl)-/ia + l || <e. (4)
We show, by induction, that

KOi-iCna))"1 || <>7 and || Ofc(«a)-«a + fc || <ke (1 ^ Jfc g n). (5)
The case A: = 1 of (5) is given by (3) and (4). Suppose that (5) holds for some
kg.n-1. Since (na-k)'1 = n~la~i{l-kn~1a~l)~l, we have

IKna-fc)-1 || ^ n ' 1 II a~l || IKl-fcn-^-1)"1 II

r = 0

= || a"1 ||(«-fc || a"1 II)

. (6)
(5) and (6) show that

and so, by (1), <&k(nd) e lnv(A), and

mk(.na)Tl ||<2 Wina-k
We now take x = Ot(na) in (2), and obtain

With (5), this gives
\\®k+i(na)-na + k + l

and induction completes the proof of (5) for 1 g k ^ n.
In particular, we have

\\®n(na)-na + n \\<ne,

and division by n gives the required inequality.

Theorem 5. Let d>0 and Dd = {zeC: \ z\>S~1}. Let O be holomorphic
on Dd and let O(z) —z+l-»0 as \ z |->oo. Let P be a subset of Inv(̂ 4) such
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that
(i) aeP, t>O^taeP,

(ii) aeP, r(a~*)<«5=>$(a) eP.

Then
aeP, r(a~1)<l=>a-l eP.

Proof. Leta ePwithr(a~1)< 1. Among the algebra-norms on A equivalent
to the given norm we choose one, which we denote by || • ||, for which || a"1 | |<1.
Given e with 0<e<KII a'1 II"1-1), we have || a'1 | |<(l+2e)~1. Therefore
by Lemma 4, there exists N such that for all n ^ N, n'1 <&n{na) e P and

\\n-lQ>n(na)-(a-\)\\<z.
Therefore a—leP.

Remark. As a particular case of Theorem 5 we can take

8 = 1, «(z) = z2(l+z)-1.

Thus if P is a subset of Inv(/1) satisfying

(i) aeP, t>0=>taeP,

(ii) ae/>,r(a-1)<l=>a2(l+a)-1eP,

then
aeP, r(a~1)<l=>a-l eP.

Corollary 6. Let 8, $ satisfy the conditions of Theorem 5, a«rf let P be a
relatively closed subset of!nv(A) such that

(i) aeP, t>0=>taeP,

(ii) 1

(iii) -

for each a e P, there exists \i e Sp(a)nR+ wi7A /i ^ (/-(a"1))"1

Proof. If a e P with r(a~1)< 1, then a— 1 e Inv(/4), and so, by Theorem 5,
a—I eP. Then Theorem 1 applies.

Notation. Let 8>0, and let Fd denote the class of complex functions g
holomorphic on the disc {zeC: | z \ <8}, with no zeros in the punctured disc
{z e C: 0< | z | <<5}, and with power series expansion

g(z)= f <xnz" ( \ z \ < 8 )
n — 1

with | «! |>0, | a2i |>0.
It should be noticed that every function g holomorphic in a neighbourhood

of 0 and with g(0) = 0, g'(0)>0, g"(0)>0 belongs to the class Fs for a suitable
<5>0.
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Theorem 7. Let g belong to the class Fs just defined, and let Q be a subset
of A such that

(i) ae Q, t ^ 0=>fcz e Q,

(ii) aeQ,r(a)<8^g(d)eQ,

(iii) - l * g .

Then Sp(a)nR+ is non-void for each a in Q.

Proof. We may assume Q closed, by continuity of the mapping a->g(a).
We may also assume that o^ = a2 = 1, since the function h defined by

belongs to Fs., where 5' = S | a2 | | ccx p 1 , and

a e Q, r(a)<5'=>r(altx21a)<5=>g(u1a21a) e Q-
We therefore assume that g e Ft and

g(z) = z + z2+f(z),
GO

where /(z) = ^ «n
z"-

n = 3

Let P = {a e Inv(A): a'1 e Q), and O(z) = ^(z"1))"1 0 e £>a). We have
0>(z) = z2(l+z + z2/(z"1))~1, and it is easily verified that $, P satisfy the
conditions of Corollary 6. The proof is completed as in the proof of Corollary 2.

Corollary 8. Let Q be a subset of A such that

(i) asQ,t^ 0=>ra e Q,

(ii) aeQ, r(a)<l^a+a2 e Q,

(iii) -\$Q.

Then Sp(a)nR+ is non-void for each a in Q.

Proof. Clear.

Remarks. It is obvious that condition (ii) in Corollary 8 can be replaced
by the stronger condition:

(ii)' a e A=>a + a2 e Q.

An example of a set Q satisfying (i), (ii) and (iii) but not (ii)' is given by
the set Q = {(a, j5)eC2: aeR+, - j?eR+} in the algebra C2 (with co-
ordinatewise multiplication).

If 0<(5<l, the function g{£) = z + z2 is, a fortiori, in the class Fs and so
(ii) may also be replaced by the weaker condition:

(ii)" ae Q, r(a)<5=>a + a2 e Q.

3
Given a closed set QczA satisfying conditions (i) and (ii) in Corollary 8,
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an application of the Remark following Theorem 5 to the set

P = {aeln\(A): a"1 eg}
shows that

ae Qnln\(A), r(a)<l=>a(l-a)"1 e Q.

In the next theorem, we show that the full force of Yood's condition holds, i.e.

ae Q, r(a)<l=>c(l-a)~1 6 Q.
First we give an example to show that the reverse implication does not hold,
so that this condition is not equivalent to (ii).

Example. Let a e!nv(A)nr, and let v e Sp(a)nR+. Clearly v>0. Let
P = {aa-P: a>0, j8 ̂  0, a~1j8<v, a~1p $Sp(a)}. Then Pdn\(A) and
xeP, t>0=>txeP.

Suppose now that xeP with r(x~l)<\; i.e. x = oca—P with <x>0, /? ^ 0,
a-^Kv, a.'1 P$ Sp(a) and r((a-a.~1py1)<a. Then | A-a"1)? | > a - 1 for all
A e Sp(a), and in particular v - c T ^ x x " 1 . It follows that a~1(/?+l) £ Sp(a)
and x~1(P +1)<v. Thus x— l e ? . We have proved thatP satisfies conditions
(i) and (ii) of Theorem 1.

Let Q = {xe!n\(A): x"1 eP}u{0}. Then Q satisfies conditions (i) and
(ii) of Corollary 2. But it is clear that in general it does not satisfy condition
(ii) of Corollary 8. For a concrete example (in which also — 1 £ P), take
A = C[0, 1] and take a to be the function a(t) = 1 +1.

Suppose now that a is an element of Inv(^)nF such that Sp(a)nR+ is
not connected. Then we may choose v>(r(a~1))~1 such that v is the supremum
of a component of the intersection of R+ with the resolvent set of a. With
this choice of v and with P defined as above, we have

sup{AeR+: a-XeP} = v,

which shows that in Theorem 1 we may have n>(r(a~ 1))~x.

Theorem 9. Let Q be a closed subset of A such that

(i) aeQ,t^ O^taeQ,

(ii) ae Q, r(a)< 1 =>a + a2 e Q.

Then, aeQ, r(a)< l=>a(l - a ) " 1 e Q.

Proof. Let aeQ, and consider the sequence defined by

al=a, ak = ak_1+al_l k = 2, 3, 4, ....

Then ak is a polynomial in a which we may write as

i = 1

We shall prove by induction that the coefficients n^k) satisfy the following
relations, for all i, k ̂  1:

lii(k)^kl-\ (1)
E.M.S.—19/1—E

https://doi.org/10.1017/S0013091500015376 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091500015376


66 F. F. BONSALL AND A. C. THOMPSON

)• (2)

The definition of ak shows that the nt(k) satisfy

Hik) = vflc-1)+ jf At/fe-l)Ai,_/fc-1). (3)
j = i

Since this last sum is empty when / = 1, we have Hi(k) = 1 for all k and, clearly,
/Zj(l) = 0 for i ^ 2, so that (1) holds if either / or k is 1. Now suppose that (1)
has been established for all pairs (/, k) with 1 ^ i<j and for all (/, k) with
/ = j and 1 ^ A:<«. We shall prove that this implies that (1) holds for the
pair (J, n). Then induction first on the second coordinate and then on the first
coordinate proves (1) for all pairs (;, k).

We have /z/w) = /i/w — 1) + £ nr(n — l)^_r(« — 1) and so, by the induction
r = X

hypothesis,

r = 1

as required.
The proof of (2) follows the same pattern. Since Hx(k) = n^k+l) = 1

and nt(l) = 0 for all i ^ 2, the cases k = 1 and i = 1 are trivial. Suppose
then, that (2) holds for 1 ^ k ^ n and 1 ^ i ^j and consider fij(n +1). Then,

from Hj(n+l) — iij(n) = ^ ixr(n)Hj-r(n), the induction hypothesis gives us
r = 1

n - l

this last inequality again by the induction hypothesis. But

and binomial expansion of the last bracket gives
l V " 1r--
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/ n + l VThus Hj{n +1) ^ Hj(n) and (2) is also proved.
V n )

Now, for each positive integer n, consider the sequence {b(k, n)} of elements
of Q defined by

b(\, «) = n"1a

b(k, n) = b(k-\, n) + (b(k-l, n)f k = 2,3, ...,
and, finally, the diagonal sequence {nb(n, n)}. The element nb(n, n) is again a
polynomial in a and, in fact,

nb{n,n)= f B1"'^")*'= £ W*1.
i = 1 i = 1

From (1) and (2) we see that, for all n, i,

Let p, = lim A,(n). We prove, by induction, that pt = 1 for all i. That ^ = 1
n-»co

is clear, since ̂ tCn) = 1 for all n. Let / ^ 2 and suppose that/?,- = 1 (1 ^ j<i).
The relation (3) gives

n —

which we may rearrange first as

and then as

Since
i - 1

lim £
n-*oo j = 1

this gives

lim (n —
n-*oo

CO

But Aj(n —1)—/f(«) ^ 0 and J] (A((« —1)—Aj(n)) converges. Therefore
n = 1

Now suppose r(a)<l, and let b - a ( l - a ) " 1 = £ fli- Given e>0, there
i = 1
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exists N such that
i = N+l

4e; therefore we have

nb(n,n)-b\\ =
i = 1

N

i = 1 Z «'
i = W + l

= e

if n is sufficiently large. Thus, since nb(n, n)e Q for all n and
beQ.

is closed,

Remark. This gives an alternative proof of Corollary 8 as a consequence
of Theorem 9 and Corollary 2.

As applications we give the following two theorems of which the second,
at least, is already known (2).

Theorem 10. Let A be a Banach *-algebra with unit and let

Q = {x*x: xeA}.

Then either — leQor Sp(a)nR+ is non-void for all in Q.

Proof. Let ae Q and let r(a)< 1. Then a = x*x for some x in A so that
a + a2 = x*x + x*xx*x = x*(l+xx*)x. Now r(xx*) = r(x*x) = r(a)<l and
so, by Ford's square root lemma (3), there exists b in A such that b* = b
and l+xx* = b2. Thus

= x*b2x = (bx)*(bx) e Q.

It is evident that t ^ 0, a e Q=>ta e Q so the result follows from Corollary 8.

Definition. A division semi-algebra in 4̂ is a set such that g # {0}
and

e Q,
(ii) a, Z> e Q=>ab e Q and (a-hb) e £>,

(iii) ae Q, a ̂  0=>a e Inv(^) and a"1 e Q.

Theorem 11. Let Q be a closed division semi-algebra in A with — 1 $ Q,
then Q = R+.

Proof. Let P = g\{0} and suppose aeP, r(a~x) < 1 then

(l-a~lrl= I a-
n = 0

is in Q ((ii) and (iii) imply 1 6 Q and Q is closed). Since (1 — a"1)"1 is in ln\(A)

https://doi.org/10.1017/S0013091500015376 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091500015376


BANACH ALGEBRA ELEMENTS 69

(\-a~l)eP and hence (a-1) = ail-a'^eP. Therefore, by Theorem 1,
there exists \i ^ rfa"1)"1 such that \x e Sp(a) and ( a - ^ e P c g . Thus
(a—fj) is a singular element of 2 which gives a—// = 0.
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