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1. Introduction. 1.1. Two complex measurable functions $f$ and $g$ on complex measure spaces $(X, \eta)$ and $(Y, \nu)$ are equimeasurable, abbreviated $f \sim g$, if

$$
\eta\left(f^{-1}(E)\right)=\nu\left(g^{-1}(E)\right)
$$

for every Borel set $E \subseteq \mathbf{C}$. If $\Phi$ is a continuous complex function on $\mathbf{C}$, then we make the following standing hypothesis (H1) which relates $\Phi, f$, and $g$ :
(H1) For all $\alpha, \beta \in \mathbf{C}$, we have
a) $\Phi(\alpha+\beta f) \in L^{1}(X, \eta)$,
b) $\Phi(\alpha+\beta g) \in L^{1}(Y, \nu)$, and
c) $\int_{X} \Phi(\alpha+\beta f) d \eta=\int_{Y} \Phi(\alpha+\beta g) \mathrm{d} \nu$.

In [5], Walter Rudin proved that if

$$
\Phi(z)=|z|^{p}, \quad p>0, p \neq 2,4,6, \ldots
$$

then (H1) implies $f \sim g$. With this as motivation, we address the question: For which $\Phi$ does (H1) imply $f \sim g$ ?

It turns out that we can answer the question completely in the case that $f$ and $g$ are bounded:

Theorem I. Assume $f$ and $g$ are bounded functions. Then (H1) implies $f \sim g$ if and only if $\Phi$ is not polyharmonic.

A function $\Phi$ is polyharmonic if it has continuous partial derivatives of all orders and is annihilated by some power of the Laplacian $\Delta=(\partial / \partial x)^{2}+$ $(\partial / \partial y)^{2}$.

The problem is more sensitive when $f$ and $g$ are not assumed bounded. In particular, the conclusion of Theorem I fails. We are able, however, to prove that (H1) implies $f \sim g$ under a variety of additional hypotheses on $\Phi$.

Theorem II. If $\Phi \not \equiv 0$ and $\Phi$ vanishes at infinity, then (H1) implies $f \sim g$.
This is a direct consequence of a lemma contained in [5] and will be used in the proof of most of our other results. In the following theorem, $\Phi$ is a radial

[^0]and real-valued function in $C(\mathbf{C})$, and $\phi$ is the associated function on $[0, \infty)$ satisfying
$$
\Phi(z)=\phi(|z|) .
$$

Theorem III. Any one of the following hypotheses on $\phi$ ensures that (H1) implies $f \sim g$ :
(i) $\phi(t)$ is not a polynomial in $t^{2}, \phi(t)$ is non-decreasing and $k$-times differentiable for large $t$, and $\phi^{(k)}(t)$ tends to a finite limit as $t \rightarrow \infty$.
(ii) $\phi(t) \geqq 0$ and $\phi(t)$ is concave for large $t$.
(iii) $\phi(t)$ is increasing and $\phi(\sqrt{t})$ is strictly concave for large $t$.
(iv) $\phi(t)$ is convex for large $t$ and the left-hand derivative of $\phi$ is bounded as $t \rightarrow \infty$.
(v) $\phi(t)=e^{t}$.

Taking $k \geqq p$, we see that case (i) includes the aforementioned result of Rudin. Functions of type (iii) are of importance in [4].

We devote Section 2 to a reformulation of the equimeasurability problem in terms of measures on $\mathbf{C}$. We prove Theorem I in Section 3 and show that it fails in the unbounded case with a counterexample in Section 4. In Section 5 we prove Theorems II and III.

Returning to the equimeasurability setting, we prove in Section 6 that certain linear mappings between function algebras are in fact homomorphisms, extending some results of Forelli, Schneider, and Rudin. We conclude the paper with a discussion of generalizations to other dimensions.

In its reformulated version, given in Section 2, our problem is reminiscent of the Pompeiu problem and related questions. The reader is referred to Zalcman [ $\mathbf{9}$ ] for a very interesting survey of results and a reference list.

I wish to thank Walter Rudin for his advice and encouragement in this work. The material presented here forms a portion of my thesis.

## 2. Reformulation.

2.1. Notation. $T$ will denote the unit circle in $\mathbf{C}$ with normalized one-dimensional Lebesgue measure $\sigma . C(\mathbf{C})$ is the space of continuous complex functions on $\mathbf{C}, \mathbf{C}_{0}(C)$ is the space of those which vanish at infinity, and $C^{\infty}(\mathbf{C})$ is the space of those having continuous partial derivatives of all orders.

A function $\Phi \in C(\mathbf{C})$ is radial if $\Phi\left(z_{1}\right)=\Phi\left(z_{2}\right)$ whenever $\left|z_{1}\right|=\left|z_{2}\right|$. In this case, $\Phi$ has associated with it a continuous function $\phi$ on $[0, \infty)$ defined by $\Phi(z)=\phi(|z|)$. We say that $\Phi$ (or $\phi$ ) is an even polynomial of degree $2 p$ if $\phi(t)$ is a polynomial of degree $p$ in $t^{2}$.

For $\Phi \in C(\mathbf{C})$ and $\alpha, \beta \in \mathbf{C}$, define $\Phi_{\alpha, \beta} \in C(\mathbf{C})$ by

$$
\Phi_{\alpha, \beta}(z)=\Phi(\alpha+\beta z), \quad \text { for all } z \in \mathbf{C},
$$

and write [ $\Phi$ ] for the linear span of $\left\{\Phi_{\alpha, \beta}: \alpha, \beta \in \mathbf{C}\right\}$. Let $M(\mathbf{C})$ denote the
space of complex Borel measures on $\mathbf{C}$. If $\Psi \in C(\mathbf{C}), \mu \in M(\mathbf{C})$, and

$$
\begin{equation*}
\int_{\mathbf{C}} \Psi(z) d \mu(z)=0 \tag{1}
\end{equation*}
$$

we say $\mu$ annihilates $\Psi$, written $\mu \perp \Psi$. Note that implicit in (1) is the integrability condition

$$
\int_{\mathbf{C}}|\Psi(z)| d|\mu|(z)<\infty
$$

If $\Phi \in C(\mathbf{C})$ and $\mu \perp \Psi$ for all $\Psi \in[\Phi]$, we write $\mu \perp\lceil\Phi]$.
2.2. Induced measures. Given our functions $f$ and $g$ as before, let $\mu \in M(\mathbf{C})$ be the difference of the measures induced on $\mathbf{C}$ by $f$ and $g$. That is, for each Borel set $E \subseteq \mathbf{C}$,

$$
\mu(E)=\eta\left(f^{-1}(E)\right)-\nu\left(g^{-1}(E)\right)
$$

Clearly, $\mu \equiv 0$ if and only if $f \sim g$. Also, (H1) implies $\mu \perp[\Phi]$, so our original problem is solved if we answer the question: For which $\Phi \in C(\mathbf{C})$ does $\mu \perp$ $[\Phi]$ imply $\mu \equiv 0$ ?

In this form, the only restriction on $\mu$, a priori, is that $\mu \in M(\mathbf{C})$. However, much of our later work will require that we restrict $\mu$ to be in some subspace of $M(\mathbf{C})$, so we make one further definition:
2.3. Definition. Let $\tilde{M}$ be a subspace of $M(\mathbf{C})$. We say $\Phi \in C(\mathbf{C})$ separates $\tilde{M}$ if $\mu \in \tilde{M}$ with $\mu \perp[\Phi]$ implies $\mu \equiv 0$.

Thus, in its most general form, the question we want to answer is this: Given a subspace $\tilde{M} \subseteq M(\mathbf{C})$, which functions $\Phi \in C(\mathbf{C})$ separate $\tilde{M}$ ? We will be considering only two types of subspaces in addition to $M(\mathbf{C})$ :
a) $M B(\mathbf{C})=\{\mu \in M(\mathbf{C}): \mu$ has bounded support $\}$. This type of measure arises when $f$ and $g$ are bounded functions.
b) $M^{p}(\mathbf{C})=\left\{\mu \in M(\mathbf{C}): \int_{\mathbf{C}}|z|^{p} d|\mu|(z)<\infty\right\}, 0<p<\infty$. This type of measure arises when $f \in L^{p}(X, \eta)$ and $g \in L^{p}(Y, \nu)$.

## 3. Measures of bounded support.

3.1. Theorem. $\Phi \in C(\mathbf{C})$ separates $M B(\mathbf{C})$ if and only if $\Phi$ is not polyharmonic.

Proof. If we endow $C(\mathbf{C})$ with the compact-open topology (the topology of uniform convergence on compact sets), then $M B(\mathbf{C})$ is its dual space. For $\Phi$ to separate $M B(\mathbf{C})$, it is necessary and sufficient that [ $\Phi$ ] be dense in $C(\mathbf{C})$. This theorem is therefore an immediate consequence of the following theorem of Schwartz [7]:
3.2. Theorem (Schwartz). Suppose $\Phi \in C(\mathbf{C})$. Then $[\Phi]$ is dense in $C(\mathbf{C})$ in the compact-open topology if and only if $\Phi$ is not polyharmonic.

This is actually the 2 -dimensional case of a more general result which we quote in Section 7. From Schwartz's result we can give a characterization of polyharmonic functions which will be of use in the sequel.
3.3. Definitions. Recall that $\Phi \in C(\mathbf{C})$ is polyharmonic if it is annihilated by some power of the Laplacian. More precisely, $\Phi$ is polyharmonic of order $m$ if $\Delta^{m} \Phi \equiv 0$.

Let $\tau \in M B(\mathbf{C})$ be defined as $(\sigma-\delta)$, where $\sigma$ is normalized Lebesque measure on $T$ and $\delta$ is the Dirac measure. For $\lambda>0$, let $\tau_{\lambda}$ be its dilation by $\lambda$, that is,

$$
\tau_{\lambda}(E)=\tau\{z / \lambda: z \in E\}
$$

for all Borel sets $E \subseteq \mathbf{C}$. If $\Psi \in C(\mathbf{C})$, then the convolution $\Psi * \tau_{\lambda}$ is in $C(\mathbf{C})$ and may be represented as

$$
\left(\Psi * \tau_{\lambda}\right)(z)=\int_{T}[\Psi(z+\lambda w)-\Psi(z)] d \sigma(w), \quad \text { for all } z \in \mathbf{C} .
$$

For $z_{0} \in \mathbf{C}$, define the radial function $R_{z 0} \Psi \in C(\mathbf{C})$ by

$$
\left(R_{z 0} \Psi\right)(z)=\int_{T} \Psi\left(z_{0}+|z| w\right) d \sigma(w), \quad \text { for all } z \in \mathbf{C}
$$

If we fix $\Psi \in C(\mathbf{C}), z_{0} \in \mathbf{C}$, and $\lambda>0$, then easy calculations show:

1) $R_{z 0}\left(\Psi * \tau_{\lambda}\right)=\left(\left(R_{z 0} \Psi\right) * \tau_{\lambda}\right)$.
2) Assume $\Psi$ is radial and an even polynomial. Then $\Psi$ has degree $2 m>0$ if and only if $\Psi * \tau_{\lambda}$ is an even polynomial of degree $2 m-2 . \Psi$ is constant if and only if $\Psi * \tau_{\lambda} \equiv 0$.

The first property just involves a change in order of integration. For the second, it is enough to consider even monomials $\Psi(z)=|z|^{2 k}$. Writing

$$
\left(\Psi * \tau_{\lambda}\right)(z)=\int_{T}\left(|z+\lambda w|^{2 k}-|z|^{2 k}\right) d \sigma(w)
$$

the result follows by expanding the integrand.
3.4. Theorem. $\Phi \in C(\mathbf{C})$ is polyharmonic of order $m$ if and only if

$$
\begin{equation*}
\Phi * \tau_{\lambda} \underbrace{\tau_{\lambda} * \ldots * \tau_{\lambda}}_{m \text { times }} \equiv 0, \tag{2}
\end{equation*}
$$

for all $\lambda>0$.
Proof. For $\lambda>0$, define $\mu_{\lambda}$ by


Assume $\Phi$ is polyharmonic of order $m$, that is, $\Phi \in C^{\infty}(\mathbf{C})$ and $\Delta^{m} \Phi \equiv 0$.

Fix $z_{0} \in C(\mathbf{C})$. Then $R_{z_{0}} \Phi \in C^{\infty}(\mathbf{C})$, and since the Laplacian is invariant under translation and rotation (i.e. multiplication by an element of $T$ ),

$$
\Delta^{m}\left(R_{z 0} \Phi\right) \equiv R_{z 0}\left(\Delta^{m} \Phi\right) \equiv 0 .
$$

Since $R_{z 0} \Phi$ is radial, let $h(t)$ be the associated (smooth) function on $[0, \infty)$. The partial differential equation $\Delta^{m}\left(R_{z_{0}} \Phi\right) \equiv 0$ leads as follows to an ordinary differential equation for $h(t)$ : Letting $x$ and $y$ be the real and imaginary parts of $z$, we have

$$
t^{2}=x^{2}+y^{2} .
$$

If $\Psi(z)$ is any radial function in $C^{\infty}(\mathbf{C})$ with $\psi(t)$ the associated function on $[0, \infty)$, then $\Delta \Psi$ is also radial and for $z \neq 0$ is given by

$$
(\Delta \Psi)(z)=\frac{d^{2} \psi}{d t^{2}}(t)+\frac{1}{t} \frac{d \psi}{d t}(t) .
$$

Applying this operation $m$ times to $R_{20} \Phi$, we arrive at an ordinary differential equation of degree $2 m$ of the form

$$
\begin{equation*}
\sum_{j=0}^{2 m-1} c_{j} t^{-j} h^{(2 m-j)}(t) \equiv 0, \quad t \in(0, \infty) \tag{3}
\end{equation*}
$$

where the $c_{j}$ are constants, $c_{0}=1$.
In particular, (3) implies that there are $2 m$ linearly independent radial solutions to $\Delta^{m} \Psi \equiv 0$ in $\mathbf{C} \backslash\{0\}$; it is an easy exercise to show that they are

$$
\left\{1,|z|^{2},|z|^{4}, \ldots,|z|^{2 m-2}, \log |z|,|z|^{2} \log |z|, \ldots,|z|^{2 m-2} \log |z|\right\}
$$

$h(|z|)$ must be a linear combination of these, but the fact that $\left(R_{20} \Phi\right)(z)=$ $h(|z|)$ is smooth at $z=0$ means that none of the terms involving $\log |z|$ can appear. That is, $R_{z 0} \Phi$ must be an even polynomial of degree $<2 m$. For $\lambda>0$, Property 2 ) above implies

$$
\left(R_{z_{0}} \Phi\right) * \mu_{\lambda} \equiv 0,
$$

and Property 1) implies

$$
R_{z_{0}}\left(\Phi * \mu_{\lambda}\right) \equiv 0
$$

This holds for all $z_{0} \in \mathbf{C}$ and $\lambda>0$, which clearly implies (2).
Conversely, assume (2) holds for $\Phi \in C(\mathbf{C})$. Consider $\mu_{1}(=\tau * \ldots * \tau)$. Since $\mu_{1} \not \equiv 0$, it suffices by Schwartz's result to prove that

$$
\begin{equation*}
\mu_{1} \perp \Phi_{\alpha, \beta} \tag{4}
\end{equation*}
$$

for all $\alpha, \beta \in \mathbf{C}$, hence $\mu \perp[\Phi]$. (4) is clear if $\beta=0$, so fix $\alpha, \beta \in \mathbf{C}, \beta \neq 0$ and
let $\lambda=|\beta|^{-1}$. Then

$$
\begin{aligned}
\int_{\mathbf{C}} & \Phi_{\alpha, \beta}(z) d \mu_{1}(z) \\
& =\int_{\mathbf{C}} \ldots \int_{\mathbf{C}} \Phi_{\alpha, \beta}\left(z_{1}+z_{2}+\ldots+z_{m}\right) d \tau\left(z_{1}\right) \ldots d \tau\left(z_{m}\right) \\
& =\int_{\mathbf{C}} \ldots \int_{\mathbf{C}} \Phi\left(\alpha+\beta z_{1}+\beta z_{2}+\ldots+\beta z_{m}\right) d \tau\left(z_{1}\right) \ldots d \tau\left(z_{m}\right) \\
& =\int_{\mathbf{G}} \ldots \int_{\mathbf{C}} \Phi\left(\alpha-w_{1}-w_{2}-\ldots-w_{m}\right) d \tau\left(\frac{w_{1}}{-\beta}\right) \ldots d \tau\left(\frac{w_{m}}{-\beta}\right) \\
& =\int_{\mathbf{C}} \ldots \int_{\mathbf{C}} \Phi\left(\alpha-w_{1}-w_{2}-\ldots-w_{m}\right) d \tau_{\lambda}\left(w_{1}\right) \ldots d \tau_{\lambda}\left(w_{m}\right) \\
& =\int_{\mathbf{C}} \Phi(\alpha-z) d \mu_{\lambda}(z)=\left(\Phi * \mu_{\lambda}\right)(\alpha)=0 .
\end{aligned}
$$

This gives (4) and completes the proof.
3.5. Remarks. Polyharmonic functions of order 1 are just harmonic functions, so this theorem reduces to the usual mean value property when $m=1$. Considerable work has been done on generalizations of the mean value property; interested readers will find references in Zalcman [9].

## 4. A counterexample.

4.1. Proposition. There are functions $\Phi \in C(\mathbf{C})$ which do not separate $M(\mathbf{C})$, yet are not polyharmonic.

Proof. Let $\mu$ be the measure defined on the positive real axis ( $x$-axis) in $\mathbf{C}$ by

$$
\frac{d \mu}{d x}=e^{-x^{1 / 4}}\left(\sin x^{1 / 4}\right)
$$

Then for $p=0,1,2, \ldots$,

$$
\int_{0}^{\infty} x^{p} e^{-x^{1 / 4}}\left|\sin x^{1 / 4}\right| d x<4 \Gamma(4 p+4)<\infty
$$

and using Cauchy's theorem,

$$
\int_{0}^{\infty} x^{p} e^{-x^{1 / 4}}\left(\sin x^{1 / 4}\right) d x=\Gamma(4 p+4) 2^{-2 p} \sin (p+1) \pi .
$$

Therefore, $\mu$ annihilates all polynomials on $\mathbf{C}$ in the real variable $x$. Since $\mu$ is concentrated on the real axis, we see

$$
\mu \perp P
$$

whenever $P$ is a polynomial in the two real variables $x$ and $y$. Clearly $\mu \not \equiv 0$
and $\mu \in M(\mathbf{C})$. For $k=0,1,2, \ldots$, let

$$
\gamma_{k}=\int_{\mathbf{C}}|z|^{k} d|\mu|(z)<\infty
$$

Define the function $\Phi$ on $\mathbf{C}$ by

$$
\begin{equation*}
\Phi(z)=\sum_{j=0}^{\infty} a_{j}|z|^{2 j} \tag{5}
\end{equation*}
$$

where the $a_{j}>0$ satisfy the conditions
(6) $\lim _{j \rightarrow \infty} \frac{a_{j+1}}{a_{j}}=0$,
(7) $\quad \lim _{j \rightarrow \infty} \frac{a_{j+1}\left(\gamma_{2 j+2}\right)}{a_{j}\left(\gamma_{2 j}\right)}=0$.

For example, let $a_{0}=1$, and for each $j \geqq 0$ inductively define

$$
a_{j+1}=\left(\frac{1}{2}\right)^{j} \min \left\{a_{j}, \frac{a_{j}\left(\gamma_{2_{j}}\right)}{\left(\gamma_{\left.2_{j+2}\right)}\right)}\right\} .
$$

Condition (6) ensures in the first instance that (5) converges for all $z \in \mathbf{C}$, so $\Phi \in C(\mathbf{C}) . \Phi$ is not polyharmonic since it is radial, and by the proof of Theorem 3.4 , the only radial polyharmonic functions are even polynomials. It remains only to show that
(8) $\mu \perp \Phi_{\alpha, \beta}$
for all $\alpha, \beta \in \mathbf{C}$. This is clear if $\beta=0$; and if $\beta \neq 0$ then the fact that $\Phi$ is radial implies

$$
\Phi_{\alpha, \beta} \equiv \Phi_{\gamma,|\beta|}, \quad \gamma=\frac{|\beta| \alpha}{\beta} .
$$

Therefore, it will suffice to prove (8) for $\alpha \in \mathbf{C}, \beta=\lambda>0$.
First we prove that $\Phi_{\alpha, \lambda}$ is $\mu$-integrable: Because of the positivity of (5), for $\alpha=0, \lambda>0$ we can integrate termwise to get

$$
\int_{\mathbf{C}} \Phi(\lambda z) d|\mu|(z)=\sum_{j=0}^{\infty} a_{j} \lambda^{2 j} \int_{\mathbf{C}}|z|^{2 j} d|\mu|(z)=\sum_{j=0}^{\infty} a_{j} \lambda^{2^{j}} \gamma_{2 j} .
$$

By condition (7), the latter is finite for all $\lambda>0$. When $\alpha \neq 0$, note that for $|z| \geqq|\alpha| / \lambda,|\alpha+\lambda z| \leqq 2 \lambda|z|$, hence

$$
\Phi(\alpha+\lambda z) \leqq \Phi(2 \lambda z)
$$

Thus

$$
\begin{aligned}
& \int_{\mathbf{C}} \Phi(\alpha+\lambda z) d|\mu|(z) \\
& \leqq \max _{|z|<|\alpha| \lambda}\{\Phi(\alpha+\lambda z)|\mu|(\mathbf{C})\}+\int_{\mathbf{C}} \Phi(2 \lambda z) d|\mu|(z)<\infty .
\end{aligned}
$$

Now, for $j=0,1,2, \ldots$, the term $|\alpha+\lambda z|^{2 j}$ is a polynomial (in two real variables); so our construction of $\mu$ implies

$$
\int_{\mathbf{C}}|\alpha+\lambda z|^{2 j} d \mu(z)=0 .
$$

By the dominated convergence theorem,

$$
\begin{aligned}
& \int_{\mathbf{C}} \Phi(\alpha+\lambda z) d \mu(z)=\int_{\mathbf{C}} \lim _{N \rightarrow \infty} \sum_{j=0}^{N} a_{j}|\alpha+\lambda z|^{2 j} d \mu(z) \\
&=\lim _{N \rightarrow \infty} \sum_{j=0}^{N} a_{j} \int_{\mathbf{C}}|\alpha+\lambda z|^{2 j} d \mu(z)=0 .
\end{aligned}
$$

This proves ( 8 ) and completes the counterexample.
4.2. Remark. It is worth noting that the $\Phi$ we constructed, though not polyharmonic, is extremely well behaved. It is positive, radial, $C^{\infty}$, and as a function of radius is increasing and convex. In fact, $\Phi$ is real analytic, hence is the uniform limit on compact sets of polyharmonic functions.
5. Measures with unbounded supports. 5.1. Our first result, the reformulation of Theorem II, forms the basis for our later work. It is any easy consequence of the case $n=2$ of the following lemma due to Rudin [5].
5.2. Lemma (Rudin). Assume $v \in C_{0}\left(\mathbf{R}^{n}\right)$ is radial, $v \neq 0$. Let $V$ be the smallest (supremum norm) closed translation-invariant subspace of $C_{0}\left(\mathbf{R}^{n}\right)$ which contains the dilations

$$
v_{r}(x)=v(r x), \quad r>0 .
$$

Then $V=C_{0}\left(\mathbf{R}^{n}\right)$.
5.3. Theorem. If $\Phi \in C_{0}(\mathbf{C}), \Phi \not \equiv 0$, then $\Phi$ separates $M(\mathbf{C})$.

Proof. Suppose $\mu \in M(\mathbf{C}), \mu \perp[\Phi]$. Consider $z_{0} \in \mathbf{C}$ and $R_{z_{0}} \Phi$ as defined in Section 3.3,

$$
\left(R_{z 0} \Phi\right)(z)=\int_{T} \Phi\left(z_{0}+|z| w\right) d \sigma(w), \quad \text { for all } z \in \mathbf{C}
$$

For $\alpha, \beta \in \mathbf{C}$,

$$
\int_{\mathbf{C}}\left(R_{z 0} \Phi\right)(\alpha+\beta z) d \mu(z)=\int_{\mathbf{C}} d \mu(z) \int_{T} \Phi\left(z_{0}+|\alpha+\beta z| w\right) d \sigma(w) .
$$

Using the invariance of $\sigma$ under multiplication by an element of $T$, this is

$$
\begin{aligned}
& =\int_{\mathbf{C}} d \mu(z) \int_{T} \Phi\left(z_{0}+(\alpha+\beta z) w\right) d \sigma(w) \\
& =\int_{T} d \sigma(w) \int_{\mathbf{C}} \Phi\left(z_{0}+\alpha w+(\beta w) z\right) d \mu(z) .
\end{aligned}
$$

Now $\mu \perp[\Phi]$ implies each inner integral vanishes, so the whole integral vanishes. This is true for each $\alpha, \beta \in \mathbf{C}$, so $\mu \perp\left[R_{z_{0}} \Phi\right]$ for any $z_{0} \in \mathbf{C}$.

Since $\Phi \not \equiv 0$, we can fix some $z_{0}$ so that $R_{z_{0}} \not \equiv 0$. Clearly, $R_{z_{0}} \Phi \in C_{0}(\mathbf{C})=$ $C_{0}\left(\mathbf{R}^{2}\right)$. By Rudin's lemma, with $n=2$ and $v=R_{z_{0}} \Phi$, we see that $\mu$ annihilates all of $C_{0}\left(\mathbf{R}^{2}\right)$. As is well known, this implies $\mu \equiv 0$,,so $\Phi$ separates $M(\mathbf{C})$.

Throughout the remainder of this section, $\Phi$ will denote a radial and realvalued function in $C(\mathbf{C})$ and $\phi$ will be the associated function on $[0, \infty)$. Recall from the proof of Theorem 3.4, a radial $\phi$ is polyharmonic if and only if it is an even polynomial.
5.4. Theorem. Let $\phi(t)$ be increasing and $k$-times differentiable for large $t$, $\phi$ not an even polynomial. Assume $\boldsymbol{\phi}^{(k)}(t)$ tends to a finite limit as $t \rightarrow \infty$. Then $\phi$ separates $M(\mathbf{C})$.
Proof. Suppose $\mu \in M(\mathbf{C}), \mu \perp[\Phi]$. For $\lambda>0$, define

$$
\Psi_{\lambda}=\Phi * \underbrace{\tau_{\lambda} * \ldots * \tau_{\lambda}}_{k+1 \text { times }}
$$

where $\tau_{\lambda}$ is as defined in Section 3.3. It suffices to prove that for some $\lambda>0$ we have 1) $\left.\Psi_{\lambda} \not \equiv 0,2\right) \mu \perp\left[\Psi_{\lambda}\right]$, and 3) $\Psi_{\lambda} \in C_{0}(\mathbf{C})$. For then, by Theorem 5.3. $\mu \equiv 0$, so $\Phi$ separates $M(\mathbf{C})$.

1) Since $\Phi$ is not polyharmonic, Theorem 3.4 implies that there is a $\lambda>0$ with $\Psi_{\lambda} \not \equiv 0$. For convenience and without loss of generality, assume $\Psi=$ $\Psi_{1} \neq 0$.
2) To prove $\mu \perp[\Psi]$, we use the fact that $\phi(t)$ is increasing for large $t$ to arrive at a more general result.

Claim. Let $\nu \in M B(\mathbf{C})$. If $\mu \perp[\Phi]$, then $\mu \perp[\Phi * \nu]$.
We must show for each $\alpha, \beta \in \mathbf{C}$ that

$$
\begin{equation*}
\mu \perp(\Phi * \nu)_{\alpha, \beta} . \tag{9}
\end{equation*}
$$

This is clear if $\beta=0$, so fix $\alpha, \beta \in \mathbf{C}, \beta \neq 0$. Suppose $\nu$ is supported on

$$
B_{K}=\{z \in \mathbf{C}:|z| \leqq K\}
$$

Then

$$
\begin{aligned}
(\Phi * \nu)_{\alpha, \beta}(z) & =\int_{\mathbf{C}} \Phi(\alpha+\beta z-\xi) d \nu(\xi) \\
& =\int_{B_{K}} \Phi(\alpha+\beta z-\xi) d \nu(\xi)=\int_{B_{K}} \phi(|\alpha+\beta z-\xi|) d \nu(\xi)
\end{aligned}
$$

For $|z|$ large, $|\alpha+\beta z-\xi| \leqq|2 \alpha+2 \beta z|$ for all $\xi \in B_{K}$. Also, since $\phi(t)$ is increasing for large $l$, we can choose $|z|$ even larger, if necessary, say $|z| \geqq M$,
so that

$$
\begin{aligned}
\Phi(\alpha+\beta z-\xi)=\phi(|\alpha+\beta z-\xi|) \leqq & \phi(|2 \alpha+2 \beta z|) \\
& =\Phi(2 \alpha+2 \beta z), \text { for all } \xi \in B_{K} .
\end{aligned}
$$

Now $\mu \perp[\Phi]$ implies in particular that

$$
\int_{\mathbf{C}}|\Phi(2 \alpha+2 \beta z)| d|\mu|(z)=C<\infty .
$$

Therefore,

$$
\begin{aligned}
& \int_{B_{K}} d|\nu|(\xi) \int_{\mathbf{C}}|\Phi(\alpha+\beta z-\xi)| d|\mu|(z) \\
& \quad \leqq \int_{B_{K}} d|\nu|(\xi)\left\{\max _{\substack{|\xi| \leq K \\
|z| \leq M}}|\Phi(\alpha+\beta z-\xi)||\mu|(\mathbf{C})\right. \\
& \left.\quad+\int_{|z| \geqq M}|\Phi(\alpha+\beta z-\xi)| d|\mu|(z)\right\} \\
& \quad \leqq \int_{B_{K}}\left\{\max _{\substack{|\xi| \leq K \\
|z| \leq M}}|\Phi(\alpha+\beta z-\xi)||\mu|(\mathbf{C})+C\right\} d|\nu|(\xi)<\infty
\end{aligned}
$$

This justifies the change in order of integration which gives

$$
\begin{align*}
\int_{\mathbf{C}}(\Phi * \nu)_{\alpha, \beta}(z) d \mu(z)=\int_{\mathbf{C}} d \mu(z) & \int_{\mathbf{C}} \Phi(\alpha+\beta z-\xi) d \nu(\xi) \\
& =\int_{\mathbf{C}} d \nu(\xi) \int_{\mathbf{C}} \Phi(\alpha+\beta z-\xi) d \mu(z) \tag{10}
\end{align*}
$$

This proves (9) since $\mu$ annihilates $\Phi(\alpha+\beta z-\xi)$ for each fixed $\xi$, and our claim is proven.

In our particular instance, take

so that $\Psi=\Phi * \nu$. Then $\mu \perp[\Psi]$.
3) Suppose $\gamma$ is the function on $[0, \infty)$ associated with a radial function $\Gamma \in C(\mathbf{C})$. Let $D^{j} \gamma$ be the function on $[0, \infty)$ associated with the radial function


Then $D\left(D^{j} \gamma\right)=D^{j+1} \gamma$.
Given $\phi$ hypothesized, our aim is to prove $\left(D^{k+1} \phi\right)(t) \rightarrow 0$ as $t \rightarrow \infty$. We use induction on $k$ :

For $k=0$, the hypothesis is that $\phi(t) \rightarrow c$ as $t \rightarrow \infty,|c|<\infty$. By the dominated convergence theorem,

$$
(D \phi)(t)=\int_{T}[\Phi(t+w)-\Phi(t)] d \sigma(w)=\int_{T}[\phi(|t+w|)-\phi(t)] d \sigma(w)
$$

converges to 0 as $t \rightarrow \infty$.
For $k=1$, we assume $\phi^{(1)}(t) \rightarrow c$ as $t \rightarrow \infty,|c|<\infty$. Then for $t$ large,

$$
[\phi(|t+w|)-\phi(t)]
$$

converges boundedly to $c \cdot[\cos (\arg w)]$. Again by dominated convergence, $(D \phi)(t)$ converges as $t \rightarrow \infty$ to

$$
\int_{T} c[\cos (\arg w)] d \sigma(w)=c \int_{T} \cos \theta \frac{d \theta}{2 \pi}=0 .
$$

By the previous case, replacing $\phi(t)$ by $(D \phi)(t)$, we see

$$
(D(D \phi))(t)=\left(D^{2} \phi\right)(t) \rightarrow 0 \quad \text { as } t \rightarrow \infty .
$$

Assume that $k \geqq 2$ and that our result has been proven for $k-1$. If $\phi^{(k)}(t) \rightarrow c$ as $t \rightarrow \infty,|c|<\infty$, then by induction it is enough to prove that

$$
(D \phi)^{(k-1)}(t) \rightarrow 0 \quad \text { as } t \rightarrow \infty .
$$

First we need some preliminary estimates. For $w \in T, t \in[0, \infty)$, define

$$
h_{w}(t)=|t+w|
$$

For large $t$, easy computations show the following estimates, all of which are independent of $w \in T$ :
(i) $h_{w}{ }^{(1)}(t)=O(1)$ as $t \rightarrow \infty$,
(ii) $\left[h_{w}(t)\right]^{n+1} h_{w}{ }^{(n)}(t)=O(1)$ as $t \rightarrow \infty, n \geqq 2$, and
(iii) $h_{w}(t)\left[\left(h_{w}{ }^{(1)}\right)^{k-1}-1\right]=o(1) \quad$ as $t \rightarrow \infty$.

Now, write

$$
(D \phi)(t)=\int_{T}[\phi(|t+w|)-\phi(t)] d \sigma(w)=\int_{T}\left[\phi \circ h_{w}(t)-\phi(t)\right] d \sigma(w) .
$$

For large $t$ we can differentiate $(k-1)$ times under the integral sign to get (suppressing the variable $t$ )

$$
\begin{align*}
& (D \phi)^{(k-1)}=\int_{T}\left[\frac{d^{k-1}}{d t^{k-1}}\left(\phi \circ h_{w}\right)-\phi^{(k-1)}\right] d \sigma(w) \\
& =\int_{T}\left[\left(\phi^{(k-1)} \circ h_{w}\right)\left(h_{w}^{(1)}\right)^{k-1}-\phi^{(k-1)}\right] d \sigma(w)  \tag{11}\\
& +\sum_{j=1}^{k-2} \sum_{\substack{l_{1}+\ldots+l_{j}=k-1 \\
l i \geqq 1}} b_{l_{1}, \ldots, l_{j}} \int_{T}\left(\phi^{(j)} \circ h_{w}\right) \\
& \quad \times\left(h_{w}^{\left(l_{1}\right)}\right)\left(h_{w}{ }^{\left(l_{2}\right)}\right) \ldots\left(h_{w}^{\left(l_{j}\right)}\right) d \sigma(w) .
\end{align*}
$$

We will prove that each of the integrals on the right vanishes as $t \rightarrow \infty$.

Rewrite the first integral in (11) as

$$
\begin{aligned}
\int_{T}\left(\frac{\phi^{(k-1)} \circ h_{w}}{h_{w}}\right)\left(h_{w}\right)\left[\left(h_{w}{ }^{(1)}\right)^{k-1}-1\right] d \sigma(w) & \\
& +\int_{T}\left[\left(\phi^{(k-1)} \circ h_{w}\right)-\phi^{(k-1)}\right] d \sigma(w)
\end{aligned}
$$

The first of these vanishes by dominated convergence using (iii) above and the fact that

$$
\left(\phi^{(k-1)} \circ h_{w}\right)(t)=O\left(h_{w o}(t)\right) \quad \text { as } t \rightarrow \infty,
$$

independent of $w$. The second integral vanishes by the argument used earlier in the $k=1$ case.

Consider one of the latter integrals in (11), say

$$
\begin{equation*}
\int_{T}\left(\phi^{(j)} \circ h_{w}\right)\left(h_{w}^{\left(l_{1}\right)}\right)\left(h_{w}^{\left(l_{2}\right)}\right) \ldots\left(h_{w}^{\left(l_{j}\right)}\right) d \sigma(w) . \tag{12}
\end{equation*}
$$

Here $1 \leqq j \leqq k-2, l_{1}+l_{2}+\ldots l_{j}=k-1$, and $l_{1}, l_{2}, \ldots, l_{j} \geqq 1$. Not all of the $l_{i}$ can be 1 , so assume

$$
l_{j 0}, l_{j_{0+1}}, \ldots, l_{j} \geqq 2, \quad 1 \leqq j_{0} \leqq j
$$

and let

$$
m=\left(l_{j 0}+1\right)+\left(l_{j 0+1}+1\right)+\ldots+\left(l_{j}+1\right)
$$

We may rewrite (12) as

$$
\begin{equation*}
\int_{T} \frac{\left(\phi^{(j)} \circ h_{w}\right)}{\left(h_{w}\right)^{m}}\left[\left(h_{w}{ }^{(1)}\right)^{j 0-1}\right]\left[\left(h_{w}\right)^{l_{j 0+1}} h_{w}{ }^{\left(l_{j 0}\right)}\right] \ldots\left[\left(h_{w}\right)^{l_{j+1}} h_{w}{ }^{\left(l_{j}\right)}\right] d \sigma(w) . \tag{13}
\end{equation*}
$$

By (i) and (ii) above, each term in square brackets is bounded as $t \rightarrow \infty$, independent of $w$. Now $m \geqq k-j+1$ and $\phi^{(k)}(t) \rightarrow c$ as $t \rightarrow \infty$, so

$$
\frac{\phi^{(j)}(t)}{t^{m}} \rightarrow 0 \quad \text { as } t \rightarrow \infty
$$

Since $h_{w}(t) \geqq(t-1)$ for large $t$ and all $w$, the first term in (13) goes boundedly to 0 as $t \rightarrow \infty$. By the dominated convergence theorem, (13) vanishes as $t \rightarrow \infty$.

This completes the proof of the theorem.
5.5. Further results. The previous theorem applies to many of the functions which are of importance in function theory, e.g., $\phi(t)=t^{p}, \phi(t)=\log ^{+}(t)$, $\phi(t)=\log (1+t)$. There are many other classes of continuous functions $\phi$ for which the same proof would apply. The two key elements of the proof are that $\Phi * \tau * \ldots * \tau \in C_{0}(\mathbf{C})$ and that we can justify the change in order of integration used in formula (10). We list without proof some other classes of functions for which these hold and which therefore separate $M(\mathbf{C})$.
a) $\phi(t)$ is positive and concave for large $t$.
b) $\phi(t)$ is increasing and $\phi(\sqrt{t})$ is strictly concave for large $t$.
c) $\phi(t)$ is convex for large $t$ and the left-hand derivative of $\phi$ is bounded as $t \rightarrow \infty$.

Even when $\Phi$ does not satisfy any of the hypotheses we have listed, it may be possible to modify $\Phi$ by convolution to show that it separates $M(\mathbf{C})$. For example, suppose $\phi(t)$ is increasing but not differentiable. Let $\Psi$ be a radial $C^{\infty}(\mathbf{C})$ function supported in $\{z \in \mathbf{C}:|z| \leqq 1\}$. By the claim in the proof of Theorem 5.4, $\mu \perp[\Phi]$ implies $\mu \perp[\Phi * \Psi] . \Phi * \Psi$ is now $C^{\infty}(\mathbf{C})$. If it satisfies one of our hypotheses, then $\mu \equiv 0$, hence $\Phi$ separates $M(\mathbf{C})$.
5.6. Remark. Another way to justify the change in order of integration needed in the proof of Theorem 5. 4 would be to restrict the class of measures $\mu$ under consideration. For example, we can eliminate the hypothesis that $\phi(t)$ be increasing if we weaken the conclusion to read: $\phi$ separates $M^{k}(\mathbf{C})$. Another example where we must restrict the class of measures is the following:
5.7. Theorem. Suppose $0<p<\infty, p \neq 2,4,6, \ldots$ and assume $|\phi(t)| / t^{p}$ is bounded for all $t$. If $\phi(t) / t^{p}$ tends to a finite limit as $t \downarrow 0$ or if $\phi(t) / t^{p}$ tends to a finite limit as $t \rightarrow \infty$, then $\phi$ separates $M^{p}(\mathbf{C})$.

$$
\begin{aligned}
& \text { Proof. Assume } \mu \in M^{p}(\mathbf{C}), \mu \perp[\Phi] \text {. Fix } \alpha, \beta \in \mathbf{C} \text {. For } \lambda>0, \\
& \int_{\mathbf{C}} \frac{\phi(|\lambda \alpha+\lambda \beta z|)}{|\lambda \alpha+\lambda \beta z|^{p}}|\alpha+\beta z|^{p} d \mu(z)=0 .
\end{aligned}
$$

Letting $\lambda \downarrow 0$ (or $\lambda \rightarrow \infty$ as appropriate) and applying the dominated convergence theorem, we have

$$
\int_{\mathrm{C}}|\alpha+\beta z|^{p} d \mu(z)=0
$$

Since this holds for all $\alpha, \beta \in \mathbf{C}$ and since the function

$$
z \rightarrow|z|^{p}
$$

separates $M(\mathbf{C})$ by Theorem 5.4, we conclude that $\mu \equiv 0$. Thus $\phi$ separates $M^{p}(\mathbf{C})$.
5.8. Corollary. If $|\boldsymbol{\phi}(t)| / t$ is bounded for all $t$ and $\boldsymbol{\phi}(t)$ has a non-vanishing right-hand derivative at 0 , then $\phi$ separates $M^{1}(\mathbf{C})$.

In all of the above results, $\phi(t)$ has slow, i.e., polynomial, growth while in in the counterexample of Section 4, our $\phi$ grows more quickly than any polynomial. That difference in growth is not alone the determining factor is shown by the following result. The proof is motivated by the methods of Andersen in [1].
5.9. Theorem. The function $\phi(t)=e^{t}$ separates $M(\mathbf{C})$.

Proof. Suppose $\mu \in M(\mathbf{C}), \mu \perp[\Phi]$. Then

$$
\int_{\mathbf{C}}|\alpha+\beta z| d|\mu|(z) \leqq \int_{\mathbf{C}} \exp \{|\alpha+\beta z|\} d|\mu|(z)<\infty
$$

for all $\alpha, \beta \in \mathbf{C}$. By Theorem 5.4, it suffices to prove

$$
\begin{equation*}
\int_{\mathbf{C}}|\alpha+\beta z| d \mu(z)=0, \quad \text { for all } \alpha, \beta \in \mathbf{C} \tag{14}
\end{equation*}
$$

Fix $\alpha$ and $\beta$ and let $\nu=\nu(\alpha, \beta)$ be the measure defined on Borel sets $E \subseteq$ $[0, \infty)$ by

$$
\nu(E)=\mu\{z \in \mathbf{C}:|\alpha+\beta z| \in E\} .
$$

$\nu$ is a finite real Borel measure whose total variation measure satisfies

$$
|\nu|(E) \leqq|\mu|\{z \in \mathbf{C}:|\alpha+\beta z| \in E\} .
$$

For $s=x+i y \in \mathbf{C}$, define the Laplace-Stieltjes transform

$$
\begin{equation*}
F(s)=\int_{0}^{\infty} e^{-s t} d \nu(t) \tag{15}
\end{equation*}
$$

Since $\nu$ is finite, this clearly converges for $x \geqq 0$. For $x<0$ note that by the definition of $\nu$ and the fact $\mu \perp[\Phi]$, we have

$$
\int_{0}^{\infty} e^{-x t} d|\nu|(t) \leqq \int_{\mathbf{C}} e^{|-x \alpha-x \beta z|} d|\mu|(z)<\infty .
$$

Therefore, the integral in (15) converges for all $s \in \mathbf{C}$ and $F(s)$ is an entire function. Let $0<p<\infty$ and let $a=p \alpha, b=p \beta$. Then $\mu \perp \Phi_{a, b}$ implies

$$
F(-p)=\int_{0}^{\infty} e^{p t} d \nu(t)=\int_{\mathbf{C}} e^{|p \alpha+p \beta z|} d \mu(z)=0
$$

Thus $F \equiv 0$ and by the uniqueness of the Laplace-Stieltjes transform, $\nu \equiv 0$. (See, for example, Widder [8, Chapter 5].) In particular,

$$
0=\int_{0}^{\infty} t d \nu(t)=\int_{\mathbf{C}}|\alpha+\beta z| d \mu(z)
$$

This proves (14) and hence the theorem.
6. Equimeasurability and homomorphisms. 6.1 Interpreting our results in the original setting of functions and equimeasurability, we can extend some work of Forelli $[\mathbf{2} ; \mathbf{3}]$, Schneider [6], and Rudin [5] concerning homomorphisms.

Assume $(X, \eta)$ and $(Y, \nu)$ are complex measure spaces. Let $B$ denote the space of complex measurable functions on $Y$, and let $A$ be an algebra (under pointwise multiplication) of complex measurable functions on $X$ containing the constant function 1 .
6.2. Theorem. Suppose $A \subseteq L^{1}(X, \eta)$ and $\Gamma: A \rightarrow B$ is a linear mapping with $\Gamma 1=1$. If we have

$$
\begin{equation*}
\int_{X} \Phi(f(x)) d \eta(x)=\int_{Y} \Phi((\Gamma f)(y)) d \nu(y), \quad \text { for all } f \in A \tag{16}
\end{equation*}
$$

for some function $\Phi \in C(\mathbf{C})$ which separates $M(\mathbf{C})$, then $\Gamma$ is a homomorphism on $A$, that is,

$$
\Gamma(f g)=(\Gamma f)(\Gamma g), \quad \text { for all } f, g \in A
$$

Proof. Fix $f \in A$. The hypotheses imply that

$$
\begin{equation*}
\int_{X} \Phi(\alpha+\beta f(x)) d \eta(x)=\int_{Y} \Phi(\alpha+\beta(\Gamma f)(y)) d \nu(y) \tag{17}
\end{equation*}
$$

for all $\alpha, \beta \in \mathbf{C}$. If $\mu=\eta_{f}-\nu_{\Gamma f}$, where $\eta_{f}$ and $\nu_{\Gamma f}$ are the measures induced on $\mathbf{C}$ by $f$ and $\Gamma f$, then $\mu \in M(\mathbf{C})$ and (17) implies $\mu \perp[\Phi]$. Since $\Phi$ separates $M(\mathbf{C}), \mu \equiv 0$.

In other words, for every $f \in A, f \sim \Gamma f$ and $\left(1+a f+b f^{2}\right) \sim(1+a \Gamma f+$ $\left.b \Gamma\left(f^{2}\right)\right)$ for every $a, b \in \mathbf{C}$. Since $A \subseteq L^{1}(X, \eta)$, we can apply the argument in Section 3.3 of Rudin [0] to complete the proof.

The class of functions $\Phi$ satisfying (16) for which the conclusion holds depends on the algebras $A$ and $\Gamma(A) \subseteq B$. For example, if we add the hypothesis that $\Gamma(A) \subseteq L^{1}(Y, \nu)$, then $\Phi$ need only separate $M^{1}(\mathbf{C})$ for the conclusion to hold. In view of Theorem 3.1, another example is this:
6.3. Corollary. Let $A \subseteq L^{\infty}(X, \eta)$ and let $\Gamma: A \rightarrow L^{\infty}(Y, \nu)$ be linear with $\Gamma 1=1$. Suppose that for some $\Phi \in C(\mathbf{C})$ which is not polyharmonic, we have

$$
\int_{X} \Phi(f(x)) d \eta(x)=\int_{Y} \Phi((\Gamma f)(y)) d \nu(y), \quad \text { for all } f \in A .
$$

Then $\Gamma$ is a homomorphism.
7. Generalizations. 7.1. Until now we have looked at functions $f$ and $g$ taking values in $\dot{\mathbf{C}}$ (or equivalently, at measures in $\mathbf{C}$ ). However, we can prove analogous results for functions with values in any of the $\mathbf{R}^{n}$. We discuss two approaches to generalization; the first, which occurred in the original work on equimeasurability by Rudin [5], applies to $\mathbf{C}^{n}$-valued functions. The second, and perhaps more natural, approach applies to functions with values in $\mathbf{R}^{n}$ for any $n \geqq 1$.

Let $F=\left(f_{1}, f_{2}, \ldots, f_{n}\right)$ and $G=\left(g_{1}, g_{2}, \ldots, g_{n}\right)$ be two measurable $\mathbf{C}^{n}-$ valued functions on $(X, \eta)$ and $(Y, \nu) . F$ and $G$ are equimeasurable, $F \sim G$, if

$$
\eta\left(F^{-1}(E)\right)=\nu\left(G^{-1}(E)\right)
$$

for all Borel sets $E \subseteq \mathbf{C}^{n}$. Let $\langle\cdot, \cdot\rangle$ denote the usual complex inner product on $\mathbf{C}^{n}$. For $\Phi \in C(\mathbf{C})$ we make the following standing hypothesis (H2) relating $\Phi, F$, and $G$ :
(H2) For all $\alpha \in \mathbf{C}$ and $\beta \in \mathbf{C}^{n}$, we have
a) $\Phi(\alpha+\langle\beta, F\rangle) \in L^{1}(X, \eta)$,
b) $\Phi(\alpha+\langle\beta, G\rangle) \in L^{1}(Y, \nu)$, and
c) $\int_{X} \Phi(\alpha+\langle\beta, F(x)\rangle) d \eta(x)=\int_{Y} \Phi(\alpha+\langle\beta, G(y)\rangle) d \nu(y)$.
7.2 Theorem. If $\Phi$ separates $M(\mathbf{C})$, then ( H 2 ) implies $F \sim G$.

Proof. Let $\mu$ be the difference of the measures induced by $F$ and $G$ on $\mathbf{C}^{n}$. For $w=\left(w_{1}, w_{2}, \ldots, w_{n}\right) \in \mathbf{C}^{n}$ with $|w|^{2}=\sum_{i=1}^{n}\left|w_{i}\right|^{2}=1$, let $\mu_{w} \in M(\mathbf{C})$ be defined on Borel sets $E \subseteq \mathbf{C}$ by

$$
\mu_{w}(E)=\mu\left\{z \in \mathbf{C}^{n}:\langle w, z\rangle \in E\right\} .
$$

(H2) implies that for all $\alpha, \gamma \in \mathbf{C}, w \in \mathbf{C}^{n},|w|=1$,

$$
0=\int_{\mathbf{C}^{n}} \Phi(\alpha+\gamma\langle w, z\rangle) d \mu(z)=\int_{\mathbf{C}} \Phi(\alpha+\gamma \xi) d \mu_{w}(\xi) .
$$

Since $\Phi$ separates $M(\mathbf{C}), \mu_{w} \equiv 0$ whenever $|w|=1$. It remains only to show that this implies $\mu \equiv 0$ on $\mathbf{C}^{n}$.

If we identify $\mathbf{C}^{n}$ with $\mathbf{R}^{2 n}$ in the usual way, the real Euclidean inner product is $\operatorname{Re}\langle\cdot, \cdot\rangle$. Fix $z \in \mathbf{C}^{n}$ with $|z| \neq 0$ and let $w=z /|z|$. The Fourier transform of $\mu$ at $z$ is

$$
\begin{aligned}
& \hat{\mu}(z)=\int_{\mathbf{R}^{2} n} e^{-i \operatorname{Re}^{\langle z, x\rangle}} d \mu(x) \\
&=\int_{\mathbf{R}^{2 n}} e^{-i|z| \mathrm{Re}\langle x, x\rangle} d \mu(x)=\int_{\mathbf{C}} e^{-i|z| \mathrm{Re}^{\xi}} d \mu_{w}(\xi)=0 .
\end{aligned}
$$

Therefore, $\hat{\mu} \equiv 0$, which implies $\mu \equiv 0$, and the proof is complete.
7.3. Corollary. If $\Phi \in C(\mathbf{C})$ is not polyharmonic and if $F$ and $G$ are bounded, then (H2) implies $F \sim G$.
7.4. Second approach. We now consider $\mathbf{R}^{n}$-valued functions $f$ and $g$, where $n \geqq 1$. Our first need is for an appropriate analogue of the rotated, dilated, and translated functions $\Phi_{\alpha, \beta}$.

Let $S O(n)$ denote the special orthogonal group of transformations of $\mathbf{R}^{n}$, i.e., those orthogonal transformations with determinant +1 . Let $\Phi \in C\left(\mathbf{R}^{n}\right)$. For each $\alpha \in \mathbf{R}^{n}, b \in[0, \infty)$, and $U \in S O(n)$, define $\Phi_{\alpha, b, U} \in C\left(\mathbf{R}^{n}\right)$ by

$$
\Phi_{\alpha, b, U}(x)=\Phi(\alpha+b U x), \quad \text { for all } x \in \mathbf{R}^{n}
$$

and let $[\Phi]$ denote the linear span of these functions. We have the standing hypothesis (H3) relating $\Phi, f$, and $g$ :
(H3) For every $\alpha \in \mathbf{R}^{n}, b \in[0, \infty)$, and $U \in S O(n)$, we have
a) $\left(\Phi_{\alpha, b, U} \circ f\right) \in L^{1}(X, \eta)$,
b) $\left.\left(\Phi_{\alpha, b, U} \circ g\right) \in L^{1} Y, \nu\right)$, and
c) $\int_{X}\left(\Phi_{\alpha, b, U} \circ f\right) d \eta=\int_{Y}\left(\Phi_{\alpha, b, U} \circ g\right) \mathrm{d} \nu$.

Note that, after identifying $\mathbf{R}^{2}$ with $\mathbf{C}, S O(2)$ is just the group of multiplications by complex numbers of modulus 1 , and (H3) is precisely the same as (H1).

A function $\Phi \in C\left(\mathbf{R}^{n}\right)$ is radial if

$$
\Phi(x)=\Phi(U x), \quad \text { for all } x \in \mathbf{R}^{n}, U \in S O(n),
$$

in which case it is associated with a function $\phi$ on $[0, \infty)$.
The Laplacian in $\mathbf{R}^{n}$ is $\Delta=\sum_{i=1}^{n}\left(\partial / \partial x_{i}\right)^{2}$, and $\Phi \in C^{\infty}\left(\mathbf{R}^{n}\right)$ is polyharmonic of order $m$ if

$$
\Delta^{m} \Phi \equiv 0
$$

7.5. Results in $\mathbf{R}^{n}$. The analogues of all our previous results are true for $\mathbf{R}^{n}$ valued functions $f$ and $g, n \geqq 1$. The reformulation in Section 2 and the subsequent proofs are essentially unchanged.

The proof of the result when $f$ and $g$ are assumed bounded follows from Schwartz's more general result (see [7]):
7.6. Theorem (Schwartz). Suppose $\Phi \in C\left(\mathbf{R}^{n}\right)$. Then $\lceil\Phi]$ is dense in $C\left(\mathbf{R}^{n}\right)$ in the compact-open topology if and only if $\Phi$ is not polyharmonic.

The measure $\tau$ used in Theorems 3.4 and 5.4 must now be defined as normalized Lebesque measure (denoted $\sigma$ ) on the unit sphere $S$ in $\mathbf{R}^{n}$ minus the Dirac $\delta$. Convolution with $\tau$ can be represented as

$$
\begin{aligned}
(\Psi * \tau)(x)=\int_{S}[\Psi(x+w)- & \Psi(x)] d \sigma(w) \\
& =\int_{S O(n)}\left[\Psi\left(x+U w_{0}\right)-\Psi(x)\right] d \sigma_{n}(U)
\end{aligned}
$$

where $w_{0} \in S$ and $\sigma_{n}$ is Haar measure on the group $S O(n)$.
7.7. Remaining questions. Is there an analogue of Theorem I when $f$ and $g$ are unbounded? Perhaps the exceptional functions are some appropriate generalization of polyharmonic functions. Are there functions which separate $M^{p}(\mathbf{C})$ but not $M(\mathbf{C})$ ? Does $\Phi(z)=e^{|z|^{2}}$ separate $M(\mathbf{C})$ ?

## References

1. Kenneth F. Andersen, On $L^{p}$ norms and the equimeasurability of functions, Proc. Amer. Math. Soc. 40 (1973), 149-153.
2. Frank Forelli, The isometries of $H^{p}$, Can. J. Math. 16 (1964), 721-728.
3.     - A theorem on isometries and the application of it to the isometries of $H^{p}(S)$ for $2<p<\infty$, Can. J. Math. 25 (1973), 284-289.
4. John Lamperti, On the isometries of certain function-spaces, Pac. J. Math. 8 (1958), 459-466.
5. Walter Rudin, $L^{p}$-isometries and equimeasurability, Indiana University Math. J. 25 (1976), 215-228.
6. Robert B. Schneider, Unit preserving isometries are homomorphisms in certain $L^{p}$, Can. J. Math. 27 (1975), 133-137.
7. Laurent Schwartz, Sur certaines familles non fondamentales de fonctions continues, Bull. Soc. Math. France, 72 (1944), 141-144.
8. D. V. Widder, An introduction to transform theory (Academic Press, New York, 1971).
9. Lawrence Zalcman, Analyticity and the Pompeiu problem, Arch. Rat. Mech. Anal. 47 (1972), 237-254.

University of Wisconsin, Madison, Wisconsin


[^0]:    Received September 14, 1976 and in revised form, November 19, 1976. This research was supported in part by an NSF grant at the University of Wisconsin, Madison.

