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Abstract

Recent advances in scanning transmission electron microscopy (STEM) have rekindled interest in multi-channel detectors and prompted
the exploration of unconventional scan patterns. These emerging needs are not yet addressed by standard commercial hardware. The system
described here incorporates a flexible scan generator that enables exploration of low-acceleration scan patterns, while data are recorded by a
scalable eight-channel array of nonmultiplexed analog-to-digital converters. System integration with SerialEM provides a flexible route for
automated acquisition protocols including tomography. Using a solid-state quadrant detector with additional annular rings, we explore the
generation and detection of various STEM contrast modes. Through-focus bright-field scans relate to phase contrast, similarly to wide-field
TEM. More strikingly, comparing images acquired from different off-axis detector elements reveals lateral shifts dependent on defocus.
Compensation of this parallax effect leads to decomposition of integrated differential phase contrast (iDPC) to separable contributions
relating to projected electric potential and to defocus. Thus, a single scan provides both a computationally refocused phase contrast
image and a second image in which the signed intensity, bright or dark, represents the degree of defocus.
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Introduction

Scanning transmission electron microscopy (STEM) is based on
instantaneous measurements of electron flux as the specimen is
illuminated by a focused probe. A variety of detectors may be
employed, singly or simultaneously, which subtend different
solid angles of scattering. These may be configured such that
their signals are dominated by distinct scattering processes.
Thus, a detector with multiple segments can report on coherent
and incoherent scattering, or distinguish light from heavy ele-
ments, on the basis of comparative signal intensities (Tichelaar
et al., 1994; Sousa et al., 2008; Hohmann-Marriott et al., 2009;
Elad et al., 2017). According to recent theory, tomographic
scans acquired with an integrated Center of Mass (iCOM) detec-
tor is the most direct way to map the electro-optic refractive index
in a sample (Bosch & Lazić, 2019). COM may be defined as the
first moment of the projected intensity and is measured conve-
niently using a pixelated detector in 4D STEM (MacLaren et al.,
2020). The refractive index is directly related to the local electric
potential, which at sufficient resolution could reveal the atomic
number and possibly molecular charge as long as intensity mod-
ulations within the primary diffraction disc are taken care of
(MacLaren et al., 2015).

Segmented detectors have been developed for several decades
(Dekkers & de Lang, 1974; Rose, 1974; Chapman et al., 1978;
Daberkow et al., 1993; Haider et al., 1994; Lohr et al., 2012;
Shibata et al., 2012, 2017; Yücelen et al., 2018), but commercial
data acquisition systems could acquire only a few channels, limit-
ing their implementation. 4D STEM can be used to acquire the
entire scattering or diffraction pattern for each scanned point
(Ophus, 2019; Nord et al., 2020). This approach offers the greatest
versatility as virtual detectors may be defined post-acquisition.
The primary limitation of 4D STEM is speed, which requires a
compromise between dynamic range and spatial sampling, given
that the entire camera must be read for each pixel. A more subtle
issue arises for low-dose applications such as cryo-STEM (Wolf
et al., 2014; Elbaum, 2018) in that the number of measurement
elements may exceed the number of illuminating electrons for a
practical scan rate and real-space pixel density. As such, there
remains a need for simultaneous acquisition of integrating area
detectors such as ring shapes for annular dark-field (ADF) and
off-axis elements for differential phase contrast (DPC).
Computational methods such as integrated DPC (iDPC) offer a
powerful extension in that the image contrast need not be a sim-
ple representation of an analog signal from the detector.

For wide-field TEM, the notion of the image as a 2D array of
square pixels is inherent in the camera architecture. By conven-
tion, the STEM image is generated by scanning the probe in a ras-
ter pattern and synchronizing the detection window to define
pixels in rows and columns, normally with an aspect ratio of
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one. While this 2D array is retained as a convenience for presen-
tation and storage in a standard file format, in fact the raw signals
are traces in time. Separating the measurement sampling from
the image pixel leads to considerable freedom in generation of
unconventional scan patterns and in measures for minimization
of damage to radiation-sensitive specimens. Unconventional scans
have been explored recently in the context of compressive sensing
acquisition (Saghi et al., 2015; Béché et al., 2016; Kovarik et al.,
2016; Donati et al., 2017; Li et al., 2018; Trépout, 2019; Monier
et al., 2020; Zobelli et al., 2020), which could potentially offer an
improvement in dose efficiency and scan time.

We report here on the development of a custom scan generator
and data acquisition system, named SavvyScan, that provides simul-
taneous eight-channel acquisition (with a simple expansion route
for more) and arbitrary waveform scanning capability. The imple-
mentation was closely linked to installation of a new solid-state seg-
mented detector (Opal, El-Mul Technologies, Israel) shown in
Figure 1. The SavvyScan system replaces the internal scan generator
of the microscope (FEI Tecnai T20-F) to which it is attached via the
external scan input relay, similarly to the popular DigiScan II
(Gatan, USA). Acquisition hardware is built from off-the-shelf com-
ponents (Spectrum Instrumentation GmbH, Germany). The soft-
ware is organized so that the system appears as a camera to the
popular microscope control platform SerialEM (Mastronarde,
2003), facilitating integration into sophisticated protocols such as
automated acquisition or tomography. The software is publicly
available and open source under the GNU General Public License.

In the following sections, we discuss first the design consider-
ations and describe the system performance. We then show a
number of classical and novel imaging modes that can be imple-
mented based on simultaneous multi-channel detection. Most
strikingly, we show that additive terms in the contrast transfer
function (CTF) for iDPC-STEM reflect material contrast
related directly to phase, and a parallax component dependent
on defocus. The latter provides a simple and very interpretable
depth contrast. Compensation for the parallax shift provides an
extended depth of field and suppresses contrast inversion in the
phase image. The various image modalities are demonstrated
using a nonplanar network of boron nitride (BN) nanotubes.

Methods

Design Considerations for an Improved Scan System

We consider four major design requirements for a flexible scan
system.

Scan Patterns
The raster scan is the most natural way to fill a Cartesian plane,
with a fast scan in one direction and a slow step in the other.
The raster scan also corresponds conveniently to storage of data
arrays in a computer by row and column. One should only syn-
chronize the sampling in order to generate a 2D image similar
to the read-out of a camera. The raster scan is not, however, a nat-
ural way to steer an electron beam. Both the magnetic deflectors
and the electronic amplifiers that drive them have a minimal
response time, which means that the actual beam location lags
behind the control signal that determines the recorded pixel posi-
tion. At the end of each line, the beam must come rapidly to a halt
and reverse direction. This causes very strong scan distortions
near the edges of the frame, where severe damage often accumu-
lates. The displayed field is normally cropped to a smaller region
where the scan is properly linear. A significant fraction may have
to be discarded, and the displayed area may also shift horizontally
depending on the scan speed.

A more natural way to scan would be to minimize changes in
the probe acceleration. For example, a circular scan is entirely
smooth, with sine and cosine functions driving orthogonal direc-
tions. The probe lag is equivalent then to a phase delay on both.
By slowly reducing the amplitude, we obtain a shrinking spiral or
set of concentric circles. A variety of spiral scan schemes has been
explored previously (Sang et al., 2016). Alternatively, the plane
may be covered by sweeping a large circle slowly along a line.
The Hilbert pattern is another attractive scanning option to reduce
distortion by shortening the flyback paths (Velazco et al., 2020).

Maximal flexibility is achieved by preparing an array of scan
coordinates in advance. The Cartesian pixel grid is recovered by
interpolation between the sampled points taking the phase delay
into account.

Synchronous Multi-Channel Acquisition
In order to make quantitative comparison between measurements
in different channels, the acquisitions should be truly simultane-
ous. Many digitizers multiplex the measurements in time in order
to use a single analog-to-digital converter (ADC). This approach
can cause aliasing artifacts when sampling close to the clock
speed, and moreover, it is not possible to increase the number
of channels without slowing the acquisition proportionally.
Therefore, simultaneous acquisition is considered essential. It is
also desirable to sample at a frequency significantly higher than
the temporal response of the detector amplifiers. This is useful
for noise reduction by averaging and for optimal interpolation
of non-Cartesian scans.

Software Integration
A data collection session for automated operations, such as through-
focus series, tomography, and recordings for single-particle analysis,
requires a level of meta-control beyond that of the single image
recording. The SerialEM package (Mastronarde, 2003) is a mature
community standard for such operations. Aside from manufacturer-
supplied software, it is the de facto standard in life science TEM
applications. Our scan generator integrates with SerialEM in order
to leverage its capabilities for navigation, acquisition, and microscope
control. Integration with other software should also be possible.

Data Structure
Requirements of the file format for saving multi-channel images
with flexible scan patterns include efficient data compression,
flexibility and tractability of the field definitions, and aggregation

Fig. 1. Opal detector. (a) Aperture in the center for a separate BF detector or EELS
spectrometer, inner four-quadrant (A–D) and outer annular ring (E,F) segments. (b)
Montage of 6 Opal channel segments acquired in a real-space scan showing the uni-
formity of detector response.
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of multiple scans in tomography. Metadata should be saved in the
same file. A current mature technology that fulfills the require-
ments is the MAT file by Mathworks, which can be loaded
directly to MATLAB or processed with available open-source
libraries based on the published format. For purposes of viewing
and processing by other tools, we adopt the popular MRC format
(Cheng et al., 2015).

Hardware Arrangement

The hardware is based on computer cards from Spectrum
Instruments GmbH (Germany): a two-channel arbitrary wave-
form generator (AWG) M2p.6541-x4, an eight-channel 16-bit
ADC M2p.5923-x4, and an STAR-HUB that synchronizes the
cards. The AWG outputs are attached to the “Line” and
“Frame” external scan inputs (scanX and scanY, henceforth) for
STEM. External terminators of 75 Ω are added at the high imped-
ance microscope inputs. The scanning process begins with upload
of pattern vectors for the scanX and scanY inputs of the micro-
scope to the on-board memory of the AWG card. Sampling
rates, duration, and amplitude are set to determine the field of
view and resolution, including margins that will not be part of
the image. Then, a synchronized generation and acquisition is
handled by the STAR-HUB. Finally, the acquired records are
downloaded to the computer from the internal RAM of the
ADC. The internal storage is sufficient for eight channel scans
of 2,048 × 2,048 pixels with oversampling and scan margins, but
in principle a first-in-first-out (FIFO) mode could utilize the
computer RAM to expand the sizes.

Full details of the implementation appear in the Supplementary
material (Sections 1–6), including the data file structure, hardware
block diagram, software interfaces, and GUI panels.

Scan Distortion Compensation and Resampling

Treatment of Inductive Scan Delays
The lumped circuit expected for the beam deflectors is a resistor
and inductor in series (see Fig. 2a). The location of the beam is
determined by the magnetic field and thus by the current passing
through the inductor L in the scan coil. The commanded location
of the beam is determined by the voltage generated by the AWG
channels divided by a constant resistor R. The delay of the current
after the voltage has a characteristic time τ = L/R, and therefore,
the actual position lags behind the command signal. In principle,
the delay can be reduced by removing part of the coil and
sacrificing part of the field of view (Ishikawa et al., 2020).
Alternatively, we compensate for the delay by adjusting the posi-
tion key used to reconstruct the image. The relation between the
commanded location X (or Y ) and the actual location Xcorr (or
Ycorr) is determined by the first-order differential equation:

Xcorr = X − t
dXcorr

dt
.

In discrete form, the equation reduces to a corrected series at
positions n > 1

Xcorr[n] =
X[n]+ t

Dt
Xcorr[n− 1]

{ }
t

Dt
+ 1

( ) .

The delay constant fitted to the microscope (FEI, Tecnai
T20-F) was found to be approximately 200 μs. Comparing differ-
ent scan amplitudes and times, we identified a second-order cor-
rection as a dependence of τ on the scan velocity. By analyzing
images of a replica grating, it turned out that τx and τy must be
tuned independently to remove kinks in vertical and horizontal
lines, respectively. In summary,

tx = A1∗[1–B1∗(scanx amplitude/full X size)/Dt],

ty = A2∗[1–B2∗(scany amplitude/full Y size)/Dt].

In our tests, the fitted values were A1 = 220 μs, A2 = 265 μs, B1
= B2 = 0.1 μs/mV. Most likely different instruments will require
slightly different corrections.

Resampling to 2D Image
The raw data series is converted to a 2D image in Cartesian coor-
dinates for processing and presentation. This involves first a cor-
rection for the time delay as discussed above. Nonraster scans
require an interpolation to the Cartesian grid of image pixels.
Due to oversampling, the raw data are denser than the target
array. (At acquisition, the oversampling factor is set by default
to 10, but must be reduced if the recorded size or sampling rate
would exceed hardware limitations of 512 MS at a rate of 20 MS/s.)
Interpolation is based on an average of nearby (<1 pixel) sampled
values around the filled pixel, weighted according to distance
to sampled positions, that is, I(x, y) = ∑

wiSi(xi, yi)/
∑

wi. We
used a bilinear weighting factor calculated as wi = (1− |x− xi|)
(1− |y− yi|), according to the distance (in units of pixels) between
the exact beam position and the center of the pixel. Bicubic or
other weightings may be implemented as well.

We note that in contrast to compressive sensing acquisition,
the present system is actually oversampling the equivalent pixel
grid. This comes at no cost in exposure because, lacking a fast
blanker, the beam is in any case sweeping across the sample,
and the ADC bandwidth is higher than that of the detector
response. The oversampling provides a measure of redundancy
and noise reduction in comparison with instantaneous sampling
coupled directly to a pixel lattice.

Scan Validation

A standard replica grating (S106, Agar Scientific, with 2160 lines/
mm) was used to develop a number of scan patterns. Examples
showing a conventional raster scan and a sliding circle scan
appear in Supplementary Section 6. In Figure 2b, we show a
pseudo-spiral scan consisting of a series of concentric circles
with radius decreasing in steps of one pixel, starting from the cir-
cle circumscribing the requested square image. The fraction of the
scanned area retained is then 2/π. In many applications, such as
imaging of abundant particles, a square image is not required
so the entire scan area may be used. The number of sampled
points (x,y) is equal to the circumference of the circle times an
oversampling factor samples_per_pixel, which is provided for
noise reduction as above. The speed of the beam travel is constant
and smooth except for the jumps over one pixel between the cir-
cles at a certain angle. Figure 2c shows the spiral scan with full
circular margins circumscribing a square image. The uncorrected
artifacts include a twist at the center of the scan and displacement
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of the lines that should appear straight. Figures 2d and 2e show
two examples of correction for 10 and 5 s frame times according
to the inductive model described above. A remnant distortion
remains in the faster scan, which may be corrected with higher-
order time derivatives as shown in Anderson et al. (2013). At
the end of the scan, the beam is deflected to one of the corners
outside the image frame.

Differential Phase Contrast and Annular Bright Field

Scan data from each detector channel can be stored separately,
producing multiple images, yet the signals are not independent
and the power of the segmented detector emerges in

combinations among the channels. After Rose (1974) and
Dekkers & Lang (1974), Hawkes showed in detail (Hawkes,
1978) how the sum of four-quadrant detector signals relates to
the scattering amplitude and their differences to gradients of
the phase shift. By definition, a signal In is the raw current
acquired by detector segment n normalized by the total current
of the incident beam. The segments should be aligned with the
scan direction at the sample plane, which due to the helical elec-
tron trajectory in the projection system may rotate in relation to
the scan direction seen at the detector plane in image mode.
After rotation transformation, we refer to quadrant channels 1
and 2 as being placed at the x > 0 half plane with respect to the
sample scan, and the four channels are labeled counter-clockwise.

Fig. 2. Pseudo-spiral (contracting circle) scans. (a) A list of DAC vectors hold the target points (scanXi, scanYi) to feed the scan coils. Key vectors are the sample
locations (xi, yi) in the reconstructed image, determined by the current in the magnetic coil that lags behind the DAC signal. (b) Pattern of the sequence of scan
points. (c) Full span of a 10 s scan, uncorrected. (d) Central region of a 10 s scan, corrected. (e) Central region of a 5 s scan, corrected.
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The DPC and the sum (annular bright field, ABF) signals are
found from the normalized quadrant signals and from the recip-
rocal vector kBF (corresponding to the extent of the bright-field
illumination cone) according to

ABF = I1+ I2+ I3+ I4,

DPCx = pkBF
4

(I1+ I2− I3− I4)/ABF,

DPCy = pkBF
4

(I1+ I4− I2− I3)/ABF.

Normalization of the DPC components by the sum signal is a
minor adaptation to the loss of intensity due to scattering.
Approximately, DPC is related to the specimen phase delay w
according to DPCx≈ (1/2π)(∂w/∂x) and DPCy≈ (1/2π)(∂w/∂y).

Center of Mass Alignment
Quadrant detectors are commonly used for laser alignment, or,
for example, for measurement of tip displacement in atomic
force microscopy. Unlike the Gaussian beam of a laser, STEM
illumination projects a uniform diffraction disk with a sharp
edge, for which the sensitivity of a quadrant detector to displacement
differs in the cubic term (Zhang et al., 2019). In Appendix A, we
offer a semi-analytical approach that allows accurate calculation of
diffraction pattern displacements with a quadrant detector in
STEM to mimic a proper position-sensitive detector (PSD).
Operation of the quadrant detector as a PSD was tested by
manually steering the beam using diffraction alignment controls
and then comparing the response. Phase images were computed
additionally based on the PSD signals. Details appear in
Supplementary Sections 8 and 9.

Opal Detector
Uniform response is an important advantage of diode-based
detectors such as the Opal. Figure 1b shows the response as a
focused probe is scanned across the sensitive areas. Histograms
of the intensities reported in each channel can be found in
Supplementary Section 7. The variability in average response
between the segments is less than 5%.

The Sample and Probe

We demonstrate the capabilities of the system for contrast
enhancement by comparison and combination of multiple, simul-
taneously acquired detector signals. As a specimen, we use a non-
planar net of BN nanotubes (Garel et al., 2012), scanned with a
pseudo-spiral pattern of 2,048 × 2,048 pixels for 20 s with a
probe semi-convergence angle of 3.7 mrad. The camera length
(calibrated to 1,500 mm) was chosen so as to largely fill the
inner quadrant segments without overlap to the neighboring
annular segment E, which then collects a dark-field signal. The
accelerating voltage is 200 kV so the full-width at half-maximum
probe diameter is approximately 0.5 nm, sufficiently fine to show
mean-field phase gradients but not the steep footprint of individ-
ual atoms. In addition to mass-thickness contrast, there are dis-
crete points of Bragg scattering coming from the unresolved
lattice of the layered material.

Results and Discussion

Robustness of Phase Contrast Images at Low Spatial
Frequencies

Acquiring reliable information on material density in TEM is
problematic due to the weakness of phase contrast for low spatial
frequencies. Various configurations of STEM suggest a suitable
alternative. Among these, iDPC represents a promising recent
development.

The iDPC image can be calculated according to F k{iDPC} =
k · F k{DPC

���
}/2pik2 as shown in Lazić et al. (2016), where the

Fourier transform F and reciprocal vectors �k are specified in
2D. Thus, the iDPC image in Figure 3a was obtained from the
imaginary part of the inverse transform of k · F k{DPC}/k2. An
additional Gaussian high-pass filter at 0.01kBF removed the lowest
spatial frequencies that suffer from a poor signal-to-noise ratio
(Graaf et al., 2020). For the related iCOM, the Fourier integration
method minimizes the noise contribution to the measurement of
a conservative field (Lazić & Bosch, 2017).

An alternative route to obtain iDPC is by integration in real
space, namely

iDPC(x, y) =
∫x
0
dxDPCx +

∫y
0
dyDPCy + regularization.

Specifically, in the case of a DPC measurement, the vector field
per se is not strictly conservative. As such, an elaboration on the
real-space integration implemented in a code called intgrad2
(D’Errico, 2013) is found useful. The code solves a set of
2*Nx*Ny equations with Nx*Ny variables iDPC(xi, yi) using the
“backslash” linear equation solver in Matlab. Thus, in the case
of a nonconservative vector field, that is, ∂DPCx/∂y≠ ∂DPCy/∂x,
the solution to the inconsistent gradient is obtained in a
least-squares manner. This code was used to obtain the iDPC
image shown in Figure 3b (with the same high-pass filter as in
Fig. 3a). In general, visible image details revealed by the two integra-
tion methods are very similar. Both seem to be consistent in the
signs of the phases in relation to zero mean, and, unlike the situation
for phase contrast TEM, contrast certainly exists at low spatial fre-
quencies. We consider that the real-space integration is somewhat
preferable, since objects appear more uniform with less ringing.

The boundaries of the nanotubes form a phase gradient over a
width of several pixels (probe sizes), which manifests in a shift of
position of the diffraction disk (measured DPC signal there is
0.04kBF, calculated shift is 0.2 mm). At the low spatial frequencies,
DPC and COM results should coincide and involve mostly this
shift in position as was shown in Lazić et al. (2016).

In Figure 3d, phase contrast is retrieved in a manner akin to
the phase shift extraction in TEM images described in
Amandine et al. (2019) or the more elaborate regression approach
in Jingshan et al. (2014). The image is produced from the differ-
ence between one image in focus and another at a defocus of
−1.4 μm. We found empirically that the calculation in reciprocal
space of the image with kp to the power of 1 (instead of 2 as in the
TEM methods) renders the richest detail, namely

Idif (kp)/ 1

|kp|1
DI(kp)
Dz

.

The difference in power of kp in STEM compared with TEM can
be explained using notation of the wavefunction ψ = I1/2eiw and the
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Transport of Intensity Equation (Teague, 1983) that reads as

2p
l

∂I(x, y, z)
∂z

= −I∇2
x,yw−∇x,yI · ∇x,yw.

The second term on the right-hand side is neglected in TEM
images, while in STEM it is dominant. Specifically, we can explain
the result based on simulations of the effective CTF for ABF
detector (Lazić & Bosch, 2017). The difference CTF(ΔZ)−CTF
(0) for small defocus Δz depends linearly on the spatial frequency
at the low range. Hence, the expression (1/|kp|)(ΔＩ(kp)/Δz) should
be nearly proportional to the Fourier transform of the phase and
thus render in real space the best image among powers of kp.

Image Shifts with Defocus: A Parallax Effect

A striking observation made by comparing images from the four-
quadrant segments is a lateral shift that depends on defocus. This
can be seen in the four-frame Movie S1 in the Supplementary
material. In a ray optics sense, the shift can be understood by
invoking reciprocity: the STEM image acquired by a point-like
detector off-axis is equivalent to a TEM image acquired with a
tilted parallel illumination. In both cases, the image shift is zero
in focus. This phenomenon provides a very convenient means

to focus the STEM image, even if another mode such as
HAADF will be used for data collection. The effect is also similar
to parallax, one of the classic methods to focus a camera.
However, it is clearly a wave phenomenon in the bright field;
we do not observe focus-dependent image shifts when the quad-
rant detector collects in the dark field.

For an image acquired away from perfect focus, the four
shifted images may be realigned (de-shifted) in order to compen-
sate the parallax. This is demonstrated in Figure 4, where
images in the upper row represent a simple ABF detector that
was implemented by summing signals directly from the four
channels ABCD. In the lower row, the same scans were summed
after parallax correction by aligning the images by cross-
correlation. The resulting images are clearly sharper than the sim-
ple sum of images. A similar compensation of defocus-dependent
image shifts was also reported for a pixelated detector (Spoth
et al., 2020).

Testing Implications of CTF Theory

The mathematical description of the scan signal from thick sam-
ples can be described in an undisturbed probe model following
Bosch & Lazić (2019) as an incoherent superposition of indepen-
dent contributions from thin slices along the transmission

Fig. 3. Images of boron nitride nanotubes computed from OPAL quadrant (segments A–D) and ADF (segment E) data. (a) iDPC phase shift by Fourier
analysis (iDPCFT). (b) iDPC phase shift by real-space integration (iDPCRS). (c) ADF scan (ADF). (d) Difference image from the sum of segments A–D at two defocus
settings (Δf ).
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direction, denoted by subscript l, each of which induces a phase
delay Δwl(x, y). The theory relies on the Born approximation
across the entire sample, rather than an explicit weak phase
approximation; hence, the refractive index n is related to the
phase delay within each layer as Dwl = (2pDz/l)(n(rp ,l) − 1),
where Δz is the layer thickness and λ is the wavelength. In a two-
dimensional Fourier space, the relation between the scan signal
and the phase shift is written for iDPC as follows (Lazić &
Bosch, 2017):

F kp{iDPC} = iDPCw(kp)+ iDPCw2 (kp)+ iDPCw3 (kp),

where each part is linearly dependent on the sample features
via a CTF, which in turn depends on defocus lΔz and spatial fre-
quency kp

iDPCw =
∑
l

CTFiS(lDz, kp) F kp {Dwl},

iDPCw2 =
∑
l

CTFw2 (lDz, kp) F kp {D(1− coswl)},

iDPCw3 =
∑
l

CTFw3 (lDz, kp) F kp {D(wl − sinwl)}.

The third-order correction term iDPCw3 is related to phase
delays in the third power, and thus may be neglected in practice.

In the case of the ADF detector,

F kp {IADF} ≈ c(R,W)F kp {|cin|2}
∑
l

F kp {D(1− coswl)},

where ψin denotes the incident probe wavefunction. The prefactor
c is assumed constant in a particular setup, and we may define
the ADF CTF as

CTFADF / F kp {|cin|2}.

Understanding the role of the bright-field parallax in iDPC is
key to its analysis for STEM for thick samples. We have calculated
the various CTFs based on the theory of Lazić & Bosch (2017) at
various defoci and spatial frequencies as shown in Figure 5
(method and reference to the code are described in
Supplementary Section 14). The modeled detector geometry was
chosen according to the OPAL dimensions and details of our con-
figuration on the Tecnai T20-F microscope: spherical aberration
Cs = 2 mm, condenser C2 aperture = 30 μm, camera length L =
1,500 mm, and wavelength λ = 2.5 pm. At the corresponding
semi-convergence angle of 3.7 mrad, with depth of field
180 nm, the contribution of the spherical aberration is practically
negligible, rendering the CTF functions either symmetric or anti-
symmetric with defocus. CTFiS, which relates to the first-order
term in iDPC, and CTFADF are symmetric and resemble a sinc
function; both attenuate similarly with increasing spatial fre-
quency. Hence, the first term in iDPC is expected to be similar
to iCOM, since iCOM is defined as a cross-correlation between
the probe intensity and the phase delay function. In Figure 5a,

Fig. 4. Focus extension in the sum images of OPAL bright-field quadrants by compensating the parallax image shifts. Defocus settings: −1.5 μm, −0.5 μm, 1.5 μm.
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CTFiS is calculated for the OPAL detector with its hole in the cen-
ter, while the hypothetical case without a hole appears in
Figure 5b. Apparently, the hole introduces zero crossings to the
CTF, yet the crossings are absent for defocus values smaller
than the canonical depth of field defined by the convergence
angle and wavelength.

The second-order term in iDPC, CTFw2, is antisymmetric with
defocus as seen in Figure 5c. Interestingly, the CTFw2 has the same
number of extrema as zero crossings in CTFADF, counted on the
defocus axis. Locations in defocus of the extrema in CTFw2 and
zero crossings in CTFADF roughly match at high spatial frequen-
cies. Hence, the second iDPC term provides complementary
information to that of the ADF. (Supplementary Fig. 15 shows
the development with defocus of the respective CTFs as a function
of spatial frequency.) Most significant is the emergence of a linear
relation of CTFw2 to defocus. The slope of CTFw2 around the ori-
gin increases in value up to an asymptotic line at the lowest spatial
frequency. The farther from focus, the stronger will be the low-
frequency intensity, with inversion of sign around focus. This is
strongly reminiscent of the image shifts by parallax described
above. In Figure 6, we compute the iDPC signal (with real-space
integration) from the datasets shown in Figure 4 as bright-field
images. The upper row shows the iDPCw part calculated based

on aligned quadrant images, where the parallax contribution is
compensated computationally (de-shifted). The lower row shows
the second part, iDPCw2 , which is calculated from the remainder
of the iDPC signal, namely iDPCw2 = iDPC− iDPCw. Based on
the analysis shown in Appendix B, this part can be expanded as
iDPCw2 /∑

lDz F kp {D(1− coswl)}+ O(kplDz)
2, so it is domi-

nated by the parallax contribution. Strikingly, the figures reveal
that the contrast of first part is almost unaffected by defocus,
whereas the second part is strongly affected. The first part is useful
for tomography, especially since we can deconvolve the image by the
known contrast transfer function CTFiS at focus. The second part,
iDPCw2 , provides relative height information instantly from a single
scan. This result can be understood intuitively since its contrast is
proportional to defocus Δf = lΔz at the lowest spatial frequencies.
We observe that the objects in the iDPCw2 image almost disappears
at focus; in underfocus, they are white, while in overfocus, they are
dark. It is also easy to appreciate which of the nanotubes is on top
based on the difference in shades, for example as shown in
Figure 6 at Δf = 0.5 μm. Of course, the conventional DPC analysis
is also available from the four independently recorded images. In
the iDPCw images of Figure 6, but not in the SUM images of
Figure 4, we recognize a single significantly “bright” tip of a nano-
tube where the image intensity extends beyond the material

Fig. 5. Calculation of CTF versus defocus at three spatial frequencies. (a) CTFiS for the Opal quadrant detector with other parameters as described in the text. (b)
CTFiS for hypothetical quadrant detector without a central hole. (c) CTFw2 under similar conditions. (d) CTF of ADF (modulo prefactor).
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boundary. Supplementary Figure 13 shows the inverted DPC vec-
tors determined from the raw DPCx and DPCy components,
whose direction and magnitude indicate an electric field arising
from excess negative charge accumulated on the boundary of the
nanotube and at the sharp tip.

Conclusion

The flexible SavvyScan scan system reported here supplements a
standard S/TEM and provides improved performance in a num-
ber of key areas. As a scan generator, it permits arbitrary scan pat-
terns. Here, we demonstrate scanning with minimal acceleration,
as opposed to the conventional raster scan, and develop a correc-
tion algorithm to account for the delay of the probe position with
respect to the drive signal. As a data collection system, we have
eight channels with simultaneous acquisition. We demonstrate
the features of the SavvyScan in combination with a new seg-
mented diode detector (Opal). Conventional bright-field and
high-angle annular dark-field signals are also recorded.
Digitization speed is sufficient for significant oversampling in
time, which permits effective interpolation from the unconven-
tional scan patterns to the Cartesian grid of a presentable
image. The time stream can be saved for further analysis. The sys-
tem has been programmed for compatibility with the popular
SerialEM software package for microscope control and straight-
forward integration with sophisticated workflows.

The capabilities of multi-channel recording were explored in
various combinations to generate contrast from a weakly scatter-
ing specimen of BN nanotubes. Compensation of defocus image
shifts from off-axis detector elements provides a simple separation
of phase and depth contrast in iDPC. In comparison to iCOM,
the method of de-shifted iDPC provides the depth information
essentially for free. As these analytical tools are applied post-
acquisition, they should be useful as well with other quadrant
detectors and even 4D STEM recordings. Looking forward, multi-
channel acquisition combined with flexible scan capabilities can

offer new sampling approaches in cryo-microscopy for single par-
ticle analysis and tomography.

Supplementary material. To view supplementary material for this article,
please visit https://doi.org/10.1017/S1431927621012861.

Acknowledgments. The authors gratefully acknowledge the support and
advice of David Mastronarde, as well as the generous contribution of his
code for plugin/server communication with SerialEM. We thank Lior Segev
for initial feasibility studies using Labview. The boron nitride nanotubes
were a kind gift of Ernesto Joselevich. This work was supported in part by
grants from the Israel Science Foundation, the Weizmann SABRA –
Yeda-Sela – WRC Program, the Estate of Emile Mimran, and The Maurice
and Vivienne Wohl Biology Endowment. M.E. is the Head of the Irving and
Cherna Moskowitz Center for Nano and Bionano Imaging and incumbent
of the Sam and Ayala Zacks Professorial Chair in Chemistry. The laboratory
has benefited from the historical generosity of the Harold Perlman family.

References

Amandine V, Cédric M, Sergio M & Patricia D (2019). An ImageJ tool for
simplified post-treatment of TEM phase contrast images (SPCI). Micron
121, 90–98.

Anderson HS, Ilic-Helms J, Rohrer B, Wheeler J & Larson K (2013). Sparse
imaging for fast electron microscopy. In Proc. SPIE 8657, Bouman CA,
Pollak I & Wolfe PJ (Eds.), Burlingame, California, USA.

Béché A, Goris B, Freitag B & Verbeeck J (2016). Development of a fast elec-
tromagnetic beam blanker for compressed sensing in scanning transmission
electron microscopy. Appl Phys Lett 108, 093103.

Bosch EGT & Lazić I (2019). Analysis of depth-sectioning STEM for thick
samples and 3D imaging. Ultramicroscopy 207, 112831.

Chapman JN, Batson PE, Waddell EM & Ferrier RP (1978). The direct deter-
mination of magnetic domain wall profiles by differential phase contrast
electron microscopy. Ultramicroscopy 3, 203–214.

Cheng A, Henderson R, Mastronarde D, Ludtke SJ, Schoenmakers RHM,
Short J, Marabini R, Dallakyan S, Agard D & Winn M (2015).
MRC2014: Extensions to the MRC format header for electron cryo-
microscopy and tomography. J Struct Biol 192, 146–150.

Daberkow I, Herrmann KH & Lenz F (1993). A configurable angle-resolving
detector system in STEM. Ultramicroscopy 50, 75–82.

Fig. 6. Separation of iDPC parts reveals a constant part (upper row) related to phase or projected electric potential and a parallax induced part (lower row) related
to depth or defocus; objects appear white in underfocus.

1484 Shahar Seifer et al.

https://doi.org/10.1017/S1431927621012861 Published online by Cambridge University Press

https://doi.org/10.1017/S1431927621012861
https://doi.org/10.1017/S1431927621012861
https://doi.org/10.1017/S1431927621012861


Dekkers NH & de Lang H (1974). Differential phase contrast in a STEM.
Optik (Jena) 41, 452–456.

D’Errico J (2013). Inverse (integrated) gradient. Available at https://www.
mathworks.com/matlabcentral/fileexchange/9734-inverse-integrated-gradi-
ent. MATLAB Central File Exchange.

Donati L, Nilchian M, Trépout S, Messaoudi C, Marco S & Unser M
(2017). Compressed sensing for STEM tomography. Ultramicroscopy 179,
47–56.

Elad N, Bellapadrona G, Houben L, Sagi I & Elbaum M (2017). Detection of
isolated protein-bound metal ions by single-particle cryo-STEM. Proc Natl
Acad Sci USA 114, 11139–11144.

Elbaum M (2018). Quantitative cryo-scanning transmission electron micros-
copy of biological materials. Adv Mater 30, 1706681.

Garel J, Leven I, Zhi C, Nagapriya KS, Popovitz-Biro R, Golberg D, Bando
Y, Hod O & Joselevich E (2012). Ultrahigh torsional stiffness and strength
of boron nitride nanotubes. Nano Lett 12, 6347–6352.

Graaf S-de, Momand J, Mitterbauer C, Lazar S & Kooi BJ (2020). Resolving
hydrogen atoms at metal-metal hydride interfaces. Sci Adv 6, eaay4312.

Haider M, Epstein A, Jarron P & Boulin C (1994). A versatile, software con-
figurable multichannel STEM detector for angle-resolved imaging.
Ultramicroscopy 54, 41–59.

Hawkes PW (1978). Half-plane apertures in TEM, split detectors in STEM
and ptychography. J Optics (Paris) 9, 235.

Hohmann-Marriott MF, Sousa AA, Azari AA, Glushakova S, Zhang G,
Zimmerberg J & Leapman RD (2009). Nanoscale 3D cellular imaging
by axial scanning transmission electron tomography. Nat Methods 6,
729–731.

Ishikawa R, Jimbo Y, Terao M, Nishikawa M, Ueno Y, Morishita S, Mukai
M, Shibata N & Ikuhara Y (2020). High spatiotemporal-resolution
imaging in the scanning transmission electron microscope. Microscopy
69, 240–247.

Jingshan Z, Claus RA, Dauwels J, Tian L & Waller L (2014). Transport of
intensity phase imaging by intensity spectrum fitting of exponentially
spaced defocus planes. Opt Express 22, 10661.

Kovarik L, Stevens A, Liyu A & Browning ND (2016). Implementing an
accurate and rapid sparse sampling approach for low-dose atomic resolu-
tion STEM imaging. Appl Phys Lett 109, 164102.

Lazić I & Bosch EGT (2017). Chapter three - Analytical review of direct stem
imaging techniques for thin samples. In Advances in Imaging and Electron
Physics, vol. 199, Hawkes PW (Ed.), pp. 75–184. Elsevier.

Lazić I, Bosch EGT & Lazar S (2016). Phase contrast STEM for thin samples:
Integrated differential phase contrast. Ultramicroscopy 160, 265–280.

Li X, Dyck O, Kalinin SV & Jesse S (2018). Compressed sensing of scanning
transmission electron microscopy (STEM) With nonrectangular scans.
Microsc Microanal 24, 623–633.

Lohr M, Schregle R, Jetter M, Wächter C, Wunderer T, Scholz F & Zweck J
(2012). Differential phase contrast 2.0—Opening new “fields” for an estab-
lished technique. Ultramicroscopy 117, 7–14.

MacLaren I, Macgregor TA, Allen CS & Kirkland AI (2020). Detectors—The
ongoing revolution in scanning transmission electron microscopy and why
this important to material characterization. APL Mater 8, 110901.

MacLaren I, Wang L, McGrouther D, Craven AJ, McVitie S, Schierholz R,
Kovács A, Barthel J & Dunin-Borkowski RE (2015). On the origin of dif-
ferential phase contrast at a locally charged and globally charge-compensated
domain boundary in a polar-ordered material. Ultramicroscopy 154, 57–63.

Mastronarde DN (2003). SerialEM: A program for automated tilt series acqui-
sition on Tecnai microscopes using prediction of specimen position.
Microsc Microanal 9, 1182–1183.

Monier E, Oberlin T, Brun N, Li X, Tencé M & Dobigeon N (2020). Fast
reconstruction of atomic-scale STEM-EELS images from sparse sampling.
Ultramicroscopy 215, 112993.

Nord M, Webster RWH, Paton KA, McVitie S, McGrouther D, MacLaren I
& Paterson GW (2020). Fast pixelated detectors in scanning transmission
electron microscopy. Part I: Data acquisition, live processing, and storage.
Microsc Microanal 26, 653–666.

Ophus C (2019). Four-dimensional scanning transmission electron micros-
copy (4D-STEM): From scanning nanodiffraction to ptychography and
beyond. Microsc Microanal 25, 563–582.

Rose H (1974). Phase contrast in scanning transmission electron microscopy.
Optik (Jena) 39, 416–436.

Saghi Z, Benning M, Leary R, Macias-Montero M, Borras A & Midgley PA
(2015). Reduced-dose and high-speed acquisition strategies for multi-
dimensional electron microscopy. Adv Struct Chem Imaging 1, 7.

Sang X, Lupini AR, Unocic RR, Chi M, Borisevich AY, Kalinin SV, Endeve
E, Archibald RK & Jesse S (2016). Dynamic scan control in STEM: Spiral
scans. Adv Struct Chem Imaging 2, 6.

Shibata N, Findlay SD, Kohno Y, Sawada H, Kondo Y & Ikuhara Y (2012).
Differential phase-contrast microscopy at atomic resolution. Nat Phys 8,
611–615.

Shibata N, Findlay SD, Matsumoto T, Kohno Y, Seki T, Sánchez-Santolino
G & Ikuhara Y (2017). Direct visualization of local electromagnetic field
structures by scanning transmission electron microscopy. Acc Chem Res
50, 1502–1512.

Sousa AA, Hohmann-Marriott M, Aronova MA, Zhang G & Leapman RD
(2008). Determination of quantitative distributions of heavy-metal stain in
biological specimens by annular dark-field STEM. J Struct Biol 162, 14–28.

Spoth K, Yu Y, Nguyen K, Chen Z, Muller D & Kourkoutis L (2020). Dose-
efficient cryo-STEM imaging of vitrified biological samples. Microsc
Microanal 26, 1482–1483.

Teague MR (1983). Deterministic phase retrieval: A Green’s function solution.
JOSA 73, 1434–1441.

Tichelaar W, Ferguson C, Olivo J-C, Leonard KR & Haider M (1994). A
novel method of Z-contrast imaging in STEM applied to double-labelling.
J Microsc 175, 10–20.

Trépout S (2019). Tomographic collection of block-based sparse STEM
images: Practical implementation and impact on the quality of the 3D
reconstructed volume. Materials 12.

Velazco A, Nord M, Béché A & Verbeeck J (2020). Evaluation of different
rectangular scan strategies for STEM imaging. Ultramicroscopy 215, 113021.

Wolf SG, Houben L & Elbaum M (2014). Cryo-scanning transmission elec-
tron tomography of vitrified cells. Nat Methods 11, 423–428.

Yücelen E, Lazić I & Bosch EGT (2018). Phase contrast scanning transmis-
sion electron microscopy imaging of light and heavy atoms at the limit of
contrast and resolution. Sci Rep 8, 2676.

Zhang W, Guo W, Zhang C & Zhao S (2019). An improved method for spot
position detection of a laser tracking and positioning system based on a
four-quadrant detector. Sensors 19, 4722.

Zobelli A, Woo SY, Tararan A, Tizei LHG, Brun N, Li X, Stéphan O, Kociak
M & Tencé M (2020). Spatial and spectral dynamics in STEM hyperspectral
imaging using random scan patterns. Ultramicroscopy 212, 112912.

Appendix A

Accurate calculation of the position of a uniform disk on a
quadrant detector in relation to DPC

Assuming the diffraction disk is in focus and is actually uniform, the signal
from the detector is proportional to the illuminated area within each quadrant.
Adjacent quadrants form a half plane, and the area of intersection A between a
round spot and the half plane is analytically determined by the radius R of the
spot and the central angle θ measured at the circle center between the vertices
of the half plane line cutting the circle.

A = 1
2
R2(u− sin u).

In Figure A.1, the relation applies, in one example, to angle θB and the area
of intersection between the diffraction disk and quadrants 1 and 4. The area of
one quadrant detector n illuminated by the diffraction disk is proportional to
the signal acquired In. Thus, the following equations are obtained for the ratio
of the beam intensity G falling onto opposite half planes:

GA = (I1 + I2)− (I3 + I4)
I1 + I2 + I3 + I4

= uA − sin uA
p

− 1,
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GB = (I1 + I4)− (I2 + I3)
I1 + I2 + I3 + I4

= uB − sin uB
p

− 1.

Using Newton’s method with up to 10 iterations, the angles θA and θB are
determined accurately and rapidly. For example, starting from θA[0] = πGA + π,

uA[i+1] = uA[i] − pGA + p− uA[i] + sin uA[i]
−1+ cos uA[i]

.

As seen in Figure A.1, the isosceles triangles formed by the circle center
and the vertices of the circle with x- and y-axes, we realize that

sin
uA
2

=










R2 − x2c

√
R

,

sin
uB
2
=











R2 − y2c

√
R

.

From these equations, it is simple to express the center location xc, yc in
terms of the angles and the radius, where the sign of the coordinates is
retrieved from the sign of GA and GB. Expanding sinθA and cosθA around π
provides analytic expressions GA ≈ (4xc/pR)(1− (1/6)(x2c /R

2)) and
GB ≈ (4yc/pR)(1− (1/6)(y2c /R

2)), showing the quadrature term is absent.
The illumination cone in k space corresponds to the radius of the diffraction
disk R, the camera length L, and the wavelength λ as kBF = (R/Lλ). Based on
the Fourier transform property: F kp {e

i2pq·rpcin} = F kp−q{cin}, with phase gra-
dient 2πq = (∂w/∂x, ∂w/∂y) that is nearly constant, the diffracted beam should
appear uniform and shifted along the x-axis in according to the vector (∂w/∂x,
∂w/∂y).

The known linear approximation of the DPC, namely the phase gradient,
can be reproduced as (1/2π)(∂w/∂x) = qx = (xc/Lλ)≈ (π/4)GAkBF and (1/2π)
(∂w/∂y)≈ (π/4)GBkBF. The signals GA and GB thus can be related to the
DPCx and DPCy signals. The computed center location provides a direct mea-
sure of the intensity “center of mass” (COM) displacement for a thin specimen
at focus.

We point out that at focus the iDPCw3 term should be related to the third-
order correction of the location of the diffraction disk. This leaves the qua-
dratic term iDPCw2 the main contribution that does not involve the disk
location.

Appendix B

Formal relation between parallax offsets and iDPC CTF

In geometrical optics, the wave aberration e−iχ(k) of the condenser lens gives
rise to an angular ray deflection resulting in a ray displacement
d = (1/2p)∇kx(k) at the plane of the STEM probe. k is the spatial frequency
in the diffraction plane, thus δ is, in general, a function of the off-axial position
of the detector element. If we assume only defocus ΔZ and no other lens aber-
rations, δ = λΔZ k. The displacements are introduced to the scanning image
depending on the accumulated signal on the detector plane. With the detector
sensitivity W(k), we can integrate the related ray displacements to obtain an
effective image shift S = �

d2k W(k)d(k)/
�
d2k W(k) with respect to the

aberration-free image.
The image shift S for a detector of uniform sensitivity over the x > 0 half

plane will be opposite in value compared to the image shift of a detector
over x < 0 half plane. So we say that there is a parallax offset between the
images of different quadrant detectors and, thus, DPC is affected by the
image shift contribution. Yet, if we consider two half planes with a sensitivity
similar to a COM sensor, namely W(k) = kx, the two half planes reveal the

Fig. A.1. Analysis of the position of the uniform diffraction disk on a quadrant detector.
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same S values. This means that the COM sensor is insensitive to the focus-
related parallax effect, as it will be for any even aberration in k.

Our purpose is to prove that the CTF of the second term of iDPC is for-
mally related to the difference in image shifts. The main term in CTFw2 of the
iDPC image is the integrated CTFc in reciprocal space, related to the cosine of
phase contribution to the DPC vector. Without restriction we can consider the
x-component based on the detector sensitivity Wx(k), a similar result is
obtained for the y-component. According to Lazić & Bosch (2017), the calcu-
lation is

CTFc, x = −F k{cin(r)F r{WxF−1
k {cin(r)}}}− F k{cin(r)F−1

r {WxF k{cin(r)}}}.

Using cin(r) = F r{A(k)e−ix} and assuming even aberrations, χ(k) = χ(−
k), and a symmetric condenser aperture A(k) = A(−k) = A(k) the calculation
is reduced to convolution terms

CTFc, x = −F k{cin(r)}∗[Wx(−k)A(k)eix]−F k{cin(r)}∗[Wx(k)A(k)e
−ix].

For a small aberration phase shift, we can approximate eiχ≈ 1 + ikx(∂χ/
∂kx), hence

CTFc, x = −F k{cin(r)}∗ Wx(−k)A(k)ikx
∂x

∂kx

[ ]

+F k{cin(r)}∗ Wx(k)A(k)ikx
∂x

∂kx

[ ]
.

Ignoring the convolution with the probe, the CTF can be integrated over x-
and y-components via

CTFw2 ≈ CTFic = CTFc,x
2pikx

+ CTFc,y
2piky

.

Approaching k→ 0, the convolution is replaced with integration over k
space, therefore

CTFw2 (k = 0)

≈ 1
2p

∫ ∫
dkxdky|A(k)|2{ ∂x

∂kx
[Wx(k)−Wx(−k)]+ ∂x

∂ky
[Wy(k)−Wy(−k)]}

/ (S+x −S−x )+ (S+y −S−y )

Written in this form, we observe that CTFw2 at a low spatial frequency is
proportional to the sum of image shift differences between the left and right
quadrants as well as the image shifts between the upper and lower quadrants
of the DPC detector. Thus, in the absence of lens aberrations, the CTFw2 of
any symmetric four quadrant segments is expected to read
CTFw2 / kDZ + O(kDZ)2.
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