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1. In this note we consider the formal solution of the dual integral equations

\[ \int_0^\infty u^n \psi(u) J_n(xu) \, du = f(x) \quad (0 \leq x < 1), \]

\[ \int_0^\infty \psi(u) J_n(xu) \, du = g(x) \quad (x > 1), \]

where \( f(x) \) and \( g(x) \) are given and \( \psi(x) \) is to be found. The direct solution of these equations has been given by Noble [1] but we shall show that they may be solved more easily if they are first reduced to a form in which \( g(x) = 0 \).

Thus, following a suggestion of Gordon [2], we put

\[ \psi(x) = \psi_1(x) + \psi_2(x), \]

where \( \psi_2(x) \) is chosen to satisfy the equations

\[ \int_0^\infty \psi_2(u) J_n(xu) \, du = 0 \quad (0 \leq x < 1), \]

\[ \int_0^\infty \psi_2(u) J_n(xu) \, du = g(x) \quad (x > 1). \]

Then we find that \( \psi_1(x) \) is the solution of the dual integral equations

\[ \int_0^\infty u^n \psi_1(u) J_n(xu) \, du = h(x) \quad (0 \leq x < 1), \]

\[ \int_0^\infty \psi_1(u) J_n(xu) \, du = 0 \quad (x > 1), \]

where

\[ h(x) = f(x) - \int_0^\infty u^n \psi_2(u) J_n(xu) \, du \]

and, by the Hankel inversion theorem (see Sneddon [3]) applied to (4) and (5),

\[ \psi_2(x) = x \int_1^\infty u g(u) J_n(xu) \, du. \]

Now the solution of equations of the form (6) and (7) has been given by several authors:
Titchmarsh [4] (for the case $0 < \alpha < 2$), Busbridge [5] (for the case $-2 < \alpha < 0$), Gordon [2] and Copson [6] (for both cases). Thus, all that remains is to reduce the resulting solution of (6), (7), (8) and (9) to its simplest form.

The method of doing this, described below, is similar in some respects to that used by Noble [7] in treating the case $f \equiv 0$ (he obtained the solution of (1) and (2) by superposing the solutions in the two cases $f \equiv 0$ and $g \equiv 0$). He used the Busbridge form [5] of the solution of (6) and (7), which complicates the analysis, and his argument differs in many details from that given below. However, the main disadvantage of his method is that it applies only to the case $-2 < \alpha < 0$: various devices (integration by parts or transformation of the original dual integral equations) are needed before the case $0 < \alpha < 2$ can be treated.

We show below that the argument leading to the form of the solution is identical in the cases $0 < \alpha < 2$ and $-2 < \alpha < 0$. It is only in establishing the least restrictive conditions on $\nu$ that we need some minor modifications in the argument in the case $-2 < \alpha < 0$. Further, the use of Copson’s form [6] of solution (Copson’s method for the case $g \equiv 0$ copes equally well with the cases $-2 < \alpha < 0$ and $0 < \alpha < 2$) not only simplifies the analysis but also yields the final solution in a symmetrical form which shows that there is no essential difference between the cases $f \equiv 0$ and $g \equiv 0$. This is confirmed by the work of Lowengrub and Sneddon [8] who showed that Copson’s method applies equally to the case $f \equiv 0$. The same is true of Gordon’s method [2] (see [9]).

We may remark at this point that the conditions on $\nu$ are not always stated explicitly. As they are not the same for all methods of solution we summarize them here. In the case $-2 < \alpha < 0$, the condition $2\nu+\alpha+2 > 0$ was required in [6], [7], [8], [9] and is also required below. In [1] Noble required $\nu > 0$, which is unnecessarily restrictive. In the case $0 < \alpha < 2$, Busbridge [5] required $2\nu-\alpha+3 > 0$ and $2\nu+\alpha+1 > 0$; the condition $2\nu+\alpha > 0$ was imposed in [6], [8], [9] and below: it is more restrictive than the Busbridge condition for $0 < \alpha < \frac{1}{2}$, less restrictive for $\frac{1}{2} < \alpha < 2$. In [1] Noble required the even more restrictive condition $2\nu-\alpha+2 > 0$ and $2\nu+\alpha > 0$. We note finally that Gordon [2] required $\nu > -1$ in both cases — the least restrictive condition of all. However this advantage appears to be lost when his method is adapted to the case $f \equiv 0$ (see [9]). It would be of interest if a definitive set of conditions could be found.

2. We now simplify the solution of (6) and (7), treating the cases $0 < \alpha < 2$ and $-2 < \alpha < 0$ together as far as possible.

Copson’s form of the solution is [6]

$$
\psi_1(x) = \frac{(2\nu)^{1-\nu} x^{-\nu}}{2\Gamma(1+\nu) \Gamma(1+\alpha)} \int_0^1 y^{-\nu-\frac{1}{2}} f_{\nu+\frac{1}{2}}(xy) \frac{d}{dy} \left\{ \int_0^y u^{\nu+1} h(u)(y^2-u^2)^{\frac{1}{2}} du \right\} dy,
$$

(10)

which is valid for $0 < \alpha < 2, 2\nu+\alpha > 0$ and for $-2 < \alpha < 0, 2\nu+\alpha+2 > 0$. (Copson gives the second condition as $-2 < \alpha < 0, \nu > -1$, but this is in error.)

Thus, by (3), (8), (9) and (10), the solution of the original equations (1) and (2) is

$$
\psi(x) = F(x) + G(x),
$$

(11)

where
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\[ F(x) = \frac{(2x)^{1-i\alpha}}{2\Gamma(1+\frac{1}{2}\alpha)} \int_0^1 y^{v-1} y^\nu J_v+i\alpha(xy) \frac{dy}{dy} \left\{ \int_0^\nu u^{v+1} f(u)(y^2-u^2)^{i\alpha} du \right\} dy, \]

\[ G(x) = x \int_1^\infty u g(u) J_{i\alpha}(xu) du + H(x), \]

\[ H(x) = -\frac{(2x)^{1-i\alpha}}{2\Gamma(1+\frac{1}{2}\alpha)} \int_0^1 y^{v-1} y^\nu J_v+i\alpha(xy) \frac{dy}{dy} \left\{ \int_0^\nu u^{v+1} (y^2-u^2) \right. \]

\[ \times \left\{ \int_1^\infty v^\alpha J_{i\alpha}(uv) \left( \int_1^\nu \tan(t) J_{i\alpha}(vt) dv \right) dv \right\} du \] \[ dy. \]

Our aim is to reduce the four-fold integral in (14) to a double integral. By interchanging the order of integration in the inner three-fold integral in (14) (as our analysis is formal we do not attempt to justify such an interchange) we find that

\[ I(x) = \int_0^\nu u^{v+1} (y^2-u^2)^{i\alpha} \left\{ \int_0^\infty v^\alpha J_{i\alpha}(uv) \left( \int_1^\nu \tan(t) J_{i\alpha}(vt) dv \right) dv \right\} du \]

\[ = \int_0^\nu v^\alpha + 1 \left\{ \int_1^\nu \tan(t) J_{i\alpha}(vt) \left( \int_0^\nu u^{v+1} (y^2-u^2)^{i\alpha} (uv) du \right) dt \right\} dv. \]

But now, by Sonine's first integral (Watson [10, p. 373]),

\[ J_{\mu + v + 1}(z) = \frac{z^{v+1}}{2\Gamma(v+1)} \int_0^{\pi/2} J_{\mu}(z \sin \theta) \sin^{\mu + 1} \theta \cos^{2v+1} \theta d\theta, \]

which is valid if \( \text{Re} \mu > -1 \) and \( \text{Re} v > -1 \), we see that

\[ \int_0^\nu u^{v+1} (y^2-u^2)^{i\alpha} J_{i\alpha}(uv) du = 2^{i\alpha} \Gamma(1+\frac{1}{2}\alpha) y^{v+i\alpha+1} v^{-1-i\alpha} J_{v+i\alpha+1}(yv), \]

provided that \( \alpha > -2, v > -1 \), where we have replaced \( \mu, v, z \) and \( \sin \theta \) in (16) by \( v, \frac{1}{2}x, yv \) and \( u/y \), respectively. The conditions on \( \alpha \) and \( v \) are satisfied if \( 0 < \alpha < 2, 2v+\alpha > 0 \) and if \( -2 < \alpha < 0, 2v+\alpha+2 > 0 \).

Thus, by (14), (15) and (17),

\[ H(x) = -x^{1-i\alpha} \int_0^1 y^{v+i\alpha} J_{v+i\alpha}(xy) \left\{ \int_0^\nu v^{i\alpha} J_{v+i\alpha}(uv) \left( \int_1^\nu \tan(t) J_{i\alpha}(vt) dv \right) dv \right\} dy, \]

where we have applied the result (Watson [10, p. 18])

\[ \frac{d}{dx} \left\{ x^n J_n(xy) \right\} = yx^n J_{n-1}(xy) \]

(19)

to the product \( y^{v+i\alpha+1} J_{v+i\alpha+1}(yv) \). If we now use the similar result (Watson [10, p. 18])

\[ \frac{d}{dx} \left\{ x^n J_n(xy) \right\} = -yx^{-n} J_{n+1}(xy) \]

(20)
to write

\[ y^\nu J_{\nu+\frac{1}{2}}(vy) = y^{\nu+i\alpha} y^{-\nu-i\alpha+1} J_{\nu+\frac{1}{2}}(vy) = -y^{\nu+i\alpha} \frac{d}{dy} \left\{ y^{-\nu-i\alpha+1} J_{\nu+\frac{1}{2}-1}(vy) \right\} \]

and again interchange the order of integration in (18), we find that

\[ H(x) = x^{1-i\alpha} \int_0^1 y^{\nu+i\alpha} J_{\nu+\frac{1}{2}}(xy) \frac{d}{dy} \left\{ y^{-\nu-i\alpha+1} \int_1^\infty tg(t) \left( \int_0^\infty e^{\nu+i\alpha J_\nu(w)J_{\nu+\frac{1}{2}-1}(vy)} dv \right) dt \right\} dy. \] (21)

The inner integral can be evaluated in terms of the Weber-Schafheitlin discontinuous integral (Watson [10, p. 398])

\[ \int_0^\infty J_\mu(xt)J_\nu(yt) t^{-\lambda} \, dt = \]

\[ \frac{y^\nu \Gamma \left( \frac{1}{2}(\mu + v - \lambda + 1) \right)}{2^\lambda x^{\nu-\lambda+1} \Gamma(v+1) \Gamma \left( \frac{1}{2}(\lambda + \mu - v + 1) \right)} \, _2F_1 \left( \frac{1}{2}(\mu + v - \lambda + 1), \frac{1}{2}(v - \lambda + \mu + 1); v + 1; y^2/x^2 \right), \]

(22)

where \( 0 < y < x \); a similar expression, with \( x \) and \( y \), and \( \mu \) and \( \nu \), interchanged, holds if \( 0 < x < y \). The integral is convergent if

\[ \Re(\mu + v + 1) > \Re(\lambda) > -1. \] (23)

Thus, since \( y \leq t \), if we replace \( \mu, \nu \) and \( \lambda \) in (22) by \( \nu, \nu + \frac{1}{2} \alpha - 1 \) and \( -\frac{1}{2} \alpha \), respectively, and use the result

\[ _2F_1(v + \frac{1}{2} \alpha, \nu + \frac{1}{2} \alpha; \frac{y^2}{x^2}) = x^\alpha (x^2 - y^2)^{-i\alpha} \quad (0 < y < x), \] (24)

we obtain

\[ \int_0^\infty e^{\nu+i\alpha J_\nu(w)J_{\nu+\frac{1}{2}-1}(vy)} dv = 2^\nu \Gamma \left( 1 - \frac{1}{2} \alpha \right) y^{\nu+i\alpha-1} t^{-\nu}(t^2 - y^2)^{-i\alpha}, \] (25)

provided that \( 2\nu + \frac{1}{2} \alpha > -\frac{1}{2} \alpha > -1 \), which is so if \( 0 < \alpha < 2, 2\nu + \alpha > 0 \) and if \( -2 < \alpha < 0, 2\nu + \alpha > 0 \). Hence, by (21) and (25),

\[ H(x) = \frac{2^\nu x^{1-i\alpha}}{\Gamma(1-\frac{1}{2}\alpha)} \int_0^1 y^{\nu+i\alpha} J_{\nu+\frac{1}{2}}(xy) \frac{d}{dy} \left\{ \int_1^\infty t^{1-z}g(t)(t^2 - y^2)^{-i\alpha} dt \right\} dy. \] (26)

We now rewrite the double integral in (26):

\[ \int_0^1 \left\{ \int_0^\infty \ldots dt \right\} dy = \int_0^\infty \left\{ \int_1^\infty \ldots dt \right\} dy - \int_1^\infty \left\{ \int_y^\infty \ldots dt \right\} dy - \int_0^1 \left\{ \int_y^1 \ldots dt \right\} dy \]

and, in the first and third integrals on the right, we integrate by parts (using (19)), interchange the order of integration and combine the resulting integrals. This yields
The second integral in (27) can be simplified by use of a modified form of (17):
\[
\int_0^1 y^{v+i\alpha}(t^2-y^2)^{-1}J_{v+i\alpha}(x)\,dy = 2^{-\alpha}\Gamma(1-\frac{1}{2}\alpha)\Gamma(x-1+i\alpha)J_v(xt),
\]
provided that \(-\frac{1}{2}\alpha > -1, \quad v+i\alpha > -1,\) which is so if \(0 < \alpha < 2, \quad 2v+a > 0\) and if \(-2 < \alpha < 0, \quad 2v+a > 0\). Hence, by (13), (27) and (28),
\[
G(x) = -\frac{2^{1+i\alpha}x^{1-i\alpha}}{\Gamma(1-\frac{1}{2}\alpha)}\int_0^\infty y^{v+i\alpha}(t^2-y^2)^{-1}J_v(y)\,dy \int_0^\infty t^{1-i\alpha}(t^2-y^2)^{-1-i\alpha}\,dt.
\]
provided that \(0 < \alpha < 2, \quad 2v+a > 0\) or \(-2 < \alpha < 0, \quad 2v+a > 0\), and the solution of (1) and (2) is given by (11), (12) and (29).

3. The case \(-2 < \alpha < 0\). As we have seen, the above argument holds for \(0 < \alpha < 2, \quad 2v+a > 0\) and for \(-2 < \alpha < 0, \quad 2v+a > 0\). To relax the restriction on \(v\) in the second case we follow the above argument as far as (18), which holds when \(-2 < \alpha < 0, \quad 2v+a+2 > 0\) and which can be written
\[
H(x) = -x^{1-i\alpha}\int_0^1 yJ_{v+i\alpha}(x)\left\{\int_1^\infty t^{1-i\alpha}J_v(\sqrt{y})\sqrt{1-t^2}\,dt\right\}\,dy.
\]
The inner integral can be evaluated by a modified form of (25):
\[
\int_0^\infty v^{1+i\alpha}J_v(\sqrt{y})J_{v+i\alpha}(y)\,dy = 2^{1+i\alpha}\Gamma(-\frac{1}{2})\Gamma(v+i\alpha)(t^2-y^2)^{-1-i\alpha},
\]
provided that \(2v+i\alpha+1 > -1 - \frac{1}{2}\alpha > -1,\) which is so if \(-2 < \alpha < 0, \quad 2v+a+2 > 0\). Thus (30) becomes
\[
H(x) = -\frac{2^{1+i\alpha}x^{1-i\alpha}}{\Gamma(-\frac{1}{2})}\int_0^1 y^{v+i\alpha+1}J_{v+i\alpha}(x)\left\{\int_1^\infty t^{1-i\alpha}(t^2-y^2)^{-1-i\alpha}\,dt\right\}\,dy.
\]
We now use the same argument as led from (26) to (27) (omitting the integrations by parts) to obtain
\[
H(x) = \frac{2^{1+i\alpha}x^{1-i\alpha}}{\Gamma(-\frac{1}{2})}\int_0^\infty y^{v+i\alpha+1}J_{v+i\alpha}(x)\left\{\int_0^\infty t^{1-i\alpha}(t^2-y^2)^{-1-i\alpha}\,dt\right\}\,dy
\]
\[
-\frac{2^{1+i\alpha}x^{1-i\alpha}}{\Gamma(-\frac{1}{2})}\int_1^\infty t^{1-i\alpha}(t^2-y^2)^{-1-i\alpha}J_{v+i\alpha}(x)\,dy\,dt.
\]
The rest of the argument follows as above, if we use a second modified form of (17):

\[
\int_0^1 y^{x+1}(t^2-y^2)^{-1-i\alpha}J_{x+\frac{1}{2}}(xy) \, dy = 2^{-1-i\alpha}\Gamma(-\frac{1}{2}i)\Gamma_x^\alpha J_\alpha(xt),
\]

(34)

provided that \(v+\frac{1}{2}a > -1, -1-\frac{1}{2}a > -1\), which is so if \(-2 < a < 0, 2v+a+2 > 0\). If we then write

\[
(t^2-y^2)^{-1-i\alpha} = \left((-2y)(-\frac{1}{2}a)\right)^{-1} \frac{d}{dy}(t^2-y^2)^{-i\alpha},
\]

we obtain precisely (29), under the conditions \(-2 < a < 0, 2v+a+2 > 0\). This completes the solution in the two cases \(0 < a < 2, 2v+a > 0\) and \(-2 < a < 0, 2v+a+2 > 0\).
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