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This paper contains an inequality about functions which are analytic and 
have a positive real part in the unit disk. A first consequence of the inequality 
is the fact that ]££Li |aw|2 S ô2/2 if f(z) = En=o « / is analytic for \z\ < 1 
and has values lying in a strip of width 8. This result is known and was first 
proved by Tammi (1). 

Our second theorem is a generalization of this. Namely, if f{z) = Y,"=o anz
n 

is analytic for \z\ < 1 and satisfies Re{zmf(m)(z)} ^ A and 

Re{zm+kfm+v(z)} ^ B, 

then ]CS=i n2m+k\an\
2 converges. 

Another application of our fundamental inequality is the following. Let 
p{z) = 1 + J2n=ipnz

n be analytic for \z\ < 1 and satisfy Re p(z) ^ 0 and 
set pn(z) = 1 + T,l=ipicZk and pH*(z) = 1 + £ J - i «*• To each function pn 

there is a complex number e such that 

|e| = 1 and max \pn(z) — pn*(ez)\ S n. 

This paper also formulates some more general problems based upon the last 
mentioned result. Also included is a remark on the possibility of applying 
our inequality to univalent, starlike mappings. I t is expected that this in­
equality will be useful in other situations. 

LEMMA. Let p{z) = 1 + J^n=ipn%
n be analytic for \z\ < 1 and satisfy 

Rep(z) ^ 0, and let {\n} be a sequence of non-negative real numbers such that 
q(z) = ££Li \npvf1 is analytic for \z\ < 1. If Re q(z) ^ M for \z\ < 1, then 

£ \n\Pn\2 g 2M. 

Proof. Let 0 < r < 1, u(r, d) = Rep(reid), v(r, 6) = Req(reie), and pn = 
a» + ibn. Then, 

u(r> 9) = 1 + X) (an cos nd — bn sin w0)rn 

and 
oo 

v(r, 6) = 23 ^n(#« cos w0 — &w sin n$)rn. 
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If these two series are multiplied and then integrated term-by-term, one 
obtains 

J»2T co 

u(r, 6)v(r, 6) dd = TT £ Xn(aw
2 + 6n

2)r2n. 
0 n = l 

This uses the orthogonality of the trigonometric functions and the results 

C2V 2 C2W • 2 
I cos nd dO = I sin n$ dd = w 

as well as the absolute and uniform convergence of the two series in the 
interval 0 S 0 ̂  2T. We have obtained the formula 

OO -J /»27T 

Z X.|ft|V*" = - u(.r,6)v(r,e)dd. 
n - 1 7T « / o 

Since w(r, 0 ) ^ 0 and v(r, 0) ^ M", we further deduce that 

co M C2ir 

Z K\pn\V
n É- — u(r, 6) d0 = 2M. 

w=l 7T • / o 

The conclusion now follows since the last inequality holds for each r in the 
interval 0 < r < 1. 

THEOREM 1. If the analytic function f(z) = Sn=o anz
n maps \z\ < 1 into a 

strip of width <5, then 2X=i W 2 ^ è^2-

Proof. There are complex numbers a and ô with \a\ = 1 such that 

g(z) = o/(«) + b = E èn2" 
w=0 

satisfies 0 ^ Re g{z) ^ ô for \z\ < 1. Let b0 = a + i@ and assume that a 9^ 0 
as otherwise / is constant and the theorem is obvious. Let 

p(z)=^)-ifi=1+ £ ^ a n d a(a) = ^ ( ï ) _ l f 
« n = l Où 

and note that Re p(z) ^ 0 and Re q(z) ^ 5/a — 1. The Lemma is applicable 
where An = 1 for each n, and this produces the inequality 

Z H-^^-i). 
n - l « \OL / 

Therefore, 
CO OO 

Z kl* = Z kl* ̂  2(a5 - a2) g èS2. 
n = l %—1 

The last inequality maximizes 2 {ah — a2) at a = | 5 , and this completes the 
proof. 

https://doi.org/10.4153/CJM-1969-128-0 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1969-128-0


1174 THOMAS H. MacGREGOR 

Remarks, (1) The function 

-, v 3 . 1 + z 
/(*) = - l o g i — : 

7T 1 — Z 

is extremal for Theorem 1. I t maps \z\ < 1 one-to-one onto the strip \Iw\ < %ô, 
and writing f(z) = ]C5T=o anz

n we find that 

E°° i i2 _ î L v^ 1 is2 

n=l * m l̂ (2w + 1) 

(2) Another simple consequence of the Lemma is the following. In addition 
to the hypotheses of the first sentence of the Lemma, suppose that Re p(z) is 
not bounded from above and lim inf \n > 0. Then £ £ U Xn\pn\2 as well as 
SS=i \Pn\2 diverges, and consequently the real part of q(z) cannot be bounded 
from above. This is moderately interesting since \n still can be chosen fairly 
much at random. Our assertion about q is quite simple with certain regular 
sequences {Xw}, such as the one defined by the relation q(z) = p(zk) — 1, 
where k is a positive integer. 

Definition. HA is a set of complex numbers and if a and b are two given 
complex numbers, then aA -f- b = {w: w = az + b, z 6 A}. We will say that 
two sets A and B are bounded on opposite sides if there are two complex 
numbers a and b and a real number M such that a ^ O , Re z ^ 0 if z £ a A + b 
and Re s ^ ¥ if 2 6 « 5 + ô. The relation between two such sets has an 
evident geometric meaning. 

THEOREM 2. Let f(z) = Xï=o a-nf1 be analytic for \z\ < 1 and let Dn (n ^ 0) 
denote the image of \z\ < 1 under znf{n)(z). If Dm and Dm+k are bounded on 
opposite sides, then ^2n=i n2m+k\an\

2 converges. In particular, an = o(n~m~k/2) as 
n -^ co. 

Proof. There are numbers a, b, and M such that a ^ 0, g(z) = azmf(m) (z) + b 
satisfies Re g(z) ^ 0, and h(z) = azm+kfm+^ (z) + b satisfies Reh(z) S M. 
Let g(0) = a + ifi and note that we may assume that a ^ 0, for otherwise 
/ is a polynomial, and the theorem is immediate. Set 

>w-<fc^-i+£^ 
so that pi = p2 = . . . = pm-i = 0, £W-H = (a/a) (I + 1) (I + 2) . . . (/ + m)am+l 

for / = 0, 1, 2, . . . and Re p(z) è 0. Letting g(2) = (h(z) - h(0))/a, we see 
that Re g(2) ^ (M — Re h(0))/a and it is possible to put q(z) into the form 
!Ln=i ^nPn%ni where Xw are non-negative real numbers. Specifically, we choose 
\n as follows: Xi, X2, . . . , Xm_i may be chosen arbitrarily and for convenience 
may be set equal to zero, Xw = \m+1 = . . . = \m+k-i = 0, and \m+k+i = 
(I + 1)(Z + 2) . . . (/ + k) for / = 0, 1, 2, . . . . 
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The Lemma is applicable and this yields the inequality 

V X I* I2 < gfo-ReftfflA 
2^i Am+k+l\Pm+k+l\ = A / » 
j=o \ a / 

which is the same as 

£ (/ + D(/ + 2) . . . ( / + *)(/ + \)\l + 2)2. . . (Z + m)2|aww,|2 

1=0 

â r r s t M - ReA(0)]. 
|a| 

The series on the left-hand side of the last inequality converges simultaneously 
with the series J^n=i n2m+k\an\

2
f and this proves the theorem. 

THEOREM 3. Let p(z) = 1 + Y,n=ipnz
n be analytic for \z\ < 1 and satisfy 

Re p(z) Ê; 0, and set pn(z) = 1 + E2-i £*s* arcd £,*(*) = 1 + L L i **. There 
exists a complex number e depending on pn(z) such that |e| = 1 and 

mzx\pn(z) - pn*(es)\ S n. 
\z\=l 

Proof. Let M = m a x | 2 | ^ R e ^ ( 2 ) and choose z0 such that |s0| = 1 and 
Repn(z0) = M. Applying the Lemma, where q(z) = pn(z) (so that 

Xi = À2 = . . . = Xn = 1 

and X* = 0 for k > »), we conclude that Z L i \p*\2 ^ 2M = 2Re £»(s0). Set 
6 = 2o and suppose that |s| ^ 1 ; then 

IMO -/>«*(*) I = X) ( fo-eV ^ Z |ft-€* 

Remarks. (1) If >̂ is the function £(z) = 1, then for each number e> \e\ = 1, 

max \pn(z) — pn*(tz)\ = max 
n n 

2^ ez 

A
ll 

k=i fc=l 
= w. 

The function 

l — z n=i 

also satisfies Rep(z) > 0 for \z\ < 1, and for each e, |e| = 1, 

max \pn(z) - pn*(ez)\ ^ \pn(l) - pn*(e)\ = 2n > 2n — n = n. 

Thus, the number n in the conclusion of Theorem 3 cannot be decreased. 
Moreover, we have exhibited two quite different examples of functions p 
which are extremal and each one serves for every n. 
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Notice that p*(z) = (1 — z)~l = X^L0 %
n satisfies the hypotheses on p in 

Theorem 3 as w = (1 — z)~l maps \z\ < 1 one-to-one onto Re w > f. There­
fore, this theorem asserts that each nth (n fixed) partial sum of a function p 
may be "best approximated" by some rotation in z of the wth partial sum of 
a particular function under consideration. 

(2) We now raise the question of what general result is exhibited by 
Theorem 3. Suppose that #~ is a family of functions each of which is defined 
for \z\ < 1 such that if / G ^" , then f{ez) £ <#" for each complex number 
€, |e| = 1. An equivalence relation is defined on ^ b y the condition/^) = g(ez) 
for some €, |e| = 1. If d is a metric on &~ we define D by D(F, G) = inf d(f, g), 
where / and g vary over the equivalence classes F and G. 

Theorem 3 deals with the family \pn(z)} in fixed) and the metric 

d(f,g)= max \f(z)-g(z)\ 

and asserts that the equivalence classes lie in the disk {F: D(F, F*) S n\> 
where F* is the equivalence class containing pn*. I t is easy to show that this 
disk is filled in the sense that to each number m, 0 ^ m S n, there is an 
equivalence class F such that D(F, F*) = m. Moreover, this disk contains 
diametrically opposite points F± and F2 in the sense that D(Fi, F*) = 
D{F2l F*) = n and D(Fi, F2) = 2n, as was shown in Remark 1. 

We ask: In the general situation, under what conditions on J^~and d do the 
equivalence classes fill up a disk and when are there diametrically opposite 
points? 

We also raise the problem of considering the kind of result of Theorem 3, 
where Ĵ ~ and d are quite specific. One then may be interested in determining 
exactly the centre and radius of the disk which the equivalence class covers 
when that is the situation. 

(3) Finally, we would like to indicate another possible direction in which 
the Lemma may be useful. Suppose that f(z) = z + a2z

2 + . . . is analytic 
and maps \z\ < 1 one-to one onto a domain starlike with respect to the origin. 
This is equivalent to the hypothesis that 

is analytic in \z\ < 1 and satisfies Re p(z) ^ 0. This relation between / and p 
can be expressed in the equivalent form 

If we let 

g ( s ) = r ^ M - l ^ = £ % V and Jf(r)=max| /(*) | , 
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then 

Reg(s) ^ l o g ^ ^ for \z\ ^ 

The Lemma is applicable to the functions p(rz) and q (rz) (with \n = n~l) 
and this yields the inequality 

^r>nS2logM(r) 

" 1 n 
This inequality represents an area theorem for the functions q, and one 
wonders whether there are any important applications of the inequality to 
the study of starlike and related functions. 
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