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#### Abstract

In this paper, we give certain analytic functional relations for the double harmonic series related to the double Euler numbers. These can be regarded as continuous generalizations of the known discrete relations obtained by the author recently.
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## 1. Introduction

Let $\mathbb{N}$ be the set of natural numbers, $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}, \mathbb{Z}$ the ring of rational integers, $\mathbb{Q}$ the field of rational numbers, $\mathbb{B}$ the field of real numbers, and $\mathbb{C}$ the field of complex numbers.

As multiple analogues of the Tornheim double series, Matsumoto defined the Mordell-Tornheim zeta function

$$
\begin{equation*}
\zeta_{M T, r}\left(s_{1}, s_{2}, \ldots, s_{r} ; s\right)=\sum_{m_{1}, m_{2} \ldots . m_{r}=1}^{\infty} \frac{1}{m_{1}^{s_{1}} m_{2}^{s_{2}} \cdots m_{r}^{s_{r}}\left(m_{1}+\cdots+m_{r}\right)^{s}} \tag{1}
\end{equation*}
$$

for complex variables $s_{1}, s_{2}, \ldots, s_{r}, s$, where the sum is over $r$-tuples of positive integers (see [3]). He showed that this function can be continued meromorphically to

Partially supported by Grant-in-Aid for Science Research (No. 17540053), the Ministry of Education, Culture, Sports, Science and Technology, Japan.
(C) 2005 Australian Mathematical Society $1446-7887 / 05 \$$ A $2.00+0.00$
$\mathbb{C}^{r+1}$. In the 1950 's, the values $\zeta_{M T, 2}\left(k_{1}, k_{2} ; k\right)$ for $k_{1}, k_{2}, k \in \mathbb{N}$ were investigated by Tornheim [6] and Mordell [4]. After that, various explicit evaluation formulas for them were obtained (see, for example, $[2,5,8]$ ). Recently, as continuous generalizations of the discrete relations in [8], the author has given certain functional relations for $\zeta_{M T, 2}\left(s_{1}, s_{2} ; s\right)$, which essentially include both Tornheim's and Mordell's results (see [7]).

More recently we considered the multiple Euler numbers and the related multiple series, and obtained some relations for the values of them at positive integers (see [10]).

In the present paper, we consider

$$
\begin{equation*}
\mathfrak{T}_{a, b}\left(s_{1}, s_{2} ; s\right)=\sum_{m, n=0}^{\infty} \frac{1}{(2 m+a)^{s_{1}}(2 n+b)^{s_{2}}(2 m+2 n+a+b)^{s}} \tag{2}
\end{equation*}
$$

for $a, b \in\{1,2\}$. Note that $\mathfrak{T}_{1.1}\left(s_{1}, s_{2} ; s\right)$ is what we considered in [9,10]. The aim of this paper is to give certain functional relations between these double series and the Riemann zeta function $\zeta(s)$ (see Theorem 4.7), by the same method as in [7]. For example, we have

$$
\begin{align*}
& \mathfrak{T}_{1,1}(2, s ; 3)+\mathfrak{T}_{1,2}(2,3 ; s)-\mathfrak{T}_{1,2}(s, 3 ; 2)  \tag{3}\\
& \quad=\frac{5}{2}\left(1-2^{-s-3}\right) \zeta(s+3) \zeta(2)-4\left(1-2^{-s-5}\right) \zeta(s+5)
\end{align*}
$$

for all $s \in \mathbb{C}$ with $\operatorname{Re}(s) \geq 0$. In particular, putting $s=2$ in (3), we have a non-trivial relation

$$
\begin{equation*}
\mathcal{T}_{1,1}(2,2 ; 3)=\frac{155}{64} \zeta(5) \zeta(2)-\frac{127}{32} \zeta(7) \tag{4}
\end{equation*}
$$

Indeed, this is a concrete example derived from [10, Theorem 1.1] (see also [9]). Thus we can regard our present results as analytic generalizations of our previous discrete results in $[9,10]$.

## 2. Preliminaries

We make use of the same notation as in $[7,9,10]$. For $u \in[1,1+\delta]$, we define a set of numbers $\left\{\mathcal{E}_{m}(u)\right\}$ by

$$
\begin{equation*}
F(x ; u)=\frac{2 u e^{x}}{e^{2 x}+u}=\sum_{m=0}^{\infty} \mathcal{E}_{m}(u) \frac{x^{m}}{m!} \tag{5}
\end{equation*}
$$

We denote $\mathcal{E}_{m}(1)$ by $E_{m}$ which is called the $m$ th Euler number (see [1, Chapter 1]). We see that (see [9, Section 2])

$$
\begin{align*}
& \mathcal{E}_{2 j+1}(1)=E_{2 j+1}=0 \quad\left(j \in \mathbb{N}_{0}\right),  \tag{6}\\
& \liminf _{m \rightarrow \infty}\left(\frac{\left|\mathcal{E}_{m}(b ; u)\right|}{m!}\right)^{-1 / m} \geq \frac{\pi}{2} \quad(u \in[1,1+\delta]) . \tag{7}
\end{align*}
$$

For $s \in \mathbb{C}$ with $\operatorname{Re}(s)>0$, we define

$$
\begin{equation*}
\rho(s ; u)=\sum_{m=0}^{\infty} \frac{(-u)^{-m}}{(2 m+1)^{s}} . \tag{8}
\end{equation*}
$$

Lemma 2.1. For $u \in[1,1+\delta], \rho(s ; u)$ is defined and holomorphic for all $s \in \mathbb{C}$. Let $c \in \mathbb{R}$ with $0 \leq c<1$. For any $\gamma \in \mathbb{R}$ with $0<\gamma<\pi / 2$, there exists a constant $M=M(\gamma)>0$ independent of $u \in[1,1+\delta]$ such that

$$
\begin{equation*}
\frac{|\rho(c-n ; u)|}{n!} \leq \frac{M(\gamma)}{\gamma^{n}} \quad\left(n \in \mathbb{N}_{0}\right) \tag{9}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left(\frac{|\rho(c-n ; u)|}{n!}\right)^{-1 / n} \geq \frac{\pi}{2} \tag{10}
\end{equation*}
$$

Proof. Let $\gamma \in \mathbb{R}$ with $0<\gamma<\pi / 2$, and $C_{\gamma}: z=\gamma e^{i t}$ for $0 \leq t \leq 2 \pi$, where $i=\sqrt{-1}$. We can easily check that

$$
\begin{equation*}
\int_{C_{\gamma}} F(z ; u) z^{-n-1} d z=\frac{(2 \pi i) \mathcal{E}_{n}(u)}{n!} \quad\left(n \in \mathbb{N}_{0}\right) \tag{11}
\end{equation*}
$$

Let $M_{1}(\gamma)=\max |F(z, u)|$ for $(z, u) \in C_{\gamma} \times[1,1+\delta]$. Then we obtain

$$
\frac{\left|\mathcal{E}_{n}(u)\right|}{n!} \leq \frac{1}{2 \pi} \int_{C_{\gamma}}|F(z ; u)||z|^{-n-1}|d z| \leq \frac{M_{1}(\gamma)}{\gamma^{n}} \quad\left(n \in \mathbb{N}_{0}\right)
$$

Now we use the method of contour integrals (see, for example, [11, Proof of Theorem 4.2]). We consider the path $\Omega$ which consists of the positive real axis $[\gamma, \infty]$ (top side), a circle $C_{\gamma}$ around 0 of radius $\gamma$, and the positive real axis [ $\gamma, \infty$ ] (bottom side), where $0<\gamma<\pi / 2$. Note that we interpret $t^{s}$ to mean $\exp (s \log t)$, where the imaginary part of $\log t$ varies from 0 (on the top side of the real axis) to $2 \pi$ (on the bottom side). Let

$$
\begin{aligned}
H(s ; u) & =\int_{\Omega} F(-t ; u) t^{s-1} d t \\
& =\left(e^{2 \pi i s}-1\right) \int_{\gamma}^{\infty} F(-t ; u) t^{s-1} d t+\int_{C_{\gamma}} F(-t ; u) t^{s-1} d t
\end{aligned}
$$

Note that $H(s ; u)$ is defined and holomorphic for all $s \in \mathbb{C}$. For $s \in \mathbb{C}$ with $\operatorname{Re}(s)>1$, letting $\gamma \rightarrow 0$, we have

$$
\begin{aligned}
H(s ; u) & =\left(e^{2 \pi i s}-1\right) \int_{0}^{\infty} F(-t ; u) t^{s-1} d t \\
& =2\left(e^{2 \pi i s}-1\right) \Gamma(s) \rho(s ; u)
\end{aligned}
$$

Hence

$$
\begin{equation*}
\rho(s ; u)=\frac{1}{2\left(e^{2 \pi i s}-1\right) \Gamma(s)} H(s ; u)=\frac{\Gamma(1-s)}{4 \pi i e^{\pi i s}} H(s ; u) . \tag{12}
\end{equation*}
$$

Combining (8) and (12), we see that $\rho(s ; u)$ is defined and holomorphic for all $s \in \mathbb{C}$. For $N \in \mathbb{N}_{0}$, we have

$$
\begin{equation*}
H(c-N ; u)=\left(e^{2 \pi i c}-1\right) \int_{\gamma}^{\infty} F(-t ; u) t^{c-N-1} d t+\int_{C_{\gamma}} F(-t ; u) t^{c-N-1} d t \tag{13}
\end{equation*}
$$

Assume $N>1$. For simplicity, we denote by $I_{1}$ and $I_{2}$ the first and second terms on the right-hand side, respectively. Note that

$$
\left|\int_{\gamma}^{\infty} e^{-(2 n+1) t} t^{c-N-1} d t\right| \leq \frac{e^{-(2 n+1) \gamma} \gamma^{c-N-1}}{2 n+1}
$$

Hence we have

$$
\begin{equation*}
\left|I_{1}\right| \leq \gamma^{c-N-1}\left|e^{2 \pi i c}-1\right| \sum_{n=0}^{\infty} \frac{e^{-(2 n+1) \gamma}}{2 n+1} \tag{14}
\end{equation*}
$$

On the other hand, by using the fact that

$$
\int_{C_{r}} t^{b} d t= \begin{cases}2 \pi i & (b=-1) \\ \gamma^{b+1}\left(\frac{e^{2 \pi i b}-1}{b+1}\right) & (b \neq-1)\end{cases}
$$

for $b \in \mathbb{C}$ and (11), we have

$$
I_{2}= \begin{cases}(2 \pi i) \mathcal{E}_{N}(u) \frac{(-1)^{N}}{N!} & (\text { if } c=0) \\ \gamma^{c-N}\left(e^{2 \pi i c}-1\right) \sum_{n=0}^{\infty} \frac{\mathcal{E}_{n}(u)(-1)^{n} \gamma^{n}}{(n+c-N) n!} & \text { (if } 0<c<1)\end{cases}
$$

Note that the above infinite series in the second case is convergent because of the assumption $\gamma<\pi / 2$. Hence we have

$$
\left|I_{2}\right| \leq \begin{cases}2 \pi \frac{\left|\mathcal{E}_{N}(u)\right|}{N!} & \text { (if } c=0) \\ \gamma^{c-N}\left|e^{2 \pi i c}-1\right|\left|\sum_{n=0}^{\infty} \mathcal{E}_{n}(u) \frac{(-1)^{n} \gamma^{n}}{(n+c-N) n!}\right| & (\text { if } 0<c<1)\end{cases}
$$

For the first case, as we mentioned above, there exists a constant $M_{1}(\gamma)>0$ independent of $u$ such that

$$
\begin{equation*}
\left|I_{2}\right| \leq \frac{2 \pi M_{1}(\gamma)}{\gamma^{N}} \tag{15}
\end{equation*}
$$

For the second case, we let $d=\min |c-m|$ for all $m \in \mathbb{Z}$. Fix $\xi$ with $0<\gamma<\xi<$ $\pi / 2$. Then we see that the second case yields that

$$
\begin{equation*}
\left|I_{2}\right| \leq \gamma^{c-N}\left|e^{2 \pi i c}-1\right| \frac{M_{1}(\xi)}{d(1-\gamma / \xi)} \tag{16}
\end{equation*}
$$

Hence, by combining (12)-(16), there exists a constant $M_{2}=M_{2}(\gamma)>0$ which depends on $\gamma$ but is independent of $N$ and $u$ such that

$$
\left|\frac{\rho(c-N ; u)}{\Gamma(1+N-c)}\right|=\frac{1}{4 \pi}|H(c-N ; u)| \leq \frac{M_{2}(\gamma)}{\gamma^{N}} \quad\left(N \in \mathbb{N}_{0}\right)
$$

Since $|\Gamma(1+N-c)| \leq N!|\Gamma(1-c)|$, we obtain the proof of (9). Furthermore, we can immediately obtain (10) from (9).

For $t \in \mathbb{C}, r \in \mathbb{R}$ with $r \geq 1$ and $u \in[1,1+\delta]$, we let

$$
\mathcal{F}(t ; r ; u)=\sum_{n=0}^{\infty} \frac{(-u)^{-n} e^{(2 n+1) t}}{(2 n+1)^{r}}
$$

Here $\mathcal{F}(t ; r ; u)$ is holomorphic for $t \in \mathbb{C}$ with $\operatorname{Re}(t)<0$. Suppose $u \in(1,1+\delta]$, $\theta \in(-\pi / 2, \pi / 2), l \in \mathbb{N}$ and $c \in \mathbb{R}$ with $0 \leq c<1$, and let $r=l+c$. By (8), we have

$$
\begin{equation*}
\mathcal{F}(i \theta ; l+c ; u)=\sum_{j=0}^{\infty} \rho(l+c-j ; u) \frac{(i \theta)^{j}}{j!} \tag{17}
\end{equation*}
$$

It follows from Lemma 2.1 that the right-hand side of (17) is uniformly convergent with respect to $u \in[1,1+\delta]$ when $\theta \in(-\pi / 2, \pi / 2)$. Hence $\mathcal{F}(i \theta ; l+c ; 1)$ is defined by the right-hand side of (17) with $u=1$ for $\theta \in(-\pi / 2, \pi / 2)$. Thus we can define

$$
\begin{equation*}
\mathcal{F}(t ; l+c ; u)=\sum_{j=0}^{\infty} \rho(l+c-j ; u) \frac{t^{j}}{j!} \quad\left(|t|<\frac{\pi}{2}\right) \tag{18}
\end{equation*}
$$

for $u \in[1,1+\delta]$. Putting $r=l+c \geq 1$, we obtain the following.
Lemma 2.2. Suppose $r \in \mathbb{R}$ with $r \geq 1$ and $u \in[1,1+\delta]$. Then $\mathcal{F}(t ; r ; u)$ is holomorphic on $\{t \in \mathbb{C}||t|<\pi / 2\}$.

## 3. Some lemmas

From (5), (11), (12) and (13) with $c=0$, we see that

$$
\begin{equation*}
\rho(-k ; u)=\frac{1}{2} \mathcal{E}_{k}(u) \quad\left(k \in \mathbb{N}_{0}\right) \tag{19}
\end{equation*}
$$

for $u \in[1,1+\delta]$.
We denote the $p$ th derivative of $\sin (X)$ by $\sin ^{(p)}(X)$. Furthermore, we denote $\left.\sin ^{(p)}(X)\right|_{X=\alpha}$ by $\sin ^{(p)}(\alpha)$ for $\alpha \in \mathbb{R}$. Let $\lambda_{m}=\left\{1+(-1)^{m}\right\} / 2$ for $m \in \mathbb{Z}$. Then we have

$$
\begin{equation*}
\sin ^{(p)}(X)=\frac{i^{p-1}}{2}\left(e^{i X}+(-1)^{p-1} e^{-i X}\right)=i^{p-1} \sum_{j=0}^{\infty} \lambda_{p+1+j} \frac{(i X)^{j}}{j!} \tag{20}
\end{equation*}
$$

For $k \in \mathbb{N}, p \in \mathbb{N}_{0}, u \in[1,1+\delta]$ and $\theta \in \mathbb{R}$, we define

$$
\begin{align*}
X_{p}(i \theta ; k ; u) & =\sum_{n=0}^{\infty} \frac{(-u)^{-n} \sin ^{(p)}((2 n+1) \theta)}{(2 n+1)^{k}}  \tag{21}\\
& =\frac{i^{p-1}}{2}\left\{\mathcal{F}(i \theta ; k ; u)+(-1)^{p-1} \mathcal{F}(-i \theta ; k ; u)\right\}
\end{align*}
$$

and

$$
\begin{equation*}
y_{p}(i \theta ; k ; u)=X_{p}(i \theta ; k ; u)-i^{p-1} \sum_{j=0}^{k} \rho(k-j ; u) \lambda_{p+1+j} \frac{(i \theta)^{j}}{j!} \tag{22}
\end{equation*}
$$

for $k \in \mathbb{N}, p \in \mathbb{N}_{0}, u \in[1,1+\delta]$ and $\theta \in \mathbb{R}$. When $u \in(1,1+\delta]$, it follows from (17), (19)-(22) that

$$
\begin{equation*}
y_{p}(i \theta ; k ; u)=\frac{i^{p-1}}{2} \sum_{n=1}^{\infty} \mathcal{E}_{n}(u) \lambda_{p+1+n+k} \frac{(i \theta)^{n+k}}{(n+k)!} \tag{23}
\end{equation*}
$$

From Lemma 2.1, this is uniformly convergent with respect to $u \in[1,1+\delta]$ when $\theta \in(-\pi / 2, \pi / 2)$. By (6), we have $\mathcal{E}_{n}(1) \lambda_{n+1}=0$ for $n \in \mathbb{N}$. Hence we obtain the following.

Lemma 3.1. With the above notation and under the assumption that $p \equiv k(\bmod 2)$ and $\theta \in(-\pi / 2, \pi / 2)$,

$$
\begin{equation*}
\lim _{u \rightarrow 1} y_{p}(i \theta ; k ; u)=0 \tag{24}
\end{equation*}
$$

For $u \in[1,1+\delta]$, we define

$$
\begin{align*}
& \mathfrak{S}\left(s_{1}, s_{2}, s ; u\right):=\sum_{m, n=0}^{\infty} \frac{(-u)^{-m-n}}{(2 m+1)^{s_{1}}(2 n+1)^{s_{2}}(2 m+2 n+2)^{s}},  \tag{25}\\
& \mathfrak{R}\left(s_{1}, s_{2}, s ; u\right):=\sum_{m, n=0}^{\infty} \frac{(-u)^{-2 m-n}}{(2 m+1)^{s_{1}}(2 n+2)^{s_{2}}(2 m+2 n+3)^{s}} .
\end{align*}
$$

By [9, Lemma 2.2], we have the following.
Lemma 3.2. For $u \in(1,1+\delta]$,

$$
\begin{align*}
& \mathcal{F}\left(i \theta ; s_{1} ; u\right) \mathcal{F}\left(i \theta ; s_{2} ; u\right)=\sum_{N=0}^{\infty} \mathfrak{S}\left(s_{1}, s_{2},-N ; u\right) \frac{(i \theta)^{N}}{N!},  \tag{27}\\
& \begin{aligned}
& \mathcal{F}\left(-i \theta ; s_{1} ; u\right) \mathcal{F}\left(i \theta ; s_{2} ; u\right) \\
& \quad=-\frac{1}{u} \sum_{N=0}^{\infty}\left\{\mathfrak{R}\left(s_{1},-N, s_{2} ; u\right)+(-1)^{N} \mathfrak{R}\left(s_{2},-N, s_{1} ; u\right)\right\} \frac{(i \theta)^{N}}{N!} \\
& \quad+\sum_{m=0}^{\infty} \frac{u^{-2 m}}{(2 m+1)^{s_{1}+s_{2}}} .
\end{aligned} \tag{28}
\end{align*}
$$

For $n \in \mathbb{Z}, p \in \mathbb{N}_{0}, k \in \mathbb{N}, r \in \mathbb{R}$ with $r>1$ and $u \in(1,1+\delta]$, we define

$$
\begin{align*}
& \mathcal{B}^{p}(n ; k, r ; u)  \tag{29}\\
&= \frac{1}{2}\left[\mathfrak{S}(k, r, n ; u)+\frac{(-1)^{p}}{u}\left\{\mathfrak{R}(k, n, r ; u)+(-1)^{n} \mathfrak{R}(r, n, k ; u)\right\}\right] \\
&-\sum_{j=0}^{k}\binom{-n}{j} \rho(k-j ; u) \lambda_{p+1+j} \rho(r+j+n ; u) .
\end{align*}
$$

Note that if $n \in \mathbb{N}$ then we can define $\mathcal{B}^{p}(n ; k, r ; 1)$ by the right-hand side of (29) with $u=1$.

Lemma 3.3. With the above notation and for $u \in(1,1+\delta]$,

$$
\begin{align*}
& y_{p}(i \theta ; k ; u) \mathcal{F}(i \theta ; r ; u)  \tag{30}\\
& \quad=i^{p-1} \sum_{N=0}^{\infty} \mathcal{B}^{p}(-N ; k, r ; u) \frac{(i \theta)^{N}}{N!}+\frac{(-i)^{p-1}}{2} \sum_{m=0}^{\infty} \frac{u^{-2 m}}{(2 m+1)^{k+r}} .
\end{align*}
$$

Proof. We use the same method as in the proof of [9, Lemma 2.3]. By combining (21) and Lemma 3.2, we can calculate $X_{p}(i \theta ; k ; u) \mathcal{F}(i \theta ; r ; u)$. On the other hand, by
combining (17) and (22) and using the binomial theorem, we have

$$
\begin{aligned}
\sum_{j=0}^{k} \rho & (k-j ; u) \lambda_{p+1+j} \frac{(i \theta)^{j}}{j!} \sum_{v=0}^{\infty} \rho(r-v ; u) \frac{(i \theta)^{v}}{\nu!} \\
& =\sum_{N=0}^{\infty}\left\{\sum_{j=0}^{k}\binom{N}{j} \rho(k-j ; u) \lambda_{p+1+j} \rho(r+j-N ; u)\right\} \frac{(i \theta)^{N}}{N!}
\end{aligned}
$$

Hence, by (29), we obtain the assertion.

Lemma 3.4. Suppose $k \in \mathbb{N}, p \in \mathbb{N}_{0}, r \in \mathbb{R}$ with $r>1$ and $u \in(1,1+\delta]$. For any $\gamma \in \mathbb{R}$ with $0<\gamma<\pi / 2$, there exists a constant $\mathcal{M}=\mathcal{M}(\gamma)>0$ independent of $u \in(1,1+\delta]$ such that

$$
\begin{equation*}
\frac{\left|\mathcal{B}^{p}(-n ; k, r ; u)\right|}{n!} \leq \frac{\mathcal{M}(\gamma)}{\gamma^{n}} \quad\left(n \in \mathbb{N}_{0}\right) \tag{31}
\end{equation*}
$$

In particular.

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left(\frac{\left|\mathcal{B}^{p}(-n ; k, r ; u)\right|}{n!}\right)^{-1 / n} \geq \frac{\pi}{2} \tag{32}
\end{equation*}
$$

Furthermore, if $p \equiv k(\bmod 2)$, then

$$
\begin{align*}
& \lim _{u \rightarrow 1} \mathcal{B}^{p}(-N ; k, r ; u)=0 \quad(N \in \mathbb{N})  \tag{33}\\
& \lim _{u \rightarrow 1} \mathcal{B}^{p}(0 ; k, r ; u)=\frac{(-1)^{p}}{2} \sum_{m=0}^{\infty} \frac{1}{(2 m+1)^{k+r}} \tag{34}
\end{align*}
$$

Proof. By (21), (22) and Lemma 2.2, $y_{p}(t ; k ; u)$ can be defined and holomorphic on $\left\{t \in \mathbb{C}||t|<\pi / 2\}\right.$ when $u \in[1,1+\delta]$. So is $y_{p}(t ; k ; u) \mathcal{F}(t ; r ; u)$. In particular, when $u \in(1,1+\delta]$, it follows from (30) that

$$
\begin{align*}
& y_{p}(t ; k ; u) \mathcal{F}(t ; r ; u)  \tag{35}\\
& \quad=i^{p-1} \sum_{N=0}^{\infty} \mathcal{B}^{p}(-N ; k, r ; u) \frac{t^{N}}{N!}+\frac{(-i)^{p-1}}{2} \sum_{m=0}^{\infty} \frac{u^{-2 m}}{(2 m+1)^{k+r}}
\end{align*}
$$

for $t \in \mathbb{C}$ with $|t|<\pi / 2$. By the same method as in the proof of Lemma 2.1, we obtain (31) and (32). Hence the right-hand side of (35) is uniformly convergent with respect to $u \in(1,1+\delta]$, namely (35) holds for $u=1$. On the other hand, by Lemma 3.1, we see that the left-hand side of (35) tends to 0 as $u \rightarrow 1$, when $p \equiv k(\bmod 2)$. Thus we obtain (33) and (34).

## 4. Double series $\boldsymbol{T}_{a, b}\left(s_{1}, s_{2} ; s\right)$

By the same method as in [7], we aim to give some relation formulas for $\mathfrak{T}_{a, b}\left(s_{1}, s_{2} ; s\right)$ defined by (2).

Lemma 4.1. Suppose $k \in \mathbb{N}, p \in \mathbb{N}_{0}, r \in \mathbb{R}$ with $r>1, d \in \mathbb{N}, \theta \in \mathbb{R}$ and $u \in(1,1+\delta]$. Then

$$
\begin{align*}
& \frac{1}{2} \sum_{m, n=0}^{\infty}\left\{\begin{array}{l}
\frac{(-u)^{-m-n} \cos ((2 m+2 n+2) \theta)}{(2 m+1)^{k}(2 n+1)^{r}(2 m+2 n+2)^{d}} \\
\quad+\frac{(-1)^{p}}{u} \frac{(-u)^{-2 m-n} \cos ((2 n+2) \theta)}{(2 m+1)^{k}(2 n+2)^{d}(2 m+2 n+3)^{r}} \\
\\
\left.\quad+\frac{(-1)^{p+d}}{u} \frac{(-u)^{-2 m-n} \cos ((2 n+2) \theta)}{(2 m+1)^{r}(2 n+2)^{d}(2 m+2 n+3)^{k}}\right\} \\
-\sum_{j=0}^{k} \rho_{1}(k-j ; u)(-1)^{j} \lambda_{p+1+j} \sum_{v=0}^{j} \frac{(-\theta)^{v}}{v!}\binom{d-1+j-v}{j-v} \\
\quad \times \sum_{m=0}^{\infty} \frac{(-u)^{-m} \cos ^{(\nu)}((2 m+1) \theta)}{(2 m+1)^{d+j+r-v}} \\
=\sum_{N=0}^{\infty} \mathcal{B}^{p}(d-2 N ; k, r ; u) \frac{(i \theta)^{2 N}}{(2 N)!}
\end{array} .\right. \tag{36}
\end{align*}
$$

Proof. By (25) and (26), we have

$$
\sum_{m, n=0}^{\infty} \frac{(-u)^{-m-n} \cos ((2 m+2 n+2) \theta)}{(2 m+1)^{s_{1}}(2 n+1)^{s_{2}}(2 m+2 n+2)^{s_{3}}}=\sum_{N=0}^{\infty} \mathfrak{S}\left(s_{1}, s_{2}, s_{3}-2 N ; u\right) \frac{(i \theta)^{2 N}}{(2 N)!}
$$

and

$$
\sum_{m, n=0}^{\infty} \frac{(-u)^{-2 m-n} \cos ((2 n+1) \theta)}{(2 m+1)^{s_{1}}(2 n+2)^{s_{2}}(2 m+2 n+3)^{s_{3}}}=\sum_{N=0}^{\infty} \Re\left(s_{1}, s_{2}-2 N, s_{3} ; u\right) \frac{(i \theta)^{2 N}}{(2 N)!}
$$

Furthermore, we recall

$$
\begin{align*}
& \sum_{\nu=0}^{c} \frac{(-\theta)^{\nu}}{v!}\binom{a+c-v}{c-v} \sum_{m=0}^{\infty} \frac{(-u)^{-m} \cos ^{(\nu)}((2 m+b) \theta)}{(2 m+b)^{a+1+c+r-\nu}}  \tag{37}\\
& \quad=\sum_{N=0}^{\infty}\binom{a+c-2 N}{c} \sum_{m=0}^{\infty} \frac{(-u)^{-m}}{(2 m+b)^{a+1+c+r-2 N}} \frac{(i \theta)^{2 N}}{(2 N)!}
\end{align*}
$$

for $a, c \in \mathbb{N}_{0}, b \in\{1,2\}$ and $r \in \mathbb{R}$ with $r>1$ (see [8, (3.2)]). By applying this equation with $(a, b, c)=(d-1,1, j)$, we have

$$
\begin{aligned}
& (-1)^{j} \sum_{v=0}^{j} \frac{(-\theta)^{\nu}}{v!}\binom{d-1+j-v}{j-v} \sum_{m=0}^{\infty} \frac{(-u)^{-m} \cos ^{(\nu)}((2 m+1) \theta)}{(2 m+1)^{d+j+r-v}} \\
& \quad=\sum_{N=0}^{\infty}\binom{2 N-d}{j} \rho(d+j+r-2 N ; u) \frac{(i \theta)^{2 N}}{(2 N)!}
\end{aligned}
$$

because

$$
\binom{d-1+j-2 N}{j}=(-1)^{j}\binom{2 N-d}{j}
$$

By (29), we obtain the assertion.
When $d \geq 2$ and $\theta \in(-\pi / 2, \pi / 2)$, it follows from (31) that there exists a constant $M>1$ independent of $u \in(1,1+\delta]$ such that

$$
\left|\mathcal{B}^{p}(d-2 N ; k, r ; u) \frac{(i \theta)^{2 N}}{(2 N)!}\right| \leq M \frac{(2 N-d)!}{2 N!}\left(\frac{\pi}{2}\right)^{d} \leq \frac{M}{(2 N-1)^{2}}\left(\frac{\pi}{2}\right)^{d}
$$

for any $N$ with $2 N \geq d$. This means that if $d \geq 2$ then the right-hand sides of (36) is uniformly convergent with respect to $u \in(1,1+\delta]$. So we can let $u \rightarrow 1$ in both sides of (36), namely (36) holds for $u=1$ when $\theta \in(-\pi / 2, \pi / 2)$. Using Lemma 3.4, we have the following proposition. Note that each side of (37) is continuous for $\theta \in[-\pi / 2, \pi / 2]$, hence (37) holds for $\theta \in[-\pi / 2, \pi / 2]$.

Proposition 4.2. Suppose $k \in \mathbb{N}, p \in \mathbb{N}_{0}, r \in \mathbb{R}$ with $r>1, d \in \mathbb{N}$ with $d \geq 2$ and $\theta \in[-\pi / 2, \pi / 2]$. If $k \equiv p(\bmod 2)$, then

$$
\begin{align*}
& \frac{1}{2} \sum_{m . n=0}^{\infty}\left\{\begin{array}{l}
\frac{(-1)^{m+n} \cos ((2 m+2 n+2) \theta)}{(2 m+1)^{k}(2 n+1)^{r}(2 m+2 n+2)^{d}} \\
\quad+(-1)^{p} \frac{(-1)^{n} \cos ((2 n+2) \theta)}{(2 m+1)^{k}(2 n+2)^{d}(2 m+2 n+3)^{r}} \\
\left.\quad+(-1)^{p+d} \frac{(-1)^{n} \cos ((2 n+2) \theta)}{(2 m+1)^{r}(2 n+2)^{d}(2 m+2 n+3)^{k}}\right\} \\
-\sum_{j=0}^{k} \rho(k-j ; 1)(-1)^{j} \lambda_{p+1+j}^{j} \sum_{v=0}^{j} \frac{(-\theta)^{v}}{v!}\binom{d-1+j-v}{j-v} \\
\quad \times \sum_{m=0}^{\infty} \frac{(-1)^{m} \cos ^{(p)}((2 m+1) \theta)}{(2 m+1)^{d+j+r-v}} \\
=\sum_{N=0}^{|d / 2|} \mathcal{B}^{p}(d-2 N ; k, r ; 1) \frac{(i \theta)^{2 N}}{(2 N)!}
\end{array}\right. \tag{38}
\end{align*}
$$

When $d \geq 3$, we can differentiate (37) with respect to $\theta$ because of its uniform convergency. Using the known relation

$$
-\binom{x-1}{y-1}+\binom{x}{y}=\binom{x-1}{y}
$$

we have the following.
Proposition 4.3. Suppose $k \in \mathbb{N}, p \in \mathbb{N}_{0}, r \in \mathbb{R}$ with $r>1, d \in \mathbb{N}$ with $d \geq 3$ and $\theta \in[-\pi / 2, \pi / 2]$. If $k \equiv p(\bmod 2)$, then

$$
\left.\begin{array}{rl}
-\frac{1}{2} \sum_{m, n=0}^{\infty}\{ & \frac{(-1)^{m+n} \sin ((2 m+2 n+2) \theta)}{(2 m+1)^{k}(2 n+1)^{r}(2 m+2 n+2)^{d-1}}  \tag{39}\\
& +(-1)^{p} \frac{(-1)^{n} \sin ((2 n+2) \theta)}{(2 m+1)^{k}(2 n+2)^{d-1}(2 m+2 n+3)^{r}} \\
& \left.+(-1)^{p+d} \frac{(-1)^{n} \sin ((2 n+2) \theta)}{(2 m+1)^{r}(2 n+2)^{d-1}(2 m+2 n+3)^{k}}\right\}
\end{array}\right\} \begin{aligned}
& -\sum_{j=0}^{k} \rho(k-j ; 1)(-1)^{j} \lambda_{p+1+j} \sum_{v=0}^{j} \frac{(-\theta)^{\nu}}{v!}\binom{d-2+j-v}{j-v} \\
& \\
& =\sum_{N=1}^{\infty} \frac{(-1)^{m} \cos ^{(\nu+1)}((2 m+1) \theta)}{(2 m+1)^{d-1+j+r-v}} \mathcal{B}^{p}(d-2 N ; k, r ; 1) \frac{(-1)^{N} \theta^{2 N-1}}{(2 N-1)!}
\end{aligned}
$$

We apply Proposition 4.2 and Proposition 4.3 with $\theta=\pi / 2$. In particular, in (39) we replace $d-1$ with $d$. Let $\psi(s)=\sum_{n \geq 0}(2 n+1)^{-s}=\left(1-2^{-s}\right) \zeta(s)$. Then we have the following relations for $\mathfrak{T}_{a, b}\left(s_{1}, s_{2} ; s\right)$.

Corollary 4.4. Suppose $k \in \mathbb{N}, p \in \mathbb{N}_{0}, r \in \mathbb{R}$ with $r>1$ and $d \in \mathbb{N}$ with $d \geq 2$. If $k \equiv p(\bmod 2)$, then
(40) $\frac{1}{2}\left\{-\mathfrak{T}_{1,1}(k, r ; d)+(-1)^{p+1} \mathfrak{T}_{1,2}(k, d ; r)+(-1)^{p+1+d} \mathfrak{T}_{1,2}(r, d ; k)\right\}$

$$
\begin{aligned}
& -\sum_{j=0}^{k} \rho(k-j ; 1)(-1)^{j} \lambda_{p+1+j} \\
& \times \sum_{\mu=0}^{[(j-1) / 2]} \frac{(-1)^{\mu}(\pi / 2)^{2 \mu+1}}{(2 \mu+1)!}\binom{d-2+j-2 \mu}{j-2 \mu-1} \psi(d+j+r-2 \mu-1)
\end{aligned}
$$

$$
=\sum_{N=0}^{[d / 2 \mid} \mathcal{B}^{p}(d-2 N ; k, r ; 1) \frac{(i \pi / 2)^{2 N}}{(2 N)!}
$$

COROLLARY 4.5. Suppose $k \in \mathbb{N}, p \in \mathbb{N}_{0}, r \in \mathbb{R}$ with $r>1$ and $d \in \mathbb{N}$ with $d \geq 2$. If $k \equiv p(\bmod 2)$, then

$$
\begin{align*}
& \sum_{j=0}^{k} \rho(k-j ; 1)(-1)^{j} \lambda_{p+1+j}  \tag{41}\\
& \times \sum_{\mu=0}^{[j / 2]} \frac{(i \pi / 2)^{2 \mu}}{(2 \mu)!}\binom{d-1+j-2 \mu}{j-2 \mu} \psi(d+j+r-2 \mu) \\
&=\sum_{N=1}^{|(d+1) / 2|} \mathcal{B}^{p}(d+1-2 N ; k, r ; 1) \frac{(-1)^{N}(\pi / 2)^{2 N-1}}{(2 N-1)!} \\
&=\sum_{N=0}^{\mid(d-1) / 2\}} \mathcal{B}^{p}(d-1-2 N ; k, r ; 1) \frac{(-1)^{N+1}(\pi / 2)^{2 N+1}}{(2 N+1)!}
\end{align*}
$$

Now we give the explicit relation formulas for $\mathfrak{T}_{a, b}\left(s_{1}, s_{2} ; s\right)$. We make use of the following lemma which is equivalent to [7, Lemma 4.4].

LEMMA 4.6. Let $\left\{\boldsymbol{A}_{2 h}\right\}_{h \in \mathbb{N}_{0}},\left\{\boldsymbol{B}_{2 h}\right\}_{h \in \mathbb{N}_{0}}$ and $\left\{C_{2 h}\right\}_{h \in \mathbb{N}_{0}}$ be sequences such that

$$
\boldsymbol{A}_{2 h}=\sum_{j=0}^{h} \boldsymbol{C}_{2 h-2 j} \frac{(i \pi / 2)^{2 j}}{(2 j)!}, \quad \boldsymbol{B}_{2 h}=\sum_{j=0}^{h} \boldsymbol{C}_{2 h-2 j} \frac{(i \pi / 2)^{2 j}}{(2 j+1)!} \quad\left(h \in \mathbb{N}_{0}\right) .
$$

Then

$$
\boldsymbol{A}_{2 h}=-2^{1-2 h} \sum_{v=0}^{h} 2^{2 v} \boldsymbol{B}_{2 \nu} \zeta(2 h-2 v) \quad\left(h \in \mathbb{N}_{0}\right)
$$

Proof. Putting ( $\alpha_{2 j}, \beta_{2 j}, \gamma_{2 j}$ ) $=\left(2^{-2 j} \boldsymbol{A}_{2 j}, 2^{-2 j} \boldsymbol{B}_{2 j}, 2^{-2 j} \boldsymbol{C}_{2 j}\right.$ ) in [7, Lemma 4.4], we immediately obtain the assertion.

We simply write $\rho(s)=\rho(s ; 1)$. It is well-known that

$$
\begin{equation*}
\rho(2 j+1)=\frac{(-1)^{j} \pi^{2 j+1}}{(2 j)!2^{2 j+2}} E_{2 j} \quad\left(j \in \mathbb{N}_{0}\right) \tag{42}
\end{equation*}
$$

(see [1, Chapter 1]). Then, from Corollary 4.4, Corollary 4.5 and Lemma 4.6, we obtain the following result.

Theorem 4.7. Let $k, l \in \mathbb{N}$. Then

$$
\begin{align*}
& -\mathfrak{T}_{1.1}(k, s ; 2 l)+(-1)^{k+1}\left\{\mathfrak{T}_{1.2}(k, 2 l ; s)+\mathfrak{T}_{1.2}(s, 2 l ; k)\right\}  \tag{43}\\
& =2 \sum_{\substack{j=0 \\
j \neq k \\
(\bmod 2)}}^{k} \rho(k-j)(-1)^{j} \\
& \times \sum_{\mu=0}^{[(j-1) / 2]} \frac{(-1)^{\mu}(\pi / 2)^{2 \mu+1}\binom{(2-2+j-2 \mu}{j-2 \mu-1}}{(2 \mu+1)!} \psi(2 l+j+s-2 \mu-1) \\
& +\frac{2^{3-2 l}}{\pi} \sum_{\substack{j i=0 \\
j \neq(m \alpha 2)}}^{k} \rho(k-j)(-1)^{j} \sum_{\mu=0}^{[j / 2]} \frac{(-1)^{\mu}(\pi / 2)^{2 \mu}}{(2 \mu)!} \\
& \times \sum_{v=1}^{1} 2^{2 v}\binom{2 v+j-2 \mu}{j-2 \mu} \psi(2 v+1+j+s-2 \mu) \zeta(2 l-2 v) \\
& +(-1)^{k+1} 2^{1-2 l} \psi(k+s) \zeta(2 l)
\end{align*}
$$

and

$$
\begin{align*}
& -\mathfrak{T}_{1.1}(k, s ; 2 l+1)+(-1)^{k+1}\left\{\mathfrak{T}_{1.2}(k, 2 l+1 ; s)-\mathfrak{T}_{1,2}(s, 2 l+1 ; k)\right\}  \tag{44}\\
& =2 \sum_{\substack{j=0 \\
j \neq k}}^{k} \rho(k-j)(-1)^{j} \\
& \quad \times \sum_{\substack{I(\bmod 2)}}^{k j-1) / 2]} \frac{(-1)^{\mu}(\pi / 2)^{2 \mu+1}\binom{2 l-1+j-2 \mu}{j-2 \mu-1}}{(2 \mu+1)!} \psi(2 l+j+s-2 \mu) \\
& \quad+\frac{2^{3-2 l}}{\pi} \sum_{\substack { j=0 \\
\begin{subarray}{c}{j \neq(\operatorname{mon} 2){ j = 0 \\
\begin{subarray} { c } { j \neq ( \operatorname { m o n } 2 ) } }\end{subarray}}^{k} \rho(k-j)(-1)^{j} \sum_{\mu=0}^{[j / 2]} \frac{(-1)^{\mu}(\pi / 2)^{2 \mu}}{(2 \mu)!} \\
& \quad \times \sum_{\nu=0}^{l} 2^{2 v}\binom{2 \nu+1+j-2 \mu}{j-2 \mu} \psi(2 \nu+2+j+s-2 \mu) \zeta(2 l-2 \nu)
\end{align*}
$$

hold for all $s \in \mathbb{C}$ with both $\operatorname{Re}(s) \geq 0$ and $\operatorname{Re}(s)>1-k$, where $\psi(s)=$ $\left(1-2^{-s}\right) \zeta(s)$.

Proof. In Lemma 4.6, let $A_{2 h}$ be the left-hand side of (40) in the case $d=2 h$, $\boldsymbol{B}_{2 h}$ the left-hand side of (41) in the case $d=2 h+1$ divided by $-\pi / 2$ for $h \in \mathbb{N}$. Furthermore, let $C_{2 h}=\mathcal{B}^{k}(2 h ; k ; r ; 1)$ for $h \in \mathbb{N}$ and

$$
A_{0}=B_{0}=C_{0}=\mathcal{B}^{k}(0 ; k, r ; 1)=\frac{(-1)^{k}}{2} \psi(k+r)
$$

(see (34)). Then, applying Lemma 4.6 and putting $h=l \in \mathbb{N}$, we see that (43) holds for any $s=r \in \mathbb{R}$ with $r>1$. We can easily check that (2) is convergent absolutely when $\operatorname{Re}\left(s_{1}\right) \geq 0, \operatorname{Re}\left(s_{2}\right) \geq 0, \operatorname{Re}(s) \geq 0$, and $\operatorname{Re}\left(s_{1}+s\right)>1, \operatorname{Re}\left(s_{2}+s\right)>1$, $\operatorname{Re}\left(s_{1}+s_{2}+s\right)>2$ (see $[2,6]$ ). Hence (43) holds for any $s \in \mathbb{C}$ with $\operatorname{Re}(s) \geq 0$ and $k+\operatorname{Re}(s)>1$. Similarly, let $A_{2 h}$ be the left-hand side of (40) in the case $d=2 h+1$ for $h \in \mathbb{N}, \boldsymbol{B}_{2 h}$ the left-hand side of (41) in the case $d=2 h+2$ divided by $-\pi / 2$ for $h \in \mathbb{N}_{0}$. Furthermore, $\boldsymbol{C}_{2 h}=\mathcal{B}^{k}(2 h+1 ; k ; r ; 1)$ for $h \in \mathbb{N}_{0}$. Then, applying Lemma 4.6, putting $h=l \in \mathbb{N}$, and using the same consideration as above, we obtain (44).

EXAMPLE 1. Applying (44) with $(k, l)=(2,1)$, we obtain (3). Applying (43) with $(k, l)=(1,1)$ and replacing $s$ with $s+2$, we have

$$
\begin{align*}
& -\mathfrak{T}_{1,1}(1, s+2 ; 2)+\mathfrak{T}_{1,2}(1,2 ; s+2)+\mathfrak{T}_{1,2}(s+2,2 ; 1)  \tag{45}\\
& \quad=\frac{1}{2}\left(1-2^{-s-3}\right) \zeta(s+3) \zeta(2)-\left(1-2^{-s-5}\right) \zeta(s+5)
\end{align*}
$$

This means that the left-hand side of (45) can be continued meromorphically to the whole complex plane. Combining (3) and (45), we have

$$
\begin{align*}
\mathfrak{T}_{1.1}(2, & s ; 3)+\mathfrak{T}_{1.2}(2,3 ; s)-\mathfrak{T}_{1.2}(s, 3 ; 2)  \tag{46}\\
& \quad-4\left\{-\mathfrak{T}_{1.1}(1, s+2 ; 2)+\mathfrak{T}_{1.2}(1,2 ; s+2)+\mathfrak{T}_{1.2}(s+2,2 ; 1)\right\} \\
= & \frac{1}{2}\left(1-2^{-s-3}\right) \zeta(s+3) \zeta(2)
\end{align*}
$$

From the functional equation for $\zeta(s)$, we can trivially obtain the functional equation for the left-hand side of (46).

REMARK. From Theorem 4.7, we obtain the fact that $\mathcal{T}_{1,1}(k, m ; n)$ can be expressed as a rational linear combination of products of the Riemann zeta values, when $k, m, n \in$ $\mathbb{N}$ with $n \geq 2$ and $k+m+n$ is odd. Indeed, applying (43) with $s=m \in \mathbb{N}$ such that $k \not \equiv m(\bmod 2)$, we see that

$$
-\mathfrak{T}_{1,1}(k, m ; 2 l)+(-1)^{m}\left\{\mathfrak{T}_{1,2}(k, 2 l ; m)+\mathfrak{T}_{1,2}(m, 2 l ; k)\right\}
$$

can be expressed as a rational linear combination of products of the Riemann zeta values, by (42). Replacing $k$ with $m$ and $s$ with $k$ in (43), we also see that so is

$$
-\mathfrak{T}_{1.1}(m, k ; 2 l)+(-1)^{m+1}\left\{\mathfrak{T}_{1.2}(m, 2 l ; k)+\mathfrak{T}_{1.2}(k, 2 l ; m)\right\}
$$

Hence, so is $\mathfrak{I}_{1.1}(k, m ; 2 l)$. Furthermore, applying (44) with $s=m \in \mathbb{N}$ such that $k \equiv m(\bmod 2)$, we see that so is $\mathcal{T}_{1.1}(k, m ; 2 l+1)$. Thus we obtain the assertion. This fact is a special case of known results for multiple series (see [10, Theorem 1.1]). So we can regard Theorem 4.7 as analytic generalizations of the discrete results for double series given in $[9,10]$.
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