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The first two decades of the twenty-first century have seen a simultaneous proliferation of new technological threats to and opportunities for international human rights. New advances – not only the Internet, social media, and artificial intelligence but also novel techniques for controlling reproduction or dealing with climate change – make clear that scientific and technological innovations bring both risks and benefits to human rights. Efforts to protect and promote human rights have to take seriously the ways in which these technologies, and the forms of knowledge creation, production, and dissemination they enable, can create harms and be exploited to violate rights. At the same time, human rights practitioners must continue to seek creative ways to make use of new technologies to improve the human condition. This dichotomy is the central tension that animates both this volume and the emerging field of human rights technology.

The overriding purpose of the volume, and of the University of Connecticut workshop that launched it, is to encourage human rights institutions, experts, and practitioners to take seriously the risks and opportunities of technology for the promotion and protection of human rights. The volume uses diverse case studies to examine how the dynamic of intertwined threat and opportunity plays out in a range of contexts. Case studies focus on assisted reproductive technologies, autonomous lethal weapons, climate change technology, the Internet and social media, and water meters. Considering the relationship between technology and human rights across these diverse areas reveals areas of both continuity and discontinuity in terms of how technology affects the enjoyment of human rights.

We begin by laying out the principles that animate the project. These principles have been derived chiefly from international human rights law and practice, and also draw on the scholarly study of science, technology, and the law. Based on these principles, we define a “human rights” approach to the study of technology. Finally, we identify and analyze the cross-cutting themes that unite the
book—power and justice, accountability, and the role of private authority—to chart a road map for further study of the relationship between technology and human rights.

I DEFINING A “HUMAN RIGHTS” APPROACH TO TECHNOLOGY

This collection goes beyond analyzing the risks and opportunities of technology to articulate a human rights-based approach to understanding the impact of technological change on human rights. A human rights-based approach to technology in this context is defined by two elements: a reliance on international human rights law as a source of normative commitments; and a focus on accountability strategies derived from human rights practice. In order to examine human rights law and practice as they intersect with technology, the book also makes use of ideas and concepts from cyberlaw and science and technology studies.

Although human rights is clearly not the only lens through which we can view technological change, it is an essential one. Understanding how human rights law and practice intersect with technology offers a global baseline for addressing the cross-border impacts of technology, and it also provides guidance for human rights advocates who are deploying new techniques in their work and responding to the impacts of new technologies.

A Human Rights Law

To say that technology presents both opportunities and challenges for human rights is not to suggest it is neutral. To the contrary, the book is motivated by the recognition that the design of technology reflects and influences societal values and norms. Technology matters for human rights not only because it can be used in ways that have negative or positive consequences for the enjoyment of human rights, but also because its very design can make those consequences more or less likely. The well-known maxim “code is law” is shorthand for the idea that design can encourage or discourage particular activities by making them more or less costly, and thus promote particular outcomes.

The ability of technological design to steer outcomes necessarily means that decisions about design will reflect preexisting normative commitments. Those commitments can be derived from a variety of sources, including community values,
constitutional precepts, or individual morals. This volume uses international human rights law to orient its discussion of technological design and implementation. This includes not only international human rights law but also a range of specific commitments that characterize human rights practice, including commitments to participation in decision-making and an emphasis on the needs of the most vulnerable. In this sense, the volume uses “human rights” in the specific rather than the general sense – not as a general proxy for “social good,” but rather as a set of internationally recognized legal norms and established practices. In fact, these norms and practices are increasingly characterized as a “human rights based-approach” in a variety of social justice contexts.3

In reorienting discussions about human rights and technology on the core values of international human rights, the contributors to this volume disavow two tropes that generally dominate such analysis. The first is reductionist thinking about technology, which focuses on innovation and technology as silver bullets or even as goals in and of themselves, rather than as tools that embody both opportunities and risks. The second trope is reductionist thinking about human rights, which tends to reflect unrealistic assumptions about the effectiveness and functioning of international institutions or emphasizes legal accountability over other methods of responding to human rights violations.

We want to move the conversation away from these well-worn paths and reorient it on the fundamental values of a human rights-based approach, which emphasizes universality/inalienability, indivisibility, interdependence/interrelatedness, equality and nondiscrimination, participation/inclusion, and accountability/rule of law.4 Each of these principles yields insights for understanding the contribution of a human rights-based approach to technology.

Equality and nondiscrimination require attending to the situation of the most vulnerable and demand that all people, regardless of their position in society, have access to the tools and knowledge needed to make their lives better. Accountability means that people must also have access to institutional spaces and mechanisms that allow them to make rights claims and to seek redress from accountable parties, whether governmental or non-state, when these tools and innovations have negative impacts on their lives or when they lack access to the benefits of these tools. Participation means that users and others affected by technological innovation must be meaningfully involved in, not just consulted on, the development and design of technology. Universality and inalienability require us to look beyond the ostensible neutrality of technology to recognize the power and privilege that are embedded in technological systems. Finally, indivisibility, interdependence, and interrelatedness
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mandate attention to the effects of technology not only on civil and political rights, such as freedom of expression and privacy, but also on rights to water, health, and education, among others. Focusing on these core values of the human rights-based approach can help cut through some of the deterministic thinking that technology engenders and provide the foundation for an approach to technology and innovation that centers on people, not things or institutions.

B Human Rights Practices

Technology can also play a central role in human rights accountability practices. Human rights practitioners have developed a set of accountability strategies over the past several decades that have emerged from the peculiarities of international human rights law. Human rights are protected by international treaties that create binding legal commitments for the states that ratify them. Almost always, though, these international treaties are paired with extremely weak enforcement mechanisms. The result is that human rights practitioners have had to rely on indirect compliance strategies, most notably “naming and shaming.”5 While shame can be a component of domestic law enforcement as well,6 it has over time become a primary strategy for holding states accountable for violations of international human rights law. This feature of human rights practice has important consequences when considering the effects of technology on the promotion and protection of rights. As we discuss below, although new technologies allow greater participation by ordinary citizens in accountability processes and offer new methods for preserving evidence, the use of technology by state actors also fragments state authority and thus makes accountability efforts more challenging.

In focusing on the effects of technology on compliance and enforcement, this volume also contributes to ongoing debates about the effectiveness of international human rights law. In the absence of a centralized authority to enforce rights, international human rights law and institutions may seem far more toothless than would be expected given the importance of the values they claim to protect.7 Yet the power of human rights is located not in its coerciveness, but in its ability to serve as a


vehicle for the assertion of political demands. Thus, the book envisions a multidimensional model of social change— with human rights operating bottom-up as well as top-down and in which a variety of actors engage both horizontally and vertically in an iterative process of incremental change.\(^8\)

The volume also examines how technology affects this process. Can choices about technological design strengthen efforts to protect rights by encoding human rights values directly into the structures in which communication, knowledge creation, and reproduction take place? Or will technological innovation disproportionately serve the interests of the powerful because of disparities in the knowledge and resources needed to use, deploy, and interrogate it critically? In some cases, might the use of technology slow down processes of social change by rendering invisible deliberate choices that have been made to restrict rights? As discussed at the outset of this introduction, technology is not an either/or proposition; the same technology may do all of these things and more. A goal of the contributions in this volume is to tease out when, where, and under what conditions technology can strengthen and protect rights.

**C Cyberlaw and STS**

The volume also adopts an interdisciplinary approach aimed at bringing international human rights law into conversation with two scholarly disciplines that examine the intersection of law and technology: cyberlaw and science and technology studies (STS). These disciplines share a common commitment to better understanding the technical, social, political, legal, and cultural dimensions of the development of new technologies and the new social arrangements they both accompany and foster.

STS, for example, recognizes that there is a certain amount of experimentation involved in the introduction of a new technology into society. STS scholars explore the intentions of those who deploy new technologies in society, examine the unexpected consequences of the introduction of new technologies, and analyze how societies respond to and shape these new tools, methods, and domains of knowledge.\(^9\)

This conversation promises to be generative and challenging for both human rights and STS. For example, the idea that the introduction of new technologies is an “experiment” seems at first to legitimize the idea of human experimentation,
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which is a violation of international human rights. On the other hand, the concept of experimentation provides a foundation for questioning the circumstances and effects of decisions associated with the introduction of a new technology, and for integrating greater human rights protections in the process. For example, as Lea Shaver notes in Chapter 2, vulnerable populations are often chosen as initial targets for the introduction of new technology when the impacts of the new technology are unknown, even when, and sometimes precisely when, negative outcomes are directly anticipated.\footnote{K. Sunder Rajan, \textit{Biocapital: The Constitution of Postgenomic Life} (Durham, NC: Duke University Press, 2006); R. Rottenberg, “Social and Public Experiments and New Figurations of Science and Politics in Postcolonial Africa” (2009) \textit{12 Postcolonial Studies} 423–40.} A human rights-based approach to technology informed by the insights of STS might recognize and accept that the introduction of new technology is inevitably experimental, but require that in the process, vulnerable populations be protected from the accompanying risks and share in the potential benefits.

Cyberlaw scholarship has also been a highly generative frame for thinking about how human rights law is affected by, and should respond to, new technological innovations. As legal scholar Lawrence Lessig notes, law and technology are two “modalities of regulation” that can serve to undermine, strengthen, narrow, expand, or displace one another by making regulation invisible, ensuring precision in the delivery of essential goods and services, or fragmenting decision-making.\footnote{L. Lessig, “The Law of the Horse: What Cyberlaw Might Teach” (1999) \textit{113 Harvard Law Review} 501–46 at 506.} Human rights law provides a unique case study for testing the regulatory effects of technology. While much of cyberlaw focuses on how technology regulates individual behavior, human rights is interested in how technology might constrain or enable regulation by the state. Although it is essential from a human rights perspective to understand how technology can be used by states to affect rights, we are equally concerned with the use of technology to promote human rights within domestic and international law.

\section*{II CROSS-CUTTING THEMES}

The chapters in this volume, which are described and analyzed in brief at the beginning of each section, highlight three common themes associated with interactions between human rights and technology: the relationship between technology and power, the effect of technological innovation on accountability, and the shifting boundary between public and private.

\subsection*{A Technology, Power, and Justice}

One of the clearest and most important themes running through all of the contributions to this volume is the relationship between technology and power, and the
effect of this relationship on the achievement of social justice and human rights. Although often heralded as a means to decentralize and destabilize power relationships, technology also reinforces and exacerbates inequality. Part of the value of combining a human rights approach with STS is to reveal the linkages between technology and power and examine how resources are distributed.

Technology is often seen as a means to shift power to the powerless. For example, mobile phones, social media, and the Internet can decrease the cost of communication, thereby making it more accessible to the public. In theory, this ought to shift power to ordinary individuals to participate in social, cultural, economic, and political life, and to take part in efforts to seek accountability for human rights violations. These shifts in power thereby destabilize and reconfigure the human rights domain. As Jay Aronson notes in Chapter 6, changes in how information is produced can alter the role and authority of human rights researchers and can give a voice to those affected by human rights violations. Technology can also increase the delivery of essential services to remote areas, thus enabling the fulfillment of economic and social rights, or make possible choices about family formation that were not previously accessible to many.

At the same time, these shifts occur against the backdrop of unevenly distributed resources – and in many instances may exacerbate that unevenness. In Chapter 9, Ella McPherson illustrates how the deployment of these new techniques creates risk that not all human rights organizations are equally equipped to handle. Further, as John Emerson, Margaret Satterthwaite, and Anshul Vikram Pandey discuss in Chapter 8, technology may enable human rights defenders to convincingly articulate their demands for justice and restitution, but promoting this technology may be harmful if the technology does not come with the resources needed to enable organizations to collect, manage, and use information safely. The use of remote sensing, big data, data-visualization techniques, or even quantitative analysis may require knowledge and expertise outside the reach of most human rights advocacy organizations. Dalindyebo Shabalala (Chapter 3) illustrates global inequities in climate change technologies, which, like many emerging technologies, are often developed in well-resourced settings and only later diffused, if at all, to other parts of the world. G. Alex Sinha (Chapter 12) similarly emphasizes the difficulty that even technologically savvy and well-resourced individuals face in protecting their own security and privacy online. For human rights defenders and organizations operating on a shoestring budget, with little aid directed to general operating expenses, it is nearly impossible.


Further, technological innovations may be fundamentally skewed toward inequality. STS literature, for example, has long emphasized that “conventional science and innovation policies increase inequalities, unless they are designed specifically to do otherwise.”14 Systems of innovation that reward innovation through the market, for example, are structurally biased to produce goods that benefit those who are already well-off.15 Fewer resources are invested in the development of technology that benefits poor individuals. Moreover, as Lea Shaver demonstrates in Chapter 2, when technology is deployed in poor areas, it can have the effect of limiting rights rather than protecting them. The water meters in Soweto, South Africa that anchor her analysis did not shift power to the poor, but rather consolidated control and authority in the state and the affiliated entity installing and running the meters. McPherson makes a similar point in her contribution. Although ICTs do enable human rights communication, the associated risk they engender means that they might only amplify the voices of the largest and most powerful organizations, leaving little room for the opening up of global audiences for smaller and less well-resourced groups.

Climate mitigation technologies also exacerbate global inequality by pitting the interests of the powerful against the less powerful.16 Shabalala, in Chapter 3, examines the way in which those most affected by climate change and in need of mitigation technology are precisely those in the least position of power to bargain for that technology. There is an assumption that simply allowing information to be “free” will have positive social justice returns. In reality, who has access to this information is determined by existing power dynamics that depend on capital, investment, know-how, and intellectual property rights. Without changes to those underlying conditions, technology will at best make only marginally positive contributions to addressing inequalities at the national, regional, or global level. More likely, it will serve to reinforce those inequalities.17

For technology to serve the interests of the less powerful, accessibility is not enough. Technologies do not work in a vacuum, but rather depend upon complex networks of expertise, maintenance, and governance that embody structural inequalities. Efforts to

14 Ibid., p. 8.
16 Communication technologies have long been critiqued as exacerbating rather than alleviating global power inequalities. See R. F. Jørgensen, Framing the Net: The Internet and Human Rights (Cheltenham: Edward Elgar, 2013), pp. 43–44 (discussing the call for a New World Information and Communication Order that would enable countries of the Global South to participate more fully in global communication networks).
17 S. D. Gatchair, I. Bortagaray, and L. A. Pace, “Strong Champions, Strong Regulations: The Unexpected Boundaries of Genetically Modified Corn,” in Cozzens and Thakur, Innovation and Inequality: Emerging Technologies in an Unequal World, p. 116 (noting that Argentina has profited more from genetically modified crops because it has more large commercial farms than other developing countries, and thus can benefit more from the improvements that these products enable).
introduce new technologies to human rights problems must begin by asking a series of important questions about power, including who stands to benefit from any changes that the technology makes to the status quo – and to understand that these benefits are not equally distributed. It is essential to guard against the intentional bias built into technologies and their implementation, as well as unintentional negative consequences. We also need to think much more carefully about the state obligation not just to promote technological innovation and access to technology, but also the obligation to promote technological innovation in a way that supports rather than hinders the enjoyment of human rights.

**B The Challenge of Accountability**

This book also examines the impact of new technologies on efforts to promote accountability for human rights violations. As demonstrated in Part II, new technologies are often seen as having the capacity to revolutionize accountability efforts, providing opportunities for predicting, preventing, and mitigating atrocity crimes as well as holding human rights abusers accountable for those violations. The case for technology as a crucial new accountability tool has several dimensions:

- The falling cost of documentation technologies means that ordinary individuals now often possess the tools they need to capture and share information about violations. Rather than having to rely on trained researchers, documentation opportunities now exist wherever there is someone with a smartphone and an Internet connection. Citizen video generated in this way has been instrumental in identifying human rights abuses in many recent cases, such as in Israel’s attacks in Gaza in 2014.

- Many technologies offer opportunities to gather information in remote or even inaccessible areas. Mobile phones can be distributed to isolated communities, thus enabling them to gather and transmit information.
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about violations. Satellite images can be used to collect information about violations occurring in places off-limits to researchers.

- Digitization may contribute to accountability efforts. Because digital evidence is easy to share and tends to be difficult to destroy once widely distributed or preserved, it may be harder for states to keep evidence of human rights violations from reaching the hands of interested constituencies.
- Social networking technology supports the formation of groups, which can augment social movements designed to promote rights. Although scholars and advocates contest the existence and extent of the impact of technology on social mobilization, new technologies present at least the opportunity for mobilization around human rights documentation, advocacy, and capacity building.

To be clear, technology is not a silver bullet. At the same time, it is a critical element in present and future efforts to hold human rights abusers accountable.

Behind the push to incorporate new technologies into human rights accountability efforts is an assumption about technology that is fundamentally incorrect: that because new information and communication technologies can be used to collect, analyze, and disseminate information, they are automatically biased toward greater disclosure and transparency. Technology, however, can be used just as easily to disguise, hinder, and obscure responsibility.

This is not intended as a tired recitation of the truism that technology is a tool that can be directed to both good and bad ends. Clearly, the use of technology by states and other duty bearers can undermine accountability efforts. And reliance on technology by human rights organizations can divert those organizations and their resources away from other activities that may have more of an impact on rights protection and promotion. But technology is not just used in good and bad ways; rather, it is in many contexts actually biased against disclosure and accountability. For example, the use of technology by states can obscure and fragment authority and thus disable the mechanisms that human rights advocates use to promote
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24 See Tuckwood, “The State of the Field,” p. 82 (“Very few observers still believe that simply introducing an unspecified category of tools labeled ‘technology’ will be the panacea to defend human rights and save lives.”); see also Kreps, “Social Networks and Technology,” p. 175.
accountability. Because of the absence of coercive mechanisms for enforcing human rights, human rights advocates have traditionally relied on the deployment of shame – exposing and publicizing human rights abuses – to put pressure on violators to change their behavior. This methodology functions most effectively when those exposing the abuse are able to tell a story that points to a specific “violation” attributable to the actions or decisions of a specific “violator” and for which there is a potential remedy.\textsuperscript{26} Simply publicizing harms without explaining who is at fault or how the harms can be remedied may not motivate either the public or those who have the power to respond.

It can be more difficult to use shame to challenge activities that impact rights when those activities are mediated by technology. Technology disables shaming as a modality of enforcement because it obscures agency.\textsuperscript{27} Activities that are accomplished through automation, for example, appear to be the inevitable result of predetermined processes set in motion by an invisible hand – even when those processes are the product of decisions that reflect and embody value judgments. In Shaver’s chapter, for example, the introduction of water meters that deprived residents of adequate water was not immediately seen as a human rights violation because the act of cutting off water was done via automatic shutoff valve, not a human being. As Laura Dickinson (Chapter 5) illuminates, the automation of decision-making in armed conflict also creates an open question about who is actually making the decision that results in a violation, and thus who can and should be held accountable. Over time, technology may make rights-impacting decisions seem inevitable rather than the product of human agency, thus further complicating efforts to attribute these decisions to particular actors.

Technology also obscures agency because it interrupts the relationship between actor and effect. The chapters by Dickinson on drones, by Rikke Frank Jørgensen on the Internet (Chapter 11), and by Mark Latonero on big data (Chapter 7) demonstrate that these questions become particularly complicated and challenging when automation is involved. Who, if anyone, is responsible for a violation of humanitarian law when the targeting decision is made by an automated or semiautomated system? If a computer program systematically identifies individuals from a minority group as suspicious and those individuals are targeted by law enforcement, who is responsible for this discriminatory treatment?\textsuperscript{28} Even the very complexity of new

\textsuperscript{27} Lessig, Code and Other Laws, pp. 96, 238.
technologies can interrupt the relationship between actor and effect. Technological artifacts can require inputs from a variety of different actors along the supply chain, any of whom might have contributed to the harm. If a decision to use lethal force is made based on a range of inputs analyzed according to predetermined algorithms programmed by a team of engineers, who is responsible for any resulting violation of humanitarian law? Even if new fact-finding technologies can be used to bring to light previously hidden information, this may not be sufficient if the deployment of technology obscures and attenuates the relationship between these violations and those responsible for them.

More attenuation in the relationship between actor and violation may also undermine other mechanisms that exist for promoting compliance with human rights law. Human rights law relies not just on shame, but also on processes of acculturation to achieve respect for rights. Duty bearers comply with human rights norms not only for fear of sanction, but also because of social and cognitive pressures that encourage conformity. Yet the mechanisms of acculturation may be less effective when a state deploys technology in ways that affect rights. Actors who have merely set the technology in motion may feel less responsible for any resulting violations because they were not themselves the proximate cause of the harm, and thus may be more immune to the pressures of acculturation. This is exacerbated when technology also introduces distance between actor and violation, such as drone strikes – the subject of Chapter 5, by Dickinson – that are now piloted by individuals located far outside the theater of war.

The use of technology by human rights actors may also undermine accountability by diverting attention from what is fundamentally a political struggle. New technologies do indeed facilitate the collection of previously inaccessible information, but the primary obstacle to seeking accountability for human rights violations is not in most instances a lack of information. As Jay Aronson points out in Chapter 6, efforts to seek accountability for human rights violations often fail because powerful actors – those who have the ability to exert pressure on human rights violators or hold them directly accountable – do not have the political will to act on the information that they receive. This is not a reason to stop collecting and preserving evidence of violations, of course. And perhaps more or better quality information, or information displayed in more powerful ways, might help nudge those actors toward action. Information, of course, is connected to and influences politics.

Our concern is that the current focus on technology and, by extension, on the collection and preservation of information, poses a much more fundamental risk – namely, the risk that those who fund and carry out human rights advocacy will focus their already limited energy and resources on developing technological rather than
political solutions. This is in part a version of what Evgeny Morozov calls “technological solutionism” – “a fancy way of saying that for someone with a hammer, everything looks like a nail.”

We seize on technocratic solutions because we think those problems might actually be capable of being solved – and for human rights, where the enforcement mechanisms are quite weak but the harms so grave, a solvable problem is like a siren song. But pouring energy into problems that can be solved requires us then to emphasize information collection as the problem, so we can justify these choices. If we are to use new technologies in human rights accountability efforts, it is imperative that we resist the impulse to frame problems in terms of the available solutions and thus divert resources from addressing even more pressing challenges. Investing in new technologies to improve evidence collection is important, but we should not neglect the more traditional advocacy and grassroots mobilization strategies that are necessary to generate the political will required for social change.

This is not, however, just a case of technological solutionism. Focusing on technological responses also risks depoliticizing human rights debates and thus depriving human rights rhetoric of the source of its power. Human rights frames are powerful because they are moral claims backed up by legal obligations. Fundamentally, rights claims are about challenging existing power structures by vesting the ability to make political claims in those who are affected by political decisions. Technological responses to human rights problems risk transforming this discourse from one that is fundamentally about power to one about technocratic solutions. Others have explored the way in which integrating human rights risk assessment into the procedures and policies of institutions and businesses may transform human rights from a claim on the powerful to a box to be checked.

The question is whether the attempt to develop technological solutions to human rights violations might similarly depoliticize human rights advocacy.

C. Technology and Private Authority

The final cross-cutting theme of the volume addresses how human rights law can and should respond to the growth in private authority that results from the introduction of new technologies. For historical, economic, and political reasons, new technological developments and innovations often involve significant roles for the


31 G. A. Sarfaty, Values in Translation: Human Rights and the Culture of the World Bank (Stanford, CA: Stanford University Press, 2012), p. 134. Even the very process of “translating” human rights in ways that have local resonance raises this tension. S. Engle Merry, Human Rights & Gender Violence: Translating International Law into Local Justice (Chicago and London: University of Chicago Press, 2006), p. 5 (“Rights need to be presented in local cultural terms in order to be persuasive, but they must challenge existing relations of power in order to be effective.”).
private sector, albeit with considerable support and intervention from the state. Intermediaries are extraordinarily powerful gatekeepers for information and communication; they exert control over our expressive activity, our associations with others, and our access to information. Non-state actors play central roles in developing and implementing new technology outside of the information and communication technology sector as well – including in the fields of water technology, reproductive technologies, and autonomous weapons, among others.

As Jørgensen explores in Chapter 11, human rights law is at a disadvantage in responding to the impact that non-state actors can have on human rights because it creates few direct legal obligations for these actors. Under principles endorsed by the United Nations in the Guiding Principles on Business and Human Rights, non-state actors typically have only a moral – not a legal – obligation to respect human rights. Human rights law attempts to address harms from non-state actors by imposing legal obligations on the state to protect individuals from such harm and also to provide remedies when rights have been violated. Thus, in most instances, the activities of non-state actors do not constitute human rights violations unless the state has failed to protect, punish, and remedy the violation.

The challenge of responding to human rights harms by non-state actors is not a new issue, but it has particular significance in the context of human rights and technology. Because technology is often owned and operated by private actors, its use shifts decision-making authority into the private sphere and outside of public mechanisms of accountability. This effect is compounded by the practice of outsourcing, which is prevalent not only in the context of automated weapons, as Dickinson discusses, but also in the provision of services, as noted by Shaver (Chapter 2), among other areas. Private actors are also increasingly at the forefront of efforts to respond to and remedy human rights violations by others, particularly in the case of information and communication technologies. It is unclear whether human rights law will be up to the task of responding to this multidimensional growth in private authority over human rights.

Perhaps most fundamentally, the essays in this volume also raise questions about what constitutes a human rights violation. When a state fails to control a security company that abuses individuals in a local community, this failure to protect is clearly a violation of the state’s international obligations. The abuses themselves are
also clearly human rights harms. Can we apply the same reasoning when an Internet company systematically disadvantages a particular political viewpoint? Or when that same company curates controversial videos, allowing some but removing others? Does the state’s failure to ensure that encryption technologies are both available and easy to use breach its obligation to create an enabling environment for the fulfillment of rights? A focus on the role of non-state actors in the design and implementation of technology that affects human rights brings into sharp focus not only the state action problem inherent in all of human rights, but also new questions arising from automation and algorithmic decision-making.

Contributions to this volume ultimately illuminate four important and related challenges that human rights law will need to address to effectively respond to human rights harms by private actors with respect to the introduction and use of new technologies. First, the contributions illustrate the importance of finding better solutions to regulating the conduct of non-state actors when their activities have impacts on human rights. Relying on the state to regulate these actors is often not effective, given the lack of political will, as well as state interest and even complicity in many of these rights violations. Self-regulation by companies is also unlikely to constrain abuses in the long run.

Second, the volume illustrates how important it is to understand the application of the *Guiding Principles on Business and Human Rights* in context. Industries vary widely in terms of how private companies affect rights and what changes need to occur to better protect rights. In the water meter case, private contractors were acting at the behest of public authority, but the local government initially did not intervene once it became clear that the meters were resulting in harms to rights. In the context of information and communication technologies, many of the relevant harms seem to emanate from an excess of public authority, such as state efforts to monitor private communications or remove particular content from the Internet. At the same time, the state is also failing to take the positive measures needed to create an enabling environment that allows individuals to protect their own privacy. More work needs to be done to understand the nature of the human rights harms, and the application of the *Guiding Principles* to those harms, in these very fact-specific contexts.

Third, the volume as a whole also points to the challenge of regulating the growing role of non-state actors in governance activities. Non-state actors are involved in a broad range of regulatory activities previously thought to be the exclusive province of the state. Business entities are engaged in cooperative relationships with the state to provide essential services, from water to health care. In the information and communication technology sector, non-state actors are increasingly engaged in regulating the speech of others – removing defamatory statements and other forms of problematic expression – often at the behest of the states in which they do business. Private companies now routinely decide whether evidence of human rights violations uploaded to a private platform will be publicly available. They also build and market technologies that both enable and prevent surveillance, cooperate – or refuse to cooperate – with government requests to monitor activists or political dissidents, and create algorithms and weapons systems that may determine whether an individual lives or dies. As Jørgensen’s contribution makes clear, these decisions are often motivated by commercial interests rather than concerns about the public good or human rights.

Clearly, human rights law has long sought to understand the nature of the public and private obligations associated with privatization of essential services. Nonetheless, the current framework for addressing human rights harms inflicted by business entities is built on the distinction between public authority (the responsibility of the state to protect) and private authority (the duty of the company to respect). As a result, it applies less well to activities that blur this distinction. When non-state actors are providing essential services or engaging in speech regulation, it is not clear that they have, or should have, only a moral duty to respect rights. What are the duties of private actors operating in these grey areas between public and private?

The distinction between public and private is further muddied by the fact that many of these governance activities are done at the behest of, or under the compulsion of, governmental authority, such as when states compel Internet providers to police speech online. Indeed, a good case can be made that in such instances, the activity is not actually “private” and thus gives rise to direct state responsibility. In other cases, the line between public and private may not be very clear as a factual matter. The exponential growth of public-private partnerships in a range of industries may, over time, render the Guiding Principles, with their clear division of public and private, less and less relevant.

Industry “self-regulation” will not likely provide an answer. The European Commission, for example, recently negotiated a “Code of Conduct” with Facebook,


Microsoft, Twitter, and YouTube for the purpose of combatting illegal hate speech online. This is a pledge the EU extracted from dominant market players to regulate the expression of those who use their platforms, without any regulation or oversight. Even if private regulation may in some instances be consistent with human rights, there are still few mechanisms of accountability that govern private actors engaged in this kind of regulation. Although state control is often deeply problematic, private control lacks even the trappings of accountability and transparency that usually accompany governmental regulation. For example, the Code of Conduct has been followed by regulation in Europe (such as Germany’s new social media law) imposing heavy fines against social media companies that fail to quickly remove harmful online content. Although the German law also poses risks for freedom of expression online, it was at least enacted pursuant to transparent and democratic processes designed to consider the public interest. (The more troubling part of the law, of course, is that it delegates much of the actual policing of online content to private social media platforms.)

Finally, the contributions also illustrate that human rights law must focus on the particular duties of the non-state actors who build, design, and program technology. What are the obligations of programmers and software engineers? Who is responsible for errors? Do we need to think differently about human rights accountability in sectors heavily driven by technological innovation? Technology embodies values, and those who design the technology can make respect for human rights more or less costly, efficient, or easy to accomplish. Routers can be built to permit surveillance, or not. Do those who build technology have moral or legal obligations to respect rights? If so, how do they integrate this commitment into their work?

III CONCLUSION: THE ROLE OF LAW

The contributions to this volume seek to raise awareness about the very real opportunities and costs of technology for the protection and promotion of human rights. Human rights actors seeking to deploy technology in pursuit of human rights must be aware of its strengths and weaknesses, and they must be prepared to have these very tools turned against them. Moreover, they should guard against the impulse to allow solutions to obscure problems or ignore the way in which
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technology might reinforce rather than dismantle power disparities, not only between individuals and the state, but also between large and small human rights organizations.

The range of topics covered in the book makes clear that an important goal of those interested in human rights technology must be to promote capacity. There is a need for greater technical expertise – indeed, even simply greater comfort in learning about and engaging with technological innovation – within the human rights community. Moreover, existing expertise is far from evenly distributed, and there must be significantly more attention paid to building the technological capacity of small human rights defenders around the world. Conversely, there is also a need among technology entrepreneurs and innovators for an understanding of what human rights law is and the opportunities and limits it presents. An important aim of this book is to help to help launch conversations between technologists and human rights practitioners, with the intention of promoting these critical linkages.

Human rights law itself also has an important role to play in maximizing the benefits and minimizing the risks of new technologies. At the very least, a human rights-based approach to technology should reorient decisions about technology to individuals and the impact these decisions have on their rights. For example, human rights law might be used to advocate against efforts to introduce new technologies using utilitarian rationales that neglect important sectors of society. The risks of new technologies should be assessed prior to their introduction. Decisions about technology should not just consider its overall benefits to a society or its impact on development, but also actively prioritize the needs of the most vulnerable members of that society. This applies equally well to the design of technology as to its introduction. Programmers and engineers must view the design of technology and the creation of technological standards as value-based decisions that need to support rather than hinder the enjoyment of international human rights.

This not to say that human rights law must, or should, hinder technological innovation. As this volume makes clear, new technologies also have important benefits for human rights. When technological innovation is oriented toward human rights enjoyment, it can serve as an important tool for the promotion of human rights around the world. To the extent that technological development results in limitations on rights in order to protect the rights of others or achieve important public policy objectives, such limitations should meet the tests of legality, necessity, and proportionality – the limits must be provided by law, be directed toward a legitimate purpose, and be narrowly tailored to achieve that purpose.45

In the modern world, technology does much more than simply limit or protect rights. New technological developments are also putting pressure on the many fissures, ambiguities, and discontinuities that already exist within human rights

law. Human rights law is generally focused on principles and not technologies, and there is no reason to expect that existing law will be unable to keep pace with technological change. The introduction of technology does, however, illuminate situations in which existing human rights law is not sufficient, or sufficiently developed, to protect rights. For example:

- Some areas of human rights law may rely implicitly on slippage in enforcement of domestic law to ensure that a right is adequately met. Perfect enforcement enabled by technology—such as the introduction of water meters that prevent households from taking more than their allotted amount of water—can expose the inadequacies of existing standards.

- New technological developments may also create opportunities for violations that did not previously exist. Prior to digitization and the Internet, individuals might have generally relied on the fact that information disclosed about them in one context would be unlikely to find its way to another, or that in most cases, information, once disclosed, would eventually fade from public scrutiny. Today, however, information is perpetually available and infinitely sharable. Information about us that is disclosed in one context can now follow us forever or be combined with other data and used in ways we could not have foreseen. What should the international human right to privacy mean in the digital world, and how can we reconcile an expansion of this right with the right to free expression?

- Technology may also reveal ambiguities in our understanding of particular terms that had previously seemed natural and unproblematic. As Thérèse Murphy emphasized in the workshop organized around this volume, the meaning of the term “parent,” which previously seemed to have a fixed reference and definition, has changed in light of new reproductive technologies. Although “parent” has long had multiple

---
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dimensions, ambiguities in the term did not have practical consequences until advances in reproductive technology made possible new familial formations and roles.

- Technological developments can also precipitate changes in the law itself. As Dickinson notes in Chapter 5, the combination of increasing automation and the use of contractors has reduced the likelihood of US casualties in foreign interventions to the point that new legal arguments can be made supporting an expanded executive role governing use of force in US law. At the same time, automation and the increased use of private contractors may be undermining the ability of international humanitarian law to provide a basis for international accountability.

Finally, human rights law must also grapple with the fact that technological innovations seem to be putting pressure on areas in which human rights law is weakest. One such area includes the positive state duty to fulfill rights. States are obligated under human rights law to respect, protect, and fulfill rights. What does this obligation to fulfill look like with respect to technological innovation? What does it mean when individuals must ensure their own digital security but lack access to appropriate expertise and affordable, easy-to-use tools for doing so? Technology is also challenging human rights law in the area of non-state actors. Should human rights law regulate the companies that create and build technologies and, if so, how? What obligations might human rights law impose on companies that not only themselves affect rights, but also serve as the gatekeepers for expressive activity that violates the rights of others?

As Laura Dickinson noted in the workshop, understanding the relationship between human rights law and technology may ultimately require a pluralistic approach. Technology constrains and influences behavior, of both individuals and states, in a variety of ways. Human rights law can no more control these effects than it can dictate the course of economic activity. The focus of a study on the intersection of human rights and technology must instead be to understand how technology interacts with human rights law to produce particular results – both the ways in which technology provides opportunities and risks for human rights enjoyment, and how the norms and practices of human rights advocacy are affected by new technological developments. The aim of this book is to begin that conversation.