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ABSTRACT 
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doing so would limit the detrimental effect outcomes could have on product developers' resources and 
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1 INTRODUCTION 

AI-powered solutions (AIPS) are becoming exponentially embedded in consumer- and business-facing 

applications, even for critical purposes such as medical treatment, judicial evaluation, and financial 

analysis (Stoimenova & Kleinsmann, 2020; Stoimenova & Price, 2020). They are increasingly serving as 

an extension of the human mind, and consequently, are becoming well-positioned to create personalized 

human realities and shape human behaviour (Stoimenova & Price, 2020; Rahwan, et al., 2019). More so, 

it could be expected that future implementations of AIPS take on physical manifestations, such as robots, 

in particular for products involving customer interaction, also leading the customers to form more 

personal bonds (Davenport et al., 2019). 

Yet in the present day, despite the impressive progress, when left without any social evaluation 

(Maybury, 1990), these solutions can propagate biases in society, polarize opinions, manipulate our 

behaviour and affect our mental wellbeing (Guszcza, et al., 2018). Such undesired resultant effects are 

neither intended nor (arguably) anticipated by the creators of AIPSs. In order to be able to anticipate such 

failures, experiencing failures is necessary (Cook, 2002). Don Ihde (2008) affirms, “no matter the 

technology-medium, one can never fully design into a technology its purposes and uses”. People will 

always behave in unintended ways. Further still, every technology, especially AI, has multiple uses and 

development trajectories, which cannot be fully inferred until it is put to use in a real 

environment (Stoimenova & Price, 2020). One approach to anticipating these failures can be to prototype 

for product-user interactions in early stages of the AIPS development process. Prototypes are 

increasingly being used within industries to elicit requirements for complex problems (Jobst & Meinel, 

2013) by making the unknowns known (Jensen, et al., 2017). These prototypes can help industries to 

anticipate unanticipated outcomes and help designers to learn, discover, validate, or discard the decisions 

taken during the product development process (Ferrise, et al., 2013a; Stoimenova & Kleinsmann, 2020). 

Prototyping in the early stages of the product development process has various benefits. They can 

minimize the occurrence of errors that may otherwise emerge later in the design process (Deininger, et 

al., 2017). As defined by Stoimenova & Kleinsmann (2020), “prototypes should provide help in 

discovering new aspects of the problem at hand and support the invention of design requirements. As 

such, they can take any form, shape, and appearance based on [...] the phase of the design process in 

which they are being used”. Assumptions about the desirability of product features and consequently the 

possible product user interactions could be tested for, without the development of the physical product. 

This would save time and resources, allow for quick iterations while limiting the undesired outcomes due 

to unanticipated interactions. 

An effective way for product developers to prototype iteratively for product user interactions within short 

durations and at a low cost is to use Virtual Reality (VR) (Bruseberg & McDonagh Philp, 2020; Füller & 

Matzler, 2007; Ferrise, et al., 2013b). Recently, different VR environments have been increasingly 

adopted to run tests characterized by a higher degree of interactivity compared to traditional prototyping 

experiences, such as Immersive Service Prototyping (Razek, et al., 2018). VR is gaining traction in fields 

like surgical training, rehabilitation, STEM education, industrial design, architecture, real estate, etc. 

(Novak-Marcincin, et al., 2014; Cipresso, et al., 2018). Furthermore, VR is often used to test with users 

for accuracy, feasibility, desirability and aesthetic in the later stages of the product development process, 

when a sufficient amount of features and characteristics of the product have already been established. 

Several VR simulations are designed in environments that mimic the laws of the real world (e.g., gravity) 

rendering the training to be transferable to the real world, such as self-driving cars trained in the virtual 

world (Nascimento, et al., 2019). VR has also proven to be a valid method to study human interaction 

(real or virtual), and users’ interaction with objects and environments, thanks to the immersion and the 

feeling of presence it can generate (Pan & Hamilton, 2018; McVeigh-Schultz, et al., 2018). Recently, 

user interactions with working prototypes at the end of product development process are being analysed 

in VR to develop worthwhile experiences for products to be launched on the consumer market (e.g., 

Ferrise, et al., 2017; Lim, et al., 2008). We acknowledge that the use of VR platforms and Social VR 

(SVR) platforms, by users and researchers globally, is increasing (Hackl, 2020; Jonas, et al., 2019). SVR 

platforms offer immersive environments and experiences for people to meet, work, and connect with 

each other while being in remote locations Given the advantages of utilising VR environments, this 

paper reports on a suggestion for an approach that enables prototyping during the conceptual phase of 

AIPS development so that unanticipated outcomes can be elicited by generating design hypotheses to be 

tested iteratively. Since the use of fully virtual prototypes is a cost and time effective solution, we 
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developed and actuated our prototypes in a social VR environment (SVR). Based on these insights, our 

research proposes that SVR platforms, such as AltspaceVR, offer the potential to be an optimal 

environment to test and observe AIPS-users’ interactions. In order to explore how an SVR platform can 

be used as a tool to identify and influence unanticipated and anticipated outcomes, we designed an 

interactive Virtual Prototype (iVP) (Ferrise, et al., 2013a) of an AI-powered virtual voice assistant (AIA). 

An iVP, as stated by Ferrise, et al. (2013), is a virtual prototype that “is used to test activities involving 

direct human interaction”. This would help us anticipate the possible complexities without the cost and 

time it takes to prototype in real life. Through this approach we propose a method that allows us to 

develop an interactive prototype in the conceptual phases unlike other known prototyping approaches. 
Therefore, the research question this article aims to answer is as follows: “How can we use 

prototyping in social VR to anticipate the unanticipated outcomes of AIPS-users’ interactions?” 

Answering this question could help AIPS developers to reduce the emergence of unanticipated 

outcomes, resource consumption, and the cost of prototyping. The remaining paper will be structured 

as follows: the Method section will describe our case study and explain the rationale behind the choice 

of prototyping an AIA and the choice of the SVR platform. It will also discuss how we prototype AIA-

user interactions to identify and influence unanticipated outcomes. Finally, we also describe the 

techniques we used in our research and the framework for the data analysis. The Results section 

presents the observations from the users’ test and the iterative structure we adopted. This will be 

followed by the Discussion section, where we will point out the advantages of using the process of 

interactive prototypes we proposed. Finally, in the Conclusion, we refer to the stakeholders that might 

be able to benefit from the process adopted in our research.  

2 METHOD 

We adopted a Research through Design methodology (Giaccardi & Stappers, 2017) and developed an 

escape room in AltspaceVR to stimulate an AIA-user interaction using the Wizard of Oz method. 

Participants were tasked to solve three clues in an escape-room game scenario guided by the AIPS. 

Escape-rooms are often designed to trigger interactions through a set of difficult tasks. Hence, the 

prototype setting was designed to implicitly require participants to ask for help and interact with the 

AIPS as they would in real-life scenarios. For example, a real life AIPS-user interaction was recreated, 

namely the need for searching information unknown to the user through Apple’s Siri or Amazon’s 

Alexa AIA’s, by tasking the users to decode a morse code message not solvable without the help of an 

AIA. Below we explain our process in detail.  
First, to elicit unintended outcomes and generate design hypotheses with participants, we needed to 

investigate the possibility to observe users’ interaction in the early stages of the product development 

process. To do so, lo-fi interactive prototypes of AIPS products were needed. Furthermore, we needed 

a medium suitable for virtually simulating the interaction we sought without exposing participants to 

the real-life unintended outcomes that could have arose from their use of these products. We opted for 

SVR platforms because they combine the immersive benefits of Virtual Reality with an existing 

network of VR users. These immersive benefits in VR are characterized by two main aspects: the 

presence that is described as the sense of “being there” (Cipresso et al., 2018), and agency giving 

capability to maintain control over your actions in the virtual simulation (Winkler, et al., 2019). 

Moreover, SVR platforms offer the possibility to reach out and onboard a vast plethora of participants 

keen on actively participating and interacting. 
In our investigation we simultaneously considered which SVR platform to use and which AIPS to 

prototype. The choice of the SVR platform affects the AIPS to be prototyped and vice versa. On one 

hand, we studied different SVR platforms, their characteristics and their suitability to the realization of 

interactive prototypes to be tested with users. On the other, we evaluated the AIPSs that would have 

been possible to reliably prototype on such SVR platforms. 

We analysed a multitude of SVR platforms such as RecRoom, VR Chat, Mozilla Hub, Vtime XR, and 

AltspaceVR. To do so, we took a host of factors into account such as: desktop or mobile versions 

supported, availability and degree of complexity of embedded environment building tools, suitability for 

environment exploration, the possibility of haptic interaction with objects, supporting media 

streaming tools, degree of graphical realism, and degree of movements and interaction’s realism. 

Therefore, the choice was driven by the availability of pre-designed elements a platform offers that can 

be customized without any prior knowledge on environment building tools (e.g., Unity game engine). 
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The only platform that fulfilled the criteria demanded by the type of prototypes we sought to test is 

AltspaceVR. This is an SVR platform where people meet, attend shows, meetups, classes, or similar 

kinds of public events. It gives the possibility to share the same virtual space with others, and also to 

customize it by selecting assets from a library of structures, flora, interactives, and shapes that are created 

by AltspaceVR’s team itself and by other users.  

Simultaneously, the platform’s choice directly influenced the selection of the AIPS to be tested, leading 

us to opt for an AIA. This choice was informed by three exploratory prototyping sessions, labelled as the 

A-Set, that we carried out to understand the platform. Here, the context, such as the affordances of the 

environment and the characteristics to be included in further prototyping sessions were investigated. As a 

result, we found that: first, while haptic interactions with objects were difficult to replicate, the platform 

has a good sound system, which allows for spatialized sound, and the ability to stream any kind of video 

footage to present information. Taking these affordances into consideration, we chose to prototype an 

AIA since the vast majority of people are already used to the interaction model it comes with, even if 

experienced in different use cases and at different degrees of complexity (e.g., voice searching in 

Chrome browser, Alexa, etc.). The simulated AIA, which mimicked the response patterns of a real one, 

was able to give general information about how to perform the tasks, carry out web searches and display 

the results on a big screen (as shown in Figure 1 and Figure 2).  
Towards the end of the data gathering period, we categorized the gathered data taking inspiration from 

and further building upon a structure proposed by Stoimenova and Kleismann (2020). The primary 

categories proposed by Stoimenova and Kleismann (2020) were Purpose, Frame, and Mode of action.  
The Purpose is what is intended during the experiment. The Frame is a result of Purpose and Data 

combined, where the Data is gathered from literature, observed outcomes emerged in previous 

experiments (both desired and undesired), and from the insights collected during the interviews with 

the participant at the end of each prototyping session. The Mode of Action is how the product 

responds to the external environmental influences and as a result tries to influence the environment. 

The Prototype is generated by Frame and Mode of action. More precisely, given the iVPs’ focus 

on testing while involving direct human interaction, every version of our iVP will result from 

the combination of Prototype and Actuation. Here, the Actuation is the individual interaction of the 

user with the prototype. This interaction results in generation of values, intended or unintended. We 

expanded the term unintended values in three further categories as Desired Anticipated Outcomes 

(DAO), Undesired Anticipated Outcomes (UAO), Influenced Anticipated Outcome (IAO). 
Therefore, every prototyping session comes with its own set of anticipated outcomes, which generates 

iteratively the design hypothesis for the following prototyping session. Only by making these explicit, 

the identification of new unanticipated ones becomes possible. By eliciting unanticipated outcomes, 

we can then identify if these are desirable or not. An outcome was considered desirable if it made the 

AIA-user’s interaction more pleasant, flawless, and hence able to add positive value to the interplay 

required to successfully perform the tasks. Hence, if they have a positive value for the user they will 

be considered as DAOs for the coming prototype sessions. Nevertheless, if they do not provide 

positive value, and their occurrence should be actively avoided, they will be recognised as IAOs, and 

addressed in the coming session by actively influencing and modifying specific characteristics of the 

prototype setting. It is important to note that what makes an outcome desirable or not are values that 

the participant is not necessarily aware of. It means that DAOs and UAOs could emerge from a user’s 

feedback during the final interview, as well from difficulties experienced while executing tasks and 

noted down during the session’s observation activity. 
More concretely, the outcomes elicited from the A-set formed the basis of the first B-Set prototyping 

session setup and its set of anticipated outcomes regarding the participants’ interaction with the 

product in the context. Through an additional ten iterative prototyping sessions, labelled as the B-Set, 

unanticipated outcomes, with respect to product-user interaction, product characteristics, and 

circumstantial occurrences were identified and, if not desirable, actively influenced. During the B-Set 

prototyping sessions, each lasting 15-45 minutes, ten members of the AltspaceVR community were 

invited to participate. To onboard and convey information about the prototype sessions we created and 

used public events on AltspaceVR, and the AltspaceVR’s Discord channel (an external instant 

messaging platform). Here, participants were briefed about the escape-room scenario, the kind of 

support they could seek from the AIA, and the nature of questions they could ask.  
The context and environment of the escape-room evolved during the prototypes and the main 

stimuli presented to the subject were visual and auditory. The primary source of the visual stimuli was 
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a big screen, showing a browser and the results of web searches. This allowed us to simulate how an 

AIA would provide its findings to its user in real life. Furthermore, minor visual clues were also 

distributed on the escape-room’s walls (i.e., posters) (Figure 2). Auditory stimuli were generated using 

the Wizard of Oz method. The form and manifestation (scale, dimensions, appearance) of the AIA was 

close to existing ones such as Alexa and Google home. The riddles we used were designed in such a 

way that the participants would need the help of the AIA. For instance, we asked our participants to 

solve morse code messages, find the coordinate location of a landmark, and solve a rebus.  
While the participants were solving the tasks, we carefully recorded our observations in 

descriptive notes concerning the participants’ decisions on how to approach the task, when and how 

they sought help from the AIA, and what language they used to address the AIA (e.g., formal, or 

informal). Furthermore, every session was video recorded in order to be analysed later on and to 

identify the context in which a given unanticipated outcome emerged.  
Upon completion of the escape-room, we carried out 5-15 minute semi-structured interview with each 

participant. Ultimately, we used participant validation, through member checks (Ravitch & 

Mittenfeller N, 2015), to have the participants reflect on their experience and perception of the AIA’s 

fidelity level and to verify the level of immersion of the iVP.  

 

Figure 1. A-Set, session 3: Created using a template SVR environment. The AIA 
manifestation is an out-of-scale cylinder in the middle of the room. 

 

Figure 2. B-Set, session 9: The participant is performing a web research to solve a clue 
while interacting with the AIA in the custom-built escape room environment. 

3 RESULTS 

The results presented below show the outcomes of the A-Set and B-Set prototypes. Furthermore, 

it shows the iteration process and how consecutive experiments influenced each other. 

3.1 A-Set prototypes: understanding how to prototype in VR 

We carried out three prototyping sessions, each with its unique focus. The first allowed us to gain insight 

into the applicability of qualitative research methods in SVR. The prototype was carried out in a template 

virtual environment, modelled after a rooftop terrace (Figure 1). One of the discoveries made during this 

prototype session was that qualitative research methods such as member checks could be implemented. 

The second exploratory prototype provided insights into the ability of the platform to create feel-

real contexts (Vinuesa, et al., 2020) and preserve the environment’s complexity. We started with using 
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a pre-existing environment and modified it by adding template assets on the SVR platform which 

allowed us to test the platform’s ability to simulate fictional and non-fictional environments. This was 

perceived by users as immersive experiences thanks to the VR’s characteristics of presence and 

agency. Furthermore, the ability to integrate presenter screens and a web browser was a key discovery 

during this exploratory prototype, as it further allowed us to mimic the way AIAs deliver information. 

Lastly, it is important to note that it was not possible to receive haptic feedback from interaction with 

objects. 
The third exploratory prototype was aimed at understanding the users’ level of engagement through 

the sought interaction and acceptance of the proposed setting. It demonstrated that increased fidelity 

prompted further engagement and acceptance of the created virtual environment. Moreover, it was 

noted that novel interactions and experiences increased people’s interest and willingness to participate 

in the prototype sessions. This was another reason why we adopted an escape-room scenario, as it is 

naturally engaging and immersive in the context. 
The outcomes of these A-Set prototypes shaped our understanding of the SVR environment, 

the potential, and its limitations. Upon completion of the A-Set, we were able to have a set of 

Desirable Anticipated Outcomes (DAOs) made explicit and observe and note the emergence of 

unanticipated outcomes during each prototyping session of the following B-Set. 

3.2 B-Set prototypes: understanding how to elicit unanticipated outcomes in VR 

During the B-Set prototypes, we adopted an iterative process presented in Figure 3.  

 

Figure 3. Iterative process adopted for B-Set prototyping sessions 

Through the data gathered from literature and the A-set prototypes, a list of desirable anticipated 

outcomes (DAO) and undesirables anticipated outcomes (UAO) were generated. The DAO’s and UAO’s 

acted as the starting point for- and were expected to manifest in the prototype session and hence formed 

the design hypothesis for this prototype session. 

Upon completion of each prototyping session, the unanticipated outcomes were analysed on desirability. 

If the outcome was desirable, the unanticipated outcome was recognised as a DAO for the next 

experiment. However, an additional step was required if the unanticipated outcome was undesirable. If it 

was possible to intervene on the iVP to trigger a different outcome, the experiment setup was actively 

influenced to eliminate the unanticipated outcome from occurring again. This change to the experiment 

setup usually implied modifications of the AIA manifestation and/or the interaction script and/or visual 

stimuli presented in the prototype environment. As a result, this unanticipated outcome was recognised 

as an Influenced Anticipated Outcome (IAO) for the next experiment. Nevertheless, if it was not possible 

to intervene on the iVP, the unanticipated outcome was recognised as an undesirable anticipated 

outcome for the next experiment.  

To illustrate the process described above, let’s take the transition we made between prototyping 

session 2B and 3B as an example. It was characterised by the following unanticipated outcome: 

“participants did not perceive voice as a manifestation of the AIA”. This occurred because the physical 

manifestation of the AIA was not convincing, due to its scale (see Figure 1), and because scripted 

interaction between the AIA and the participant was lacking. In order to actively influence these 

unanticipated outcomes, two aspects were altered during prototype session 3B.  Firstly, the manifestation 

of the AIA was made to resemble what already exists in the AIA product portfolio, namely Google home 

or Amazon’s Alexa (see the spherical object on the table in Figure 2). Secondly, the interaction script 
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was modified by adding standard scripted responses based on the standard response pattern of the 

Google Assistant. Through these scripted responses, the interactions between the participant and the 

simulated AIA became more similar to conventional AIA’s, improving the product-user interactions and 

therefore the believability of the Wizard of Oz. Then, due to this modification of the prototype session 

setup and the consequent improvement of the product-user interaction, we listed “Participants will 

perceive voice as a manifestation of the AIA” as IAO.  

To illustrate the process that generated UAOs, session 8 of the B-Set will be taken as an example. The 

VR platform caused participants to glitch out of the VR environment during the session. Due to the 

technical nature of this unanticipated outcome, it could not be resolved by actively influencing the 

upcoming iVP. Hence, it could only be anticipated to happen in the following ones.  

Table 1 illustrates how the data was clustered, using the structure inspired from Stoimenova 

and Kleismann (2020), during the last experiment, namely the 10th from the B-Set.  

Table 1. Data collected during 10th prototyping session of B-Set. 

B-Set: Prototyping session 10 

Purpose  Wizard of Oz AIA aiding the participant to solve the clues. 

Frame  If people need help in the escape-room they will interact with a stationary 

manifestation of a Wizard of Oz AIA, which interacts with the participant 

through scripted interactions and standard responses, and only responds 

when a start word/code is used. 

Mode of action The AIA provides assistance through a completely scripted interaction and 

standard responses. 

Desired Anticipated 

Outcomes  
Participants will use Hey Niya for activating the AIA 

Participants will interact with the AIA. 

Undesired Anticipated 

Outcomes  

Participants might use resources outside of the resources within the virtual 

environment (the AIA). 

Unanticipated 

outcomes 

Participants did not perceive the voice as an AIA due to the discrepancy in 

the AIA’s name and the search engine used to display information. 

iVP changes  Script was altered to provide additional details on how to solve the clues, 

as the participant in session 9 was unable to successfully complete the 

clues. 

Influenced Anticipated 

Outcomes  

Participants will perceive voice as a manifestation of AIA. 

Through this process, a clear relationship started to emerge between the decrease of unanticipated 

outcomes, the increase of DAOs and UAOs, due to actively influenced IAOs. As shown in Figure 4 

during the length of the B-set, by actively influencing the IAOs and identifying the UAOs and the 

DAOs, it became possible to create a setup that reduced the emergence of unanticipated outcomes. 

4 DISCUSSION 

Prototypes are recognized as useful tools for testing product functionality, desirability, performance and 

at times observing and analysing the user’s interaction with the product. Hence, they are generally aimed 

at confirming or disconfirming a given hypothesis the design team has. The process we have shown in 

this paper could aid designers in generating hypotheses regarding product-user interactions in the early 

stages of the process by iteratively making assumptions and insights explicit through prototyping. This 

will result in the possibility for the design team to generate a set of design hypotheses and elicit 

unanticipated outcomes to prevent them from occurring after product commercialisation.   
Each prototyping session was characterized by a different set of design hypotheses, which originated 

from the established Desired and Undesired Anticipated Outcomes (DAOs and UAOs), the actively 

Influenced Anticipated Outcomes (IAO) and the corresponding modifications made to the iVP (AIA 

manifestation and/or the interaction script and/or visual stimuli presented in the prototype environment). 

The evaluation of the outcomes generated by our intervention confirmed or disconfirmed the current 

design hypothesis. Meanwhile, it also allowed us to further produce new design hypotheses, triggering 

an iterative alteration of the iVP characteristics. When a certain level of saturation is achieved, which 

occurs when the emergence of unanticipated outcomes decreases and the amount of DAOs emerging 
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increases, a manifestation of how the product-user interaction would be like in the designed environment 

can be created. These can then be worked with in further stages of the product development process. 
The graph below is a visualization of changes in the observed number of unanticipated outcomes, 

Influenced Anticipated Outcomes (IAOs), Undesired Anticipated outcomes (UAOs), and Desired 

Anticipated Outcomes (DAOs) over the course of the B-Set prototyping sessions.  

 
Figure 4. Visualisation of the trend in the unanticipated outcomes, Desired Anticipated 

Outcomes (DAOs), Undesired Anticipated Outcomes (UAOs) and Influenced Anticipated 
Outcomes (IAOs). 

Understanding the desired and undesired product-user interactions in the early stages of the 

product development cycle is of paramount importance for organizations. Doing so would allow them to 

avoid successive resource-intensive modifications that might harm their reputation (Bjoerkli, 2015).  The 

Wizard of Oz prototype technique proved to be applicable because it could allow the researcher to 

simulate how the product-user interaction should look like prior to the thorough development of the 

product features. This recommendation is also valid for the AIPS developers and producers especially 

due to the complexity of the interaction of their product with a wide number of users. In fact, the 

operational opacity of AIs makes it difficult to comprehensively understand its working and often 

produces the propagation of biases among its users (Stoimenova & Price, 2020). This approach could 

enable the developers to early identify and proactively iterate the desired and undesired product-user 

interactions thus limiting the detrimental effect of unanticipated outcomes on AIPS developers’ 

resources and reputation. Finally, the intrinsic characteristics of SVR platforms such as AltspaceVR open 

up innovative applications for the proposed prototyping process. SVR is a free tool with a global reach 

and its use increased exponentially during the COVID-19 outbreak (Duboff, 2020). Most of the users of 

the SVR platforms are already familiar with VR environments and possess the necessary VR literacy. 

Hence, they do not need to be instructed about the allowances and limitations of the environment 

(Gunkel, et al., 2019). Nevertheless, it is relevant to notice that participants’ nonverbal responses were 

limited. In the AltspaceVR environment, body movement and facial expression are bound to basic head 

and hand movements if the participant is using an HMD (Head Mounted Device) and controllers. This 

resulted in a limited ability to obtain additional insights from nonverbal cues. We also observed that if 

the prototype setting is engaging, such as the escape-room scenario used during this research, 

participants are disposed to interact and collaborate without the need for compensation. It is important to 

notice how SVR is characterized by a high degree of anonymity because users are free to choose 

pseudonyms and freely customize their avatar appearance (Kohler, et al., 2009). This might be beneficial 

as it gives the possibility to users to better express their “true self” in comparison to a face-to-face 

setting. Moreover, in such environments lead users with a technical understanding of emerging 

technologies are easy to find, also supported by Fuller, et al. (2004). Their contribution can be integrated 

into the hypothesis generation process of the design team (Füller & Matzler, 2007); hence, we 

recommend AIPS developers and producers to integrate the use of SVR platforms early in the 

prototyping process to generate hypotheses about product-user interactions. Simultaneously, we 

recommend SVR platform developers or producers to improve the existing infrastructure 

to accommodate this growing need while working closely with AIPS developers and researchers 

studying user-product interactions. As a scope for further research, a range of AIPSs can be tested in 

SVR in order to confirm the applicability of the process and to build a theory from it.  

5 CONCLUSION 

The world is rapidly evolving and the growing integration of AI in our daily lives seems 

inevitable.  AIPSs have been shown to produce many unanticipated outcomes as they have a tendency to 

propagate biases in society, polarize opinions, spread misinformation, manipulate our behaviour and 
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affect our mental wellbeing (Guszcza, et al., 2018). Hence there is an urgent need for effective methods 

that support hypothesizing the potential unanticipated outcomes during the development phase of AIPS. 

Prototyping usually takes place in the late stages of the product development process to validate product 

features. Hence, these methods are often reactive, rather than proactive, meaning that these unanticipated 

outcomes often still have an impact on society before being solved. 

Hence, it is time for AIPS producers to take responsibility by exploring unanticipated outcomes through 

the proposed method of prototyping AIPSs in SVR environments. It also lends an opportunity for SVR 

platforms to tailor their tools and environments in order to make them more suitable for the purpose of 

research. The method proposed in this paper enables us to formulate design hypotheses iteratively while 

prototyping in a feel-real context without the risks of changing the real context or losing out on the 

complexity as in a controlled experimental setting (Vinuesa, et al., 2020). Due to the iterative nature of 

the process, unanticipated outcomes are repeatedly identified and resolved. Furthermore, we can non-

intrusively observe the participant’s natural behaviour which produces more accurate insights. 

Nevertheless, participant observation and interviews are limiting with regards to body language and 

facial expressions. Depending on the tested attributes, this might limit the richness of the collected data. 

In time, larger and more geographically diversified user groups could be reached by prototyping in 

SVR environments. Furthermore, the costs of prototyping in VR environments are lesser than in 

traditional ways, as test environments, objects, and scenery can be created and recreated digitally. With 

this research, we conclude that AIPS developers could use existing SVR platforms to re-evaluate 

their prototyping practices so that they can render out unanticipated outcomes in order to contribute 

to sustainable societal wellbeing. SVR platforms could see this as an opportunity and build in necessary 

tools to support the AIPS developers to conduct research in SVR. Finally, we acknowledge that the 

exploration of VR as a tool for research, although seemingly promising, is in a preliminary stage. Even 

less research is done for prototyping AI within SVR environments.  
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