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#### Abstract

Some corrections of error bounds obtained by Chatelin and Lemordant for the first three terms of the asymptotic case of a strong approximation are given. The error bounds for the approximations of order 2 in the Galerkin method are compared with the Rayleigh quotients constructed with the eigenvectors in the Sloan method. A numerical experiment is also carried out.


## 1. Introduction

Chatelin and Lemordant [4] have introduced the concept of a strong approximation of a bounded or unbounded closed operator $T$ in a Banach space $X$ and, by using the series expansions for eigenvalues and spectral projections given by Kato [7, pages 76-78], have given some error bounds for approximations of eigenvalues and spectral projections. In the present paper, we show that some of these error bounds need to be modified. As shown in [4], the analysis is relevant to most of the presently used methods for approximating differential and integral operators.

Section 2 contains the relevant notation, which agrees with that of [4]. Our major results are presented in the two theorems of Section 3. In Section 4 we give computable a posteriori error bounds. In this section we also compare the error bounds for the approximations of order 2 in the Galerkin method with the Rayleigh quotients constructed with the eigenvectors in the Sloan method, and
show that in the case of uniform convergence the latter give an approximation of a higher order. A numerical example at the end of the paper illustrates this comparison.

## 2. Preliminaries

Let $X$ be a Banach space over $C$, normed by $\|\|$. Let $L(X)$ be the algebra of bounded linear operators on $X$ and $\mathcal{C}(X)$ be the space of closed linear operators in $X$ with domain $D$. Let $T \in \mathcal{C}(X)$.

The resolvent set $\rho(T)$ is the set of points $z$ in $C$ such that $(T-z)^{-1} \in L(X)$, the resolvent operator is $R(z)=(T-z)^{-1}$ for $z \in \rho(T)$, and the spectrum of $T$ is $\sigma(T)=C-\rho(T)$. The resolvent operator $R(z)$ has domain $X$ and range $D$.

Let $T_{n}, n=1,2, \ldots$, be a sequence of operators in $\mathcal{C}(X)$. Note that, for each $z \in \rho(T),\left(T-T_{n}\right) R(z)$ is a closed operator with domain $X$. By the closed graph theorem, it is bounded.

Let $\lambda$ be an isolated eigenvalue of $T$, with finite algebraic multiplicity $m$ and index $\mathcal{C}$. Let $\Gamma$ be a positively oriented rectifiable curve enclosing $\lambda$, but not enclosing any other part of $\sigma(T)$. Then

$$
P=-\frac{1}{2 \pi i} \int_{\Gamma} R(z) d z
$$

is called the spectral projection, and $M=P X$ the spectral subspace associated with $\lambda$ and $T$. Note that the dimension of $M$ is $m$.

$$
S=\lim _{Z \rightarrow \lambda} R(z)(1-P)
$$

is called the reduced resolvent with respect to $\lambda$.
As in Section IV of Chatelin and Lemordant [4], $T_{n}$ will be called a strong approximation of $T$ if $T_{n} x \rightarrow T x$ for all $x \in D$, and $\left\|\left[\left(T-T_{n}\right) R(z)\right]^{2}\right\| \rightarrow 0$ for any $z$ on $\Gamma$. The following special cases of strong approximation are discussed in Chatelin and Lemordant [4]: uniform approximation, collective compact approximation, neighbouring approximation, holomorphic family of type ( $A$ ).

We shall assume throughout this paper that $T_{n}$ is a strong approximation of $T$. Then it follows that, inside the curve $\Gamma$, there are exactly $m$ eigenvalues $\lambda_{n, i}$, $i=1,2, \ldots, m$, of $T_{n}$, counted according to algebraic multiplicities, for $n$ large enough. (See Chatelin and Lemordant [4], Lemma 4.) We write

$$
\lambda_{n}=\frac{1}{m} \sum_{i=1}^{m} \lambda_{n, i}
$$

and

$$
P_{n}=\frac{-1}{2 \pi i} \int_{\Gamma}\left(T_{n}-z\right)^{-1} d z
$$

where $P_{n}$ is the spectral projection associated with the spectrum of $T_{n}$ inside $\Gamma$.

The eigenvalue $\lambda$ is a pole of order $l, 1 \leqslant l \leqslant m$, of $R(z)$ whose Laurent expansion can be written as follows:

$$
R(z)=\sum_{k=-l}^{\infty}(z-\lambda)^{k} S^{(k+1)}
$$

with

$$
\begin{aligned}
S^{(0)} & =-P \\
S^{(-k)} & =-D^{k}, \quad k \geqslant 1, D=(T-\lambda) P
\end{aligned}
$$

and

$$
S^{(k)}=S^{k}, \quad k \geqslant 1, S=\lim _{z \rightarrow \lambda} R(z)(1-P)
$$

Using the Neumann series of $R_{n}(z)$, we have (Kato [7], pages 76, 77)

$$
\begin{equation*}
P_{n}-P=\sum_{p=2}^{\infty} \sum S^{\left(k_{1}\right)}\left(T-T_{n}\right) S^{\left(k_{2}\right)}\left(T-T_{n}\right) S^{\left(k_{p}\right)} \tag{2.1}
\end{equation*}
$$

where $*$ denotes summation over $k_{1}, \ldots, k_{p}$ subject to

$$
k_{1}+k_{2}+\cdots+k_{p}=p-1
$$

and

$$
k_{j} \geqslant-l+1, \quad j=1,2, \ldots, p
$$

and

$$
\begin{equation*}
\lambda_{n}-\lambda=\frac{1}{m} \sum_{p=1}^{\infty} \frac{1}{p} \sum_{\operatorname{tr}}\left[\left(T-T_{n}\right) S^{\left(k_{1}\right)} \cdots\left(T-T_{n}\right) S^{\left(k_{p}\right)}\right] \tag{2.2}
\end{equation*}
$$

## 3. The main results

Theorem 1. Let $l=1, \quad \varepsilon_{n}=\left\|\left(T-T_{n}\right) P\right\|, \quad \alpha_{n}=\left\|\left(T-T_{n}\right) S\right\|, \quad \beta_{n}=$ $\left\|\left[\left(T-T_{n}\right) S\right]^{2}\right\|$ and $\gamma_{n}=\left\|\left(T-T_{n}\right) S^{2}\left(T-T_{n}\right) S\right\|$ so that $\varepsilon_{n}$ and $\beta_{n}$ tend to zero, and $\alpha_{n}$ remains bounded as $n \rightarrow \infty$. Then, for $n$ large enough,
(a)

$$
\begin{align*}
\lambda= & \lambda_{n}+\frac{1}{m} \operatorname{tr}\left(T-T_{n}\right) P+\frac{1}{m} \operatorname{tr}\left(T-T_{n}\right) S\left(T-T_{n}\right) P \\
& +O\left(\max \left\{\beta_{n} \varepsilon_{n}, \alpha_{n} \varepsilon_{n}^{2}\right\}\right) \tag{3.1}
\end{align*}
$$

(b)

$$
\begin{align*}
\| P-P_{n} P & -S\left(T-T_{n}\right) P-S\left(T-T_{n}\right) S\left(T-T_{n}\right) P \\
& +P\left(T-T_{n}\right) S^{2}\left(T-T_{n}\right) P-S^{2}\left(T-T_{n}\right) P\left(T-T_{n}\right) P \| \\
= & O\left(\max \left\{\beta_{n} \varepsilon_{n}, \alpha_{n} \varepsilon_{n}^{2}, \gamma_{n} \varepsilon_{n}, \varepsilon_{n}^{3}\right\}\right) . \tag{3.2}
\end{align*}
$$

Proof. (a) Since $P$ is a compact projection, $\varepsilon_{n}=\left\|\left(T-T_{n}\right) P\right\| \rightarrow 0$ as $n \rightarrow \infty$. For the proof of $\beta_{n}=\left\|\left[\left(T-T_{n}\right) S\right]^{2}\right\| \rightarrow 0$ as $n \rightarrow \infty$, see Chatelin-Lemordant [4], Lemma 2, page 261. For $l=1$, (2.2) becomes

$$
\lambda_{n}-\lambda=\frac{1}{m} \sum_{p=1}^{\infty} \frac{1}{p} \sum_{\cdot} \operatorname{tr}\left[\left(T-T_{n}\right) S^{\left(k_{1}\right)} \cdots\left(T-T_{n}\right) S^{\left(k_{p}\right)}\right]
$$

where $*$ denotes summation over $k_{1}, \ldots, k_{p}$ subject to

$$
k_{1}+k_{2}+\cdots+k_{p}=p-1
$$

and

$$
k_{j} \geqslant 0, \quad j=1,2, \ldots, p .
$$

If we put $p=1$ in the above expression, we get the $\operatorname{term} \operatorname{tr}\left(m\left(T-T_{n}\right) P\right) / m$. The remaining term,

$$
\sigma=\frac{1}{m} \sum_{p=2}^{\infty} \frac{1}{p} \sum_{0} \operatorname{tr}\left[\left(T-T_{n}\right) S^{\left(k_{1}\right)} \cdots\left(T-T_{n}\right) S^{\left(k_{p}\right)}\right],
$$

can be decomposed into the sum $\sigma_{1}$ over the set of all $k_{j}$ 's where only one $k_{j}$ is zero, the sum $\sigma_{2}$ over the set of $k_{j}$ 's where only two $k_{j}$ 's are zero, and so on. Then

$$
\begin{aligned}
\sigma_{1}= & -\frac{1}{m} \operatorname{tr}\left(T-T_{n}\right) S\left(T-T_{n}\right) P-\frac{1}{m} \operatorname{tr}\left(T-T_{n}\right) S\left(T-T_{n}\right) S\left(T-T_{n}\right) P \\
& -\frac{1}{m} \operatorname{tr}\left(T-T_{n}\right) S\left(T-T_{n}\right) S\left(T-T_{n}\right) S\left(T-T_{n}\right) P+\ldots
\end{aligned}
$$

The $n$th term of the above expansion is

$$
a_{n}= \begin{cases}O\left(\beta_{n}^{n / 2} \varepsilon_{n}\right), & \text { if } n \text { is even } \\ O\left(\alpha_{n} \beta_{n}^{(n-1) / 2} \varepsilon_{n}\right), & \text { if } n \text { is odd. }\end{cases}
$$

It follows that

$$
\begin{equation*}
\sigma_{1}+\frac{1}{m} \operatorname{tr}\left(T-T_{n}\right) S\left(T-T_{n}\right) P=O\left(\beta_{n} \varepsilon_{n}\right) . \tag{3.3}
\end{equation*}
$$

Next,

$$
\begin{aligned}
\sigma_{2}= & \frac{1}{m} \operatorname{tr}\left(T-T_{n}\right) S^{2}\left(T-T_{n}\right) P\left(T-T_{n}\right) P \\
& +\frac{1}{4 m}\left[\operatorname{tr}\left(T-T_{n}\right) S^{2}\left(T-T_{n}\right) S\left(T-T_{n}\right) P\left(T-T_{n}\right) P\right. \\
& +\operatorname{tr}\left(T-T_{n}\right) S^{2}\left(T-T_{n}\right) P\left(T-T_{n}\right) S\left(T-T_{n}\right) P \\
& +\operatorname{tr}\left(T-T_{n}\right) S^{2}\left(T-T_{n}\right) P\left(T-T_{n}\right) P\left(T-T_{n}\right) S \\
& +\operatorname{tr}\left(T-T_{n}\right) S\left(T-T_{n}\right) S^{2}\left(T-T_{n}\right) P\left(T-T_{n}\right) P \\
& +\operatorname{tr}\left(T-T_{n}\right) S\left(T-T_{n}\right) P\left(T-T_{n}\right) S^{2}\left(T-T_{n}\right) P \\
& \left.+\operatorname{tr}\left(T-T_{n}\right) S\left(T-T_{n}\right) P\left(T-T_{n}\right) P\left(T-T_{n}\right) S^{2}\right]+\ldots .
\end{aligned}
$$

Hence it follows that $\sigma_{2}=O\left(\alpha_{n} \varepsilon_{n}^{2}\right)$ and, in general, $\sigma_{k}=O\left(\alpha_{n} \varepsilon_{n}^{k}\right), k \geqslant 2$, so that

$$
\begin{equation*}
\sum_{k=2}^{\infty} \sigma_{k}=O\left(\alpha_{n} \varepsilon_{n}^{2}\right) \tag{3.4}
\end{equation*}
$$

Thus,

$$
\begin{aligned}
\lambda= & \lambda_{n}+\frac{1}{m} \operatorname{tr}\left(T-T_{n}\right) P+\frac{1}{m} \operatorname{tr}\left(T-T_{n}\right) S\left(T-T_{n}\right) P \\
& +O\left(\max \left\{\beta_{n} \varepsilon_{n}, \alpha_{n} \varepsilon_{n}^{2}\right\}\right) .
\end{aligned}
$$

This proves (a).
(b) For $l=1$, (2.1) becomes

$$
P_{n}-P=\sum_{p=2}^{\infty} \sum S^{\left(k_{1}\right)}\left(T-T_{n}\right) S^{\left(k_{2}\right)} \cdots\left(T-T_{n}\right) S^{\left(k_{p}\right)}
$$

Since $P S=S P=0$,

$$
\begin{equation*}
P_{n} P-P=-\sum_{p=2}^{\infty} \sum_{* *} S^{\left(k_{1}\right)}\left(T-T_{n}\right) S^{\left(k_{2}\right)} \cdots S^{\left(k_{p-1}\right)}\left(T-T_{n}\right) P \tag{3.5}
\end{equation*}
$$

where ** denotes summation over $k_{1}, \ldots, k_{p-1}$ subject to

$$
k_{1}+k_{2}+\cdots+k_{p-1}=p-1
$$

and

$$
k_{j} \geqslant 0, \quad j=1,2, \ldots, p-1
$$

Decompose $\sum_{p=2}^{\infty} \Sigma_{* *} S^{\left(k_{1}\right)}\left(T-T_{n}\right) S^{\left(k_{2}\right)} \cdots\left(T-T_{n}\right) P$ into the sum $\sigma_{1}^{\prime}$ over the set of all $k_{j}$ 's where only one $k$ is zero, the sum $\sigma_{2}^{\prime}$ over the set of all $k_{j}$ 's where only two $k_{j}$ 's are zero, and so on. Then

$$
\begin{aligned}
\sigma_{1}^{\prime}= & S\left(T-T_{n}\right) P+S\left(T-T_{n}\right) S\left(T-T_{n}\right) P \\
& +S\left(T-T_{n}\right) S\left(T-T_{n}\right) S\left(T-T_{n}\right) P+\ldots
\end{aligned}
$$

The $n$th term of the above expansion is

$$
a_{n}^{\prime}= \begin{cases}O\left(\beta^{(n-1) / 2} \varepsilon_{n}\right), & \text { if } n \text { is odd } \\ O\left(\alpha_{n} \beta_{n}^{(n-1) / 2} \varepsilon_{n}\right), & \text { if } n \text { is even }\end{cases}
$$

It follows that

$$
\begin{equation*}
\left\|\sigma_{1}^{\prime}-S\left(T-T_{n}\right) P-S\left(T-T_{n}\right) S\left(T-T_{n}\right) P\right\|=O\left(\beta_{n} \varepsilon_{n}\right) \tag{3.6}
\end{equation*}
$$

Since

$$
\begin{aligned}
\sigma_{2}^{\prime}= & -\left[S^{2}\left(T-T_{n}\right) P\left(T-T_{n}\right) P+P\left(T-T_{n}\right) S^{2}\left(T-T_{n}\right) P\right. \\
& +S^{2}\left(T-T_{n}\right) S\left(T-T_{n}\right) P\left(T-T_{n}\right) P+S^{2}\left(T-T_{n}\right) P\left(T-T_{n}\right) S\left(T-T_{n}\right) P \\
& +S\left(T-T_{n}\right) S^{2}\left(T-T_{n}\right) P\left(T-T_{n}\right) P+S\left(T-T_{n}\right) P\left(T-T_{n}\right) S^{2}\left(T-T_{n}\right) P \\
& +P\left(T-T_{n}\right) S\left(T-T_{n}\right) S^{2}\left(T-T_{n}\right) P \\
& \left.+P\left(T-T_{n}\right) S^{2}\left(T-T_{n}\right) S^{2}\left(T-T_{n}\right) S\left(T-T_{n}\right) P+\cdots\right]
\end{aligned}
$$

we see that

$$
\begin{align*}
\| \sigma_{2}^{\prime}+S^{2}(T- & \left.T_{n}\right) P\left(T-T_{n}\right) P+P\left(T-T_{n}\right) S^{2}\left(T-T_{n}\right) P \| \\
& =O\left(\max \left\{\alpha_{n} \varepsilon_{n}^{2}, \beta_{n} \varepsilon_{n}, \gamma_{n} \varepsilon_{n}\right\}\right) \tag{3.7}
\end{align*}
$$

Also,

$$
\begin{aligned}
\sigma_{3}^{\prime}= & S^{3}\left(T-T_{n}\right) P\left(T-T_{n}\right) P\left(T-T_{n}\right) P \\
& +P\left(T-T_{n}\right) S^{3}\left(T-T_{n}\right) P\left(T-T_{n}\right) P \\
& +P\left(T-T_{n}\right) P\left(T-T_{n}\right) S^{3}\left(T-T_{n}\right) P \\
& +S^{3}\left(T-T_{n}\right) S\left(T-T_{n}\right) P\left(T-T_{n}\right) P\left(T-T_{n}\right) P+\ldots,
\end{aligned}
$$

so that

$$
\left\|\sigma_{3}^{\prime}\right\|=O\left(\max \left\{\varepsilon_{n}^{3}, \alpha_{n} \varepsilon_{n}^{2}\right\}\right)
$$

In general,

$$
\left\|\sigma_{k}^{\prime}\right\|=O\left(\max \left\{\varepsilon_{n}^{k}, \alpha_{n} \varepsilon_{n}^{k-1}\right\}\right), \quad k \geqslant 3
$$

It follows that

$$
\begin{equation*}
\left\|\sum_{k=3}^{\infty} \sigma_{k}^{\prime}\right\|=O\left(\max \left\{\varepsilon_{n}^{3}, \alpha_{n} \varepsilon_{n}^{2}\right\}\right) \tag{3.8}
\end{equation*}
$$

From (3.5), (3.6), (3.7), and (3.8) we get

$$
\begin{aligned}
\| P-P_{n} P & -S\left(T-T_{n}\right) P-S\left(T-T_{n}\right) S\left(T-T_{n}\right) P \\
& +P\left(T-T_{n}\right) S^{2}\left(T-T_{n}\right) P+S^{2}\left(T-T_{n}\right) P\left(T-T_{n}\right) P \| \\
= & O\left(\max \left\{\beta_{n} \varepsilon_{n}, \alpha_{n} \varepsilon_{n}^{2}, \gamma_{n} \varepsilon_{n} \varepsilon_{n}^{3}\right\}\right) .
\end{aligned}
$$

This proves (b).

Remarks 1. The proof of the above theorem also shows that

$$
\left.\begin{array}{r}
\lambda=\lambda_{n}+O\left(\varepsilon_{n}\right)  \tag{3.9}\\
\left\|P-P_{n} P\right\|=O\left(\varepsilon_{n}\right)
\end{array}\right\}
$$

and

$$
\left.\begin{array}{c}
\lambda=\lambda_{n}+\frac{1}{m} \operatorname{tr}\left(T-T_{n}\right) P+O\left(\alpha_{n} \varepsilon_{n}\right)  \tag{3.10}\\
\left\|P-P_{n} P-S\left(T-T_{n}\right) P\right\|=O\left(\max \left\{\alpha_{n} \varepsilon_{n}, \varepsilon_{n}^{2}\right\}\right)
\end{array}\right\}
$$

Let $\alpha_{n} \rightarrow 0$. (This is the case, for example, if $\left\|\left(T-T_{n}\right) R(z)\right\| \rightarrow 0$.) Then we see that error bounds in (3.10) are better than those in (3.9). Also, since $\beta_{n} \leqslant \alpha_{n}^{2}$ and $\gamma_{n} \leqslant\|S\| \alpha_{n}^{2}$, it follows that in this case the error bounds in Theorem 1 are still better than those in (3.10) above. If only $\gamma_{n} \rightarrow 0$ without $\alpha_{n} \rightarrow 0$ (which is the case, for example, if $T_{n}$ is a collective compact approximation of $T$ ), then also the error bounds in Theorem 1 are better than those in (3.9) and (3.10).
2. Equation (5.2) of Chatelin and Lemordant [4] reads

$$
\lambda=\lambda_{n}+\frac{1}{m} \operatorname{tr}\left(T-T_{n}\right) P+\frac{1}{m} \operatorname{tr}\left(T-T_{n}\right) S\left(T-T_{n}\right) P+O\left(\alpha_{n} \beta_{n} \varepsilon_{n}\right)
$$

In view of the proof of our equation (3.1), the above estimate is not likely to hold. A similar remark holds for the equation (5.4) of [4] in view of our equation (3.10).
3. It is stated in Chatelin and Lemordant [4], equation (5.5), that

$$
\begin{aligned}
\| P-P_{n} P+S\left(T-T_{n}\right) & P+S\left(T-T_{n}\right) S\left(T-T_{n}\right) P \\
& -P\left(T-T_{n}\right) S^{2}\left(T-T_{n}\right) P \|=O\left(\beta_{n} \varepsilon_{n}\right)
\end{aligned}
$$

By comparing the above equation with our (3.2) of Theorem 1 , it can be seen that we have added the term $-S^{2}\left(T-T_{n}\right) P\left(T-T_{n}\right) P$ to the expression on the left hand side of (5.5) of Chatelin and Lemordant [4]. If we do not add the above term, we get,

$$
\begin{aligned}
\| P-P_{n} P-S(T- & \left.T_{n}\right) P-S\left(T-T_{n}\right) S\left(T-T_{n}\right) P \\
& +P\left(T-T_{n}\right) S^{2}\left(T-T_{n}\right) P \|=O\left(\max \left\{\beta_{n} \varepsilon_{n}, \gamma_{n} \varepsilon_{n}, \varepsilon_{n}^{2}\right\}\right)
\end{aligned}
$$

The claim made in Chatelin and Lemordant [4] that the above left hand side is $O\left(\beta_{n} \varepsilon_{n}\right)$ does not seem to be justified.

Theorem 2. Let the domain $D$ of $T$ be dense in $X$. Let $l=1, \varepsilon_{n}^{*}=$ $\left\|\left(T^{*}-T_{n}^{*}\right) P^{*}\right\|$ and $\varepsilon_{n}$ and $\alpha_{n}$, be as in Theorem 1. Then, for $n$ large enough,

$$
\begin{align*}
\lambda= & \lambda_{n}+\frac{1}{m} \operatorname{tr}\left(T-T_{n}\right) P+\frac{1}{m} \operatorname{tr}\left(T-T_{n}\right) S\left(T-T_{n}\right) P \\
& +O\left(\max \left\{\alpha_{n} \varepsilon_{n} \varepsilon_{n}^{*}, \varepsilon_{n}^{2} \varepsilon_{n}^{*}\right\}\right) . \tag{3.11}
\end{align*}
$$

Proof. Let $x_{1}, x_{2}, \ldots, x_{m}$ be a basis of $M=P X$, and $x_{1}^{*}, x_{2}^{*}, \ldots, x_{m}^{*}$ be the adjoint basis. Then

$$
\begin{aligned}
& \operatorname{tr}\left(T-T_{n}\right) S\left(T-T_{n}\right) S\left(T-T_{n}\right) P \\
& =\sum_{i=1}^{m}\left(S\left(T-T_{n}\right) S\left(T-T_{n}\right) x_{i},\left(T^{*}-T_{n}^{*}\right) x_{i}^{*}\right)
\end{aligned}
$$

Hence

$$
\operatorname{tr}\left(T-T_{n}\right) S\left(T-T_{n}\right) S\left(T-T_{n}\right) P=O\left(\alpha_{n} \varepsilon_{n} \varepsilon_{n}^{*}\right)
$$

Similarly,

$$
\operatorname{tr}\left(T-T_{n}\right) S^{2}\left(T-T_{n}\right) P\left(T-T_{n}\right) P=O\left(\varepsilon_{n}^{2} \varepsilon_{n}^{*}\right)
$$

Thus we get, as in Theorem 1,

$$
\begin{aligned}
\lambda= & \lambda_{n}+\frac{1}{m} \operatorname{tr}\left(T-T_{n}\right) P+\frac{1}{m} \operatorname{tr}\left(T-T_{n}\right) S\left(T-T_{n}\right) P \\
& +O\left(\max \left\{\alpha_{n} \varepsilon_{n} \varepsilon_{n}^{*}, \varepsilon_{n}^{2} \varepsilon_{n}^{*}\right\}\right) .
\end{aligned}
$$

## 4. Computable error bounds

In this section we assume in addition that $\lambda$ is a simple eigenvaue of $T$; that is, $m=1$. Then it can be seen that the roles of $T$ and $T_{n}$ can be interchanged, and we obtain

$$
\begin{equation*}
P-P_{n}=\sum_{p=2}^{\infty}(-1)^{p+1} \sum_{n} S_{n}^{\left(k_{1}\right)}\left(T-T_{n}\right) S_{n}^{\left(k_{2}\right)} \cdots\left(T-T_{n}\right) S_{n}^{\left(k_{p}\right)} \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda-\lambda_{n}=\sum_{p=1}^{\infty} \frac{(-1)^{p}}{p} \sum \operatorname{tr}\left[\left(T-T_{n}\right) S_{n}^{\left(k_{1}\right)} \cdots\left(T-T_{n}\right) S_{n}^{\left(k_{p}\right)}\right] \tag{4.2}
\end{equation*}
$$

Theorem 3. Let $m=1$. Let $\tilde{\varepsilon}_{n}=\left\|\left(T-T_{n}\right) P_{n}\right\|, \tilde{\alpha}_{n}=\left\|\left(T-T_{n}\right) S_{n}\right\|, \tilde{\beta}_{n}=$ $\left\|\left[\left(T-T_{n}\right) S_{n}\right]^{2}\right\|, \tilde{\gamma}_{n}=\left\|\left(T-T_{n}\right) S_{n}^{2}\left(T-T_{n}\right) S_{n}\right\|$. Also, let $\tilde{\varepsilon}_{n}^{*}=\left\|\left(T^{*}-T_{n}^{*}\right) P_{n}^{*}\right\|$ in the case that $D$ is dense in $X$. For $n$ large enough,

$$
\begin{gather*}
\lambda=\lambda_{n}+\operatorname{tr}\left(T-T_{n}\right) P_{n}+O\left(\tilde{\alpha}_{n} \tilde{\varepsilon}_{n}\right)  \tag{4.3}\\
\lambda=\lambda_{n}+\operatorname{tr}\left(T-T_{n}\right) P_{n}+O\left(\tilde{\varepsilon}_{n} \tilde{\varepsilon}_{n}^{*}\right)  \tag{4.4}\\
\lambda=\lambda_{n}+\operatorname{tr}\left(T-T_{n}\right) P_{n}-\operatorname{tr}\left(T-T_{n}\right) S_{n}\left(T-T_{n}\right) P_{n}+O\left(\max \left\{\tilde{\beta}_{n} \tilde{\varepsilon}_{n}, \tilde{\alpha}_{n} \tilde{\varepsilon}_{n}^{2}\right\}\right)  \tag{4.5}\\
\lambda=\lambda_{n}+\operatorname{tr}\left(T-T_{n}\right) P_{n}-\operatorname{tr}\left(T-T_{n}\right) S_{n}\left(T-T_{n}\right) P_{n}+O\left(\max \left\{\tilde{\alpha}_{n} \tilde{\varepsilon}_{n} \tilde{\varepsilon}_{n}^{*}, \tilde{\varepsilon}_{n}^{2} \tilde{\varepsilon}_{n}^{*}\right\}\right)  \tag{4.6}\\
\| P P_{n}-P_{n}-S_{n}\left(T-T_{n}\right) P_{n}+S_{n}\left(T-T_{n}\right) S_{n}\left(T-T_{n}\right) P_{n} \\
-P_{n}\left(T-T_{n}\right) S_{n}^{2}\left(T-T_{n}\right) P_{n}-S_{n}^{2}\left(T-T_{n}\right) P_{n}\left(T-T_{n}\right) P_{n} \| \\
=O\left(\max \left\{\tilde{\beta}_{n} \tilde{\varepsilon}_{n}, \tilde{\alpha}_{n} \tilde{\varepsilon}_{n}^{2}, \tilde{\gamma}_{n} \tilde{\varepsilon}_{n}, \tilde{\varepsilon}_{n}^{3}\right\}\right) \tag{4.7}
\end{gather*}
$$

Proof. The proof is exactly similar to that of Theorem 1 and of Theorem 2.

Remark. It follows from Lemma 2 and 5 of Chatelin and Lemordant [4], that $\tilde{\varepsilon}_{n} \rightarrow 0$ and $\tilde{\beta}_{n} \rightarrow 0$ as $n \rightarrow \infty$. It can also be seen that $\tilde{\alpha}_{n}$ is bounded as $n \rightarrow \infty$ and $\tilde{\gamma}_{n} \leqslant\left\|S_{n}\right\| \tilde{\alpha}_{n}^{2}$. Further, if $T_{n}^{*} x \rightarrow T^{*} x$ for all $x \in \operatorname{dom}\left(T^{*}\right)$, then $\tilde{\varepsilon}_{n}^{*} \rightarrow 0$.

Let $\mu_{n}$ denote the expansion of $\lambda$ of order 1 ; that is,

$$
\mu_{n}=\lambda_{n}+\operatorname{tr}\left(T-T_{n}\right) P_{n}
$$

If $\phi_{n}$ is a normalized eigenvector of $T_{n}$ associated with $\lambda_{n}$ and $\phi_{n}^{*}$ is an eigenvector of $T_{n}^{*}$ associated with $\bar{\lambda}_{n}$ satisfying $\left(\phi_{n}, \phi_{n}^{*}\right)=1$, then $\mu_{n}=\operatorname{tr} T P_{n}=$ ( $T \phi_{n}, \phi_{n}^{*}$ ). From (4.3) and (4.4) we have

$$
\left.\begin{array}{l}
\lambda=\mu_{n}+O\left(\tilde{\alpha}_{n} \tilde{\varepsilon}_{n}\right)  \tag{4.8}\\
\lambda=\mu_{n}+O\left(\tilde{\varepsilon}_{n}^{*} \tilde{\varepsilon}_{n}\right)
\end{array}\right\}
$$

If $\nu_{n}$ denotes the expansion of $\lambda$ of order 2 , that is,

$$
\nu_{n}=\lambda_{n}+\operatorname{tr}\left(T-T_{n}\right) P_{n}-\operatorname{tr}\left(T-T_{n}\right) S_{n}\left(T-T_{n}\right) P_{n}
$$

then it follows from (4.5) and (4.6) that

$$
\left.\begin{array}{l}
\lambda=\nu_{n}+O\left(\max \left\{\tilde{\beta}_{n} \tilde{\varepsilon}_{n}, \tilde{\alpha}_{n} \tilde{\varepsilon}_{n}^{2}\right\}\right)  \tag{4.9}\\
\lambda=\nu_{n}+O\left(\max \left\{\tilde{\alpha}_{n} \tilde{\varepsilon}_{n} \tilde{\varepsilon}_{n}^{*}, \tilde{\varepsilon}_{n}^{2} \tilde{\varepsilon}_{n}^{*}\right\}\right)
\end{array}\right\}
$$

If $\tilde{\varepsilon}_{n} \rightarrow 0$, but $\tilde{\varepsilon}_{n}^{*} \nrightarrow 0$, from (4.3) and (4.5) we see that $\nu_{n}$ improves on $\mu_{n}$.
If both $\tilde{\varepsilon}_{n}$ and $\tilde{\varepsilon}_{n}^{*}$ tend to zero, it is clear from (4.4) and (4.6) that $\nu_{n}$ and $\mu_{n}$ are approximations of the order of $O\left(\tilde{\varepsilon}_{n} \tilde{\varepsilon}_{n}^{*}\right)$. Thus $\nu_{n}$ does not always improve on $\mu_{n}$.

If $\tilde{\alpha}_{n} \rightarrow 0$, irrespective of the behaviour of $\tilde{\varepsilon}_{n}^{*}, \nu_{n}$ improves on $\mu_{n}$.
Chatelin has considered the following special case in [5]: $T: X \rightarrow X$ is a bounded linear operator, and $\pi_{n}, n=1,2, \ldots$, is a seqence of projections of $X$ on a family of finite dimensional subspaces $X_{n}=\pi_{n} X$. It is assumed that $\pi_{n} x \rightarrow x, x \in X$. Then $T$ is approximated by $T_{n}^{G}=\pi_{n} T \pi_{n}$, which is Galerkin's method. For compact $T$ then $T_{n}^{G}$ is a collective compact approximation of $T$. If $T$ is not compact, it is assumed that $T_{n}^{G}$ is a strong approximation of $T$. Let $\tilde{\varepsilon}_{n}^{G}=\left\|\left(T-T_{n}^{G}\right) P_{n}^{G}\right\|$ and let $\tilde{\beta}_{n}^{G}$ and $\tilde{\alpha}_{n}^{G}$ be defined similarly. It is claimed in Chatelin [5], page 1120, that

$$
\left|\lambda-\mu_{n}^{G}\right|=O\left(\tilde{\varepsilon}_{n}^{G} \tilde{\varepsilon}_{n}^{* G}\right)
$$

and

$$
\left|\lambda-\nu_{n}^{G}\right|=\left\{\begin{array}{ll}
o\left(\tilde{\varepsilon}_{n}^{G} \tilde{\varepsilon}_{n}^{* G}\right) & \text { in general, } \\
O\left(\left\|\left(1-\pi_{n}\right) T\right\| \tilde{\varepsilon}_{n}^{G} \tilde{\varepsilon}_{n}^{*}\right) & \text { if } T \text { is compact. }
\end{array}\right\}
$$

(In the notations used there, $\nu_{n}^{G}=\lambda_{n}^{1 S}=\lambda_{n}^{2 G}, \mu_{n}^{G}=\lambda_{n}^{G}$.)
As we can see from (4.9) above, when $T$ is bounded but not compact, the error bound for $\left|\lambda-\nu_{n}^{G}\right|$ should be modified to

$$
\begin{aligned}
\left|\lambda-\nu_{n}^{G}\right| & =O\left(\max \left\{\tilde{\beta}_{n}^{G} \tilde{\varepsilon}_{n}^{G}, \tilde{\alpha}_{n}^{G}\left(\tilde{\varepsilon}_{n}^{G}\right)^{2}\right\}\right) \\
& =O\left(\max \left\{\tilde{\alpha}_{n}^{G} \tilde{\varepsilon}_{n}^{G} \varepsilon_{n}^{* G},\left(\tilde{\varepsilon}_{n}^{G}\right)^{2} \tilde{\varepsilon}_{n}^{* G}\right\}\right) \\
& =O\left(\tilde{\varepsilon}_{n}^{G} \tilde{\varepsilon}_{n}^{* G}\right)
\end{aligned}
$$

It is said in Chatelin [5] that $\nu_{n}^{G}$ always improves on $\mu_{n}^{G}=\lambda_{n}^{G}$ as a consequence of the stepwise convergence. But stepwise convergence is proved there only for the collectively compact convergence and not for the strong convergence.

We now consider an approximation of the order of $\tilde{\varepsilon}_{n}^{2}$. Let $T$ be a (densely defined) self-adjoint operator on a Hilbert space $H$. If $\rho_{n}=\left(T \phi_{n}, \phi_{n}\right)$ denote the Rayleigh quotients, it can be seen easily that $\rho_{n} \rightarrow \lambda$ as $n \rightarrow \infty$. In fact, if we let $d_{n}$ to be the distance of $\rho_{n}$ from $\sigma(T)-\{\lambda\}$, then

$$
\left|\lambda-\left(T \phi_{n}, \phi_{n}\right)\right| \leqslant \frac{1}{d_{n}}\left[\left\|\left(T-T_{n}\right) \phi_{n}\right\|^{2}-\left|\left(\left(T-T_{n}\right) \phi_{n}, \phi_{n}\right)\right|^{2}\right] .
$$

This can be seen as follows:

$$
\begin{aligned}
\|(T- & \left.T_{n}\right) \phi_{n} \|^{2}-\left|\left(\left(T-T_{n}\right) \phi_{n}, \phi_{n}\right)\right|^{2} \\
& =\left(\left(T-T_{n}\right) \phi_{n},\left(T-T_{n}\right) \phi_{n}\right)-\left|\left(T \phi_{n}, \phi_{n}\right)-\lambda_{n}\right|^{2} \\
& =\left\|T \phi_{n}\right\|^{2}-\left(\lambda_{n} \phi_{n}, T \phi_{n}\right)-\left(T \phi_{n}, \lambda_{n} \phi_{n}\right)+\left|\lambda_{n}\right|^{2}-\left|\rho_{n}-\lambda_{n}\right|^{2} \\
& =\left\|T \phi_{n}\right\|^{2}-2 \rho_{n} \operatorname{Re} \lambda_{n}+\left|\lambda_{n}\right|^{2}-\rho_{n}^{2}-\left|\lambda_{n}\right|^{2}+2 \rho_{n} \operatorname{Re} \lambda_{n} \\
& =\left\|T \phi_{n}\right\|^{2}-\rho_{n}^{2} .
\end{aligned}
$$

Hence, by using the Kato-Temple inequality [6],

$$
\begin{aligned}
\left|\lambda-\left(T \phi_{n}, \phi_{n}\right)\right| & \leqslant \frac{1}{d_{n}}\left[\left\|T \phi_{n}\right\|^{2}-\rho_{n}^{2}\right] \\
& =\frac{1}{d_{n}}\left[\left\|\left(T-T_{n}\right) \phi_{n}\right\|^{2}-\left|\left(\left(T-T_{n}\right) \phi_{n}, \phi_{n}\right)\right|^{2}\right]
\end{aligned}
$$

Since the $d_{n}$ 's are bounded away from zero, we see that

$$
\begin{equation*}
\lambda=\rho_{n}+O\left(\tilde{\varepsilon}_{n}^{2}\right) \tag{4.10}
\end{equation*}
$$

Let us now consider the following two particular kinds of approximations: $T$ is a bounded self-adjoint operator on a Hilbert space $H$ and $\pi_{n}: H \rightarrow H_{n}$ is a projection, where $H_{n}$ is a closed subspace of $H$. Let $T_{n}^{G}=\pi_{n} T \pi_{n}$ be the approximating operator in Galerkin's method. In Sloan's method, $T$ is approximated by $T_{n}^{S}=T \pi_{n}$ (Sloan [8]). Assume that $T_{n}^{G}$ and $T_{n}^{S}$ are strong approximations of $T$ (which is the case, for example, if $T$ is compact, and $\pi_{n} x \rightarrow x$, $x \in H$ ). If $\phi_{n}^{S}$ denotes a normalized eigenvector of $T_{n}^{S}$ associated with $\lambda_{n}^{S}$ and $\rho_{n}^{S}=\left(T \phi_{n}^{S}, \phi_{n}^{S}\right)$, then (4.10) shows that

$$
\lambda=\rho_{n}^{S}+O\left(\left\|\left(T-T_{n}^{S}\right) P_{n}^{S}\right\|^{2}\right)
$$

But

$$
\begin{aligned}
\left\|\left(T-T_{n}^{S}\right) P_{n}^{S}\right\| & =\left\|T\left(1-\pi_{n}\right) P_{n}^{S}\right\| \\
& =\left\|T\left(1-\pi_{n}\right)^{2} P_{n}^{S}\right\| \\
& \leqslant\left\|T\left(1-\pi_{n}\right)\right\|\left\|\left(1-\pi_{n}\right) P_{n}^{S}\right\| .
\end{aligned}
$$

Also,

$$
\left\|\left(1-\pi_{n}\right) P_{n}^{S}\right\|=O\left(\left\|\left(T-T_{n}^{G}\right) P_{n}^{G}\right\|\right)
$$

as proved on page 1118 of Chatelin [5].
If we let $\tilde{\varepsilon}_{n}^{G}=\left\|\left(T-T_{n}^{G}\right) P_{n}^{G}\right\|$, and similarly for $\tilde{\beta}_{n}^{G}$ and $\tilde{\alpha}_{n}^{G}$, then

$$
\begin{align*}
\lambda & =\rho_{n}^{S}+O\left(\left\|T-T \pi_{n}\right\|^{2}\left(\tilde{\varepsilon}_{n}^{G}\right)^{2}\right) \\
& =\rho_{n}^{S}+o\left(\tilde{\varepsilon}_{n}^{G}\right) \tag{4.11}
\end{align*}
$$

This should be compared with

$$
\begin{align*}
\lambda & =\nu_{n}^{G}+O\left(\max \left\{\tilde{\beta}_{n}^{G} \tilde{\varepsilon}_{n}^{G}, \tilde{\alpha}_{n}^{G}\left(\tilde{\varepsilon}_{n}^{G}\right)^{2}\right\}\right) \\
& =\nu_{n}^{G}+o\left(\tilde{\varepsilon}_{n}^{G}\right) \tag{4.12}
\end{align*}
$$

as obtained from (4.9). Thus, $\rho_{n}^{S}$ and $\nu_{n}^{G}$ are both approximations of $\lambda$ of the order of $o\left(\tilde{\varepsilon}_{n}^{G}\right)$.

Further, since $P_{n}^{G} H \subset H_{n}$, we see that

$$
\tilde{\varepsilon}_{n}^{G}=\left\|\left(T-\pi_{n} T \pi_{n}\right) P_{n}^{G}\right\|=O\left(\left\|T-\pi_{n} T\right\|\right)
$$

Hence, by (4.11) and (4.12),

$$
\begin{equation*}
\lambda=\rho_{n}^{S}+O\left(\left\|T-T \pi_{n}\right\|^{2}\left\|T-\pi_{n} T\right\|^{2}\right) \tag{4.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda=\nu_{n}^{G}+O\left(\max \left\{\left\|T-\pi_{n} T \pi_{n}\right\|^{2}\left\|T-\pi_{n} T\right\|,\left\|T-\pi_{n} T \pi_{n}\right\|\left\|T-\pi_{n} T\right\|^{2}\right\}\right) . \tag{4.14}
\end{equation*}
$$

If each $\pi_{n}$ is an orthogonal projection, then $\tilde{\varepsilon}_{n}^{G}=\hat{\varepsilon}_{n}^{* G}$ so that, by (4.13) and (4.9),

$$
\begin{equation*}
\lambda=\rho_{n}^{S}+O\left(\left\|T-\pi_{n} T\right\|^{4}\right) \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda=\nu_{n}^{G}+O\left(\max \left\{\left\|T-\pi_{n} T \pi_{n}\right\|\left\|T-\pi_{n} T\right\|^{2},\left\|T-\pi_{n} T\right\|^{3}\right\}\right) \tag{4.16}
\end{equation*}
$$

In the case that the Galerkin approximations and the Sloan approximations are uniform, that is, if $\left\|\pi_{n} T \pi_{n}-T\right\| \rightarrow 0$ and $\left\|T \pi_{n}-T\right\| \rightarrow 0$ (which is the case, for example, if $T$ is compact, $\pi_{n} x \rightarrow x$ and $\pi_{n}^{*} x \rightarrow x$ ), then the results (4.13) and (4.14) give comparative estimates for the two approximations $\rho_{n}^{s}$ and $\nu_{n}^{G}$ of $\lambda$. In particular, if each $\pi_{n}$ is orthogonal, then (4.15) and (4.16) show that $\rho_{n}^{S}$ is a better approximation than $\nu_{n}^{G}$. This is borne out by the following example.

## 5. A numerical example

Let $X=L^{2}([0,1])$, and $T$ be the operator defined by

$$
T x(s)=\int_{0}^{1} k(s, t) x(t) d t
$$

where

$$
k(s, t)= \begin{cases}(1-t) s, & \text { if } t \geqslant s \\ (1-s) t, & \text { if } t<s\end{cases}
$$

Then $T$ is a self-adjoint compact operator on $L^{2}([0,1])$. The eigenvalues of $T$ are given by $\lambda^{k}=1 /\left(k^{2} \pi^{2}\right), k=1,2, \ldots$ Consider the following orthonormal basis in $L^{2}([0,1])$ :

$$
e_{1}(s)=1, \quad e_{k}(s)=2^{1 / 2} \cos (k-1) \pi s, \quad k=2,3, \ldots
$$

Let $X_{n}=\operatorname{span}\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ and $\pi_{n}: X \rightarrow X_{n}$ denote the orthogonal projection of $X$ onto $X_{n}$. The matrix corresponding to the Galerkin approximation $\pi_{n} T \pi_{n}$ is

$$
A_{n}=\left(T e_{j}, e_{t}\right), \quad i, j=1, \ldots, n
$$

The matrix $A_{n}$ is real and symmetric with

$$
\left(A_{n}\right)_{i, j}= \begin{cases}\frac{1}{12} & \text { if } i=j=1, \\ \frac{-\sqrt{2}}{(j-1)^{2} \pi^{2}} & \text { if } i=1, j \geqslant 2, j \text { odd, } \\ \frac{1}{(j-1)^{2} \pi^{2}} & \text { if } i=1, j \geqslant 2, j \text { even, } \\ \frac{1}{(j-1)^{2} \pi^{2}}-\frac{\text { if } i=j, i \text { odd, }}{(j-1)^{4} \pi^{4}} & \text { if } i=j, i \text { even, } \\ 0 & \text { if } i \neq j, \text { either } i \text { or } j \text { is odd, } \\ -\frac{8}{(j-1)^{2}(i-1)^{2} \pi^{4}} & \text { if } i \neq j, \text { both } i \text { and } j \text { are even. }\end{cases}
$$

If $\left(\phi_{n}\right)_{i}, i=1,2, \ldots, n$, is an eigenvector for $A_{n}$ corresponding to an eigenvalue $\lambda_{n}$, then $\phi_{n}=\sum_{i=1}^{n}\left(\phi_{n}\right)_{1} e_{i}$ is an eigenvector of $\pi_{n} T \pi_{n}$ associated with the eigenvalue $\lambda_{n}$, and $T \phi_{n}=\sum_{i=1}^{n}\left(\phi_{n}\right)_{i} T e_{t}$ is an eigenvector of $T \pi_{n}$ associated with $\lambda_{n}$. The Rayleigh quotient $\rho_{n}^{s}=\left(T \phi_{n}^{s}, \phi_{n}^{s}\right)$ where $\left\|\phi_{n}^{S}\right\|=1$ is then $\left(T^{2} \phi_{n}, T \phi_{n}\right) /\left(T \phi_{n}, T \phi_{n}\right)$.

Also, it follows, since $\phi_{n}^{*}=\phi_{n}$, that $\nu_{n}^{G}=\left(T^{2} \phi_{n}, \phi_{n}\right) / \lambda_{n}$ with $\sum_{i=1}^{n}\left(\phi_{n}\right)_{i}^{2}=1$. (See page 269 of Chatelin and Lemordant [4].)

To compute $\rho_{n}^{S}$ and $\nu_{n}^{G}$, we note that

$$
T \phi_{n}=\sum_{i=1}^{n}\left(\phi_{n}\right)_{i} T e_{i}
$$

where

$$
T e_{i}(s)= \begin{cases}\frac{s(1-s)}{2} \quad & \text { if } i=1 \\ \left(-\frac{\sqrt{2}}{(i-1)^{2} \pi^{2}}\right) e_{1}+\left(\frac{1}{(i-1)^{2} \pi^{2}}\right) e_{i}, \quad \text { if } i \geqslant 2, i \text { odd } \\ \left(-\frac{\sqrt{2}}{(i-1)^{2} \pi^{2}}\right) e_{1}+\left(\frac{1}{(i-1)^{2} \pi^{2}}\right) e_{i}+\left(\frac{2 \sqrt{2}}{(i-1)^{2} \pi^{2}}\right) s\end{cases}
$$

if $i \geqslant 2, i$ even.

Hence

$$
T^{2} \phi_{n}=\sum_{i=1}^{n}\left(\phi_{n}\right)_{i} T^{2} e_{i}
$$

where

$$
T^{2} e_{i}(s)= \begin{cases}\frac{s\left(1-s^{2}\right)^{2}}{24}, & \text { if } i=1, \\ \left(-\frac{\sqrt{2}}{(i-1)^{2} \pi^{2}}\right) T e_{1}+\left(\frac{1}{(i-1)^{2} \pi^{2}}\right) T e_{i}, \quad \text { if } i \geqslant 2, i \text { odd } \\ \left(-\frac{\sqrt{2}}{(i-1)^{2} \pi^{2}}\right) T e_{1}+\left(\frac{1}{(i-1)^{2} \pi^{2}}\right) T e_{i} \\ +\left(\frac{2 \sqrt{2}}{(i-1)^{2} \pi^{2}}\right)\left(\frac{s\left(1-s^{2}\right)}{6}\right), \quad \text { if } i \geqslant 2, i \text { even. }\end{cases}
$$

We compute, in double precision, the first four eigenvalues $\lambda_{n}^{1}, \ldots, \lambda_{n}^{4}$ of the matrix $A_{n}$ and the corresponding eigenvectors for $n=4,8,12,16,20$ and 30 , and obtain the corresponding values of $\rho_{n}^{s}$ and $\nu_{n}^{G}$. In Table 1 the values of $\lambda^{1}-\lambda_{n}^{1}, \lambda^{1}-\nu_{n}^{1}, \lambda^{4}-\lambda_{n}^{4}$ and $\lambda^{4}-\nu_{n}^{4}$ are taken from Chatelin and Lemordant [4], while other values are computed by us using the above method. As noted earlier, $\rho_{n}^{S}$ turns out to be a better approximation of $\lambda$ than $\nu_{n}^{G}$ since the Galerkin and the Sloan approximations converge uniformly in this case and the projections $\pi_{n}$ are orthogonal.

Table 1
Calculations for the numerical example

| $n$ | 4 | 8 | 12 | 16 | 20 | 30 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda^{1}-\lambda_{n}^{1}$ | $9 \times 10^{-4}$ | $7.8 \times 10^{-5}$ | $2 \times 10^{-5}$ | $8 \times 10^{-6}$ | $3.9 \times 10^{-6}$ | $1.1 \times 10^{-6}$ |
| $\lambda^{1}-\nu_{n}^{\prime \prime}$ | $4.2 \times 10^{-5}$ | $8.9 \times 10^{-7}$ | $1.2 \times 10^{-7}$ | $4.8 \times 10^{-8}$ | $2.2 \times 10^{-8}$ | $1.7 \times 10^{-8}$ |
| $\lambda^{1}-\rho_{n}^{s 1}$ | $4 \times 10^{-6}$ | $2.6 \times 10^{-8}$ | $1.5 \times 10^{-1}$ | $2.2 \times 10^{-10}$ | $5.1 \times 10^{-11}$ | $3.9 \times 10^{-2}$ |
| $\lambda^{2}-\overline{\lambda^{2}}$ | $4.5 \times 10^{-4}$ | $5.4 \times \overline{10^{-5}}$ | $1.6 \overline{\times 10^{-5}}$ | $\overline{6.7} \times \overline{10} 0^{-6}$ | $\overline{3.4} \times 10^{-6}$ | $\overline{1 \times 10^{-6}}$ |
| $\lambda^{2}-\nu_{n}^{2}$ | $5.4 \times 10^{-5}$ | $1.9 \times 10^{-6}$ | $2.4 \times 10^{-7}$ | $4.6 \times 10^{-8}$ | $3.2 \times 10^{-8}$ | $1.5 \times 10^{-8}$ |
| $\lambda^{2}-\rho_{n}^{s 2}$ | $1.2 \times 10^{-5}$ | $1.6 \times 10^{-7}$ | $1.2 \times 10^{-8}$ | $2 \times 10^{-9}$ | $4.8 \times 10^{-10}$ | $3.9 \times 10^{-11}$ |
| $\lambda^{3}-\lambda^{3}$ | $3 \times 10^{-3}$ | $8.6 \times{ }^{-1}$ | $2.1 \times 10^{-}$ | - $8.2 \times 10^{-6}$ | $\overline{4 \times 10^{-6}}$ | - $1.1 \times 10^{-6}$ |
| $\lambda^{3}-\nu_{n}^{3}$ | $6.4 \times 10^{-4}$ | $8.7 \times 10^{-6}$ | $8.9 \times 10^{-7}$ | $2 \times 10^{-7}$ | $6.2 \times 10^{-8}$ | $1.2 \times 10^{-8}$ |
| $\lambda^{3}-\rho_{n}^{s 3}$ | $-2.2 \times 10^{-5}$ | $1.2 \times 10^{-6}$ | $5.5 \times 10^{-8}$ | $6.9 \times 10^{-9}$ | $1.4 \times 10^{-9}$ | $8.7 \times 10^{-11}$ |
| $\lambda^{4}-\lambda_{n}^{4}$ | $1.7 \times 10^{-3}$ | $\overline{6.1} \times \overline{10^{-5}}$ | $1.7 \times 10^{-5}$ | $6.9 \times 10^{-6}$ | - $3.5 \times \overline{10^{-6}}$ | $1 \times 10^{-6}$ |
| $\lambda^{4}-\nu_{n}^{4}$ | $4.3 \times 10^{-4}$ | $8.7 \times 10^{-6}$ | $1.1 \times 10^{-6}$ | $2.7 \times 10^{-7}$ | $9.8 \times 10^{-8}$ | $2.6 \times 10^{-8}$ |
| $\lambda^{4}-\rho_{n}^{S 4}$ | $4 \times 10^{-5}$ | $1.8 \times 10^{-6}$ | $1.1 \times 10^{-7}$ | $1.6 \times 10^{-8}$ | $3.7 \times 10^{-9}$ | $2.7 \times 10^{-10}$ |
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