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THE MINIMUM AND THE PRIMITIVE REPRESENTATION

OF POSITIVE DEFINITE QUADRATIC FORMS

YOSHIYUKI KITAOKA

Let M, N be positive definite quadratic lattices over Z with rank(M) = m

and rankC/V) = n respectively. When there is an isometry from M to N, we say

that M is represented by N (even in the local cases). In the following, we assume

that the localization Mp is represented by Np for every prime p. Let us consider

the following assertion Amn(N) :

Am,w(A0 : There exists a constant c(N) dependent only on N so that M is repre-

sented by N ifmin(M) > c(N), where min(M) denotes the least positive number rep-

resented by M.

We know that this is true if n > 2m + 3, and a natural problem is whether

the condition n > 2m + 3 is the best or not. It is known that this is the best if

m = 1. But in the case of m > 2, what we know at present, is that there is an ex-

ample N so that Amn(N) is false if n — m = 3. We do not know such examples

when n — m = 4. Anyway, analyzing the counter-example, we come to the follow-

ing two assertions APWW>W(ΛO and Rm>n(N).

APWmw(TV) : There exists a constant c'(N) dependent only on N so that M is rep-

resented by N if min (M) > cr (N) and Mp is primitively represented by Np for every

prime p.

K m,«(^ : There is a lattice Mf containing M such that Mp is primitively repre-

sented by Np for every prime p and min (MO is still large ifmin(M) is large.

If the assertion Rmn(N) is true, then the assertion Amn(N) is reduced to the

apparently weaker assertion APWm>w(Λ0. If the assertion Rm>n(N) is false, then it

becomes possible to make a counter-example to the assertion Am>n(N). As a matter

of fact, the assertion Rm,w+3(Λ0 is false in a certain kind of lattices N and it

yields examples of N such that the assertion Aw m + 3(A0 is false. Note that

APWlt4(iV) is true for every N although AlA(N) is false in general.

We proved in [4] that the assertion Rmt2m+2^ is true if m > 2. The aim of

this paper is to show that the assertion Rw,2W+i(Λ0 is also true if m ^ 3 (Theorem
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in §2).

To what extent is the assertion Rmn(N) is true?

In §3, we give some remarks on the asymptotic formula for the number of

isometries from M to N.

We denote by Z, Q, Zp and Q ,̂ the ring of integers, the field of rational num-

bers and their ^-adic completions.

Terminology and notation on quadratic forms are those from [5], [6]. For a lat-

tice M on a quadratic space V over Q, the scale s(M) denotes {B(x, y)\xiy

€= M). Even for the localization Mp it is similarly defined. dM, dMp denote the

discriminant of M, Mp respectively.

For a subset S of a positive definite quadratic space V, we put

min(S) = minQ(S) •= minίQCr) | 0 Φ x ^ S).

For a matrix A, A denotes the transposed matrix of A.

I A ,
For square matrices Av . . . ,An1 diag(Av . . . ,An) means

§1

The aim of this section is to prove the following preparatory theorem.

THEOREM. Let m be a natural number ( > 3), p a prime number and M a lattice

on a positive definite quadratic space V over Q with dim V= rn, s(M) c: Z and

s(Mp) = 7ιp. Suppose that there is a basis {wl9.. .,wm} of M such that

(B(wi9 Wj)) = diag(ε, Bφa\.. .,Bj)au) moάp2a\

where ε ^ Zp, B{ is even unimodular for 1 < / < u with (1,1)-entry not divisible by

2p and 2 < aι < * * * < au. Put s •= [aι/2\ where [x] is the largest integer not ex-

ceeding x. Let it be a real number with 0 < K < 1/7. Then there is a positive con-

stant C independent of M but dependent on nι, tc and p, which satisfies the following:

If we have the inequality

min(M) > C,

then there is an element w of M so that w = ^Σ^=2fi
wt G M whth f2 Φ 0 moάp, and

f3= = fm = 0 mod p, and w satisfies the fallowings:

( i ) min(M + p~sZ[w]) > min(M)κ.

(ii) s(M + p~sZ[w]) c Z .
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(iii) orάp(d(Z[wv p~sw])) < 2.

The assertions (ii) and (iii) are satisfied for every / of the above form and so

the rest of this section is devoted to prove the assertion (i).

Throughout this section, m, p, tc, s and M denote those given in Theorem.

DEFINITION For a real number x, we define the decimal part \x\ by the con-

ditions

- 1 /2 < \x] < 1 /2 and x - \x\ e Z.

LEMMA 1. Let qίy q2 and K be positive numbers. If an integer u satisfies the fol-

lowing inequalities (1) and (2):

(1) min (ϊbp-'fq, + \bup'sfq2) < K,
PsXb

where b runs over the set of integers not divisible by p ,

(2) \{qJK< I u I <^^[qJK,

then we have

(3) qλq2 < 16K2p2s.

Proof We note that \bp~s] depends only on bmodps. So we may suppose

that an integer b with 0 Φ \ b \ < ps /2 gives the minimum of the left-hand side of

the inequality (1). Then we have K > \bp~s] qί — b p~ sqι and so the inequality

b I < \/K/qιp
s'. The condition (2) implies, then the inequality \bu\ < ps /2 and

so K > \bup~s]2q2 = b2u2p~2sq2 > uqφ'2* > qxq2/(l&K)'p~2s, which is nothing

but the inequality (3). Π

LEMMA 2. Let qv q2 and K be positive numbers and u0 an integer. Suppose that

a natural number e satisfies an inequality

If the inequality (1) holds for every integer u with u = u0 mod^ , then we have the in-

equality (3).
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Proof. By the inequality ~κ yJQi/K — ~τ yjq^/K > p\ we can take an integer

u so that -jyjqx/K < u < ~κy/qγ/K and u = uQmoάpe. The assertion follows

immediately from Lemma 1. Π

LEMMA 3. Let {vv... ,vm} be a basis of M. Suppose (B(vi9 υ)) = diagO^,...,

Qm) ̂  0. For an element w •= Σ^i^f^ ^ M, we have

m

min(M + p~sZ[w]) = min (Σ \br-p~sfq)
b<=Z < = 1

bw$psM

if min(M + p~sZ[w]) < min(M).

Proof Suppose that y = x + p~sbw (x ^ M, b ^ Z) gives the minimum

min(M + p~sZ[w]), If bw e )̂5M, then y ^ M follows and this contradicts min(M

+ p~sZ[w]) < min(M). Thus we have bw &psM. Moreover putting x = Σ ^ ! ̂ ^j

(x{ G Z), the minimality implies

O(») = Σ (x, + brφ-'ΫQi = Σ\brip-S]2

qi,
ί = l ί = l

which completes the proof. O

DEFINITION. For a positive numbers a, by we write

a < b

if there is a positive number c dependent only on m — rank M such that a/b < c.

If both a <€. b and b ^ a hold, then we write

LEMMA 4. L<?ί {vl9. . . ,^w} and {wl7 . . . ,wm) be bases of M such that

Vj)) is reduced in the sense of Minkowski. We define an element A ^ GLm (Z) by

(wv...,wm) :=(vlf...,vm)A.

For an element w ' = "Σl^=ιfiwi G M, we define integers r{ by

t(rι,...,rJ:=A'(f1,...,fm).

Then there is a positive constant cλ dependent only on m so that
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min(M+ Z[p~sw]) X min (Σ Γfotf 'ΎW)
beZ i=l

bw&psM

if

(4) min(M + Z[p~sw\) < cxmin(M).

Proof. By reduction theory, we know that there exist positive constant c2i c3

which depend only on m so that

(5) c2 Σ x,Q(vι) < Q(Σ Xfϋ,) < c3 Σ xfQiv,) for x{ e R.
i=l ι = l ί = l

We introduce a new quadratic form Q/ on M defined by

Putting cλ '•= c2/c3, the assumption (4) and the inequalities (5) imply

ming,(M + Z[p~sw]) < c~ι minQ(M + Z[p~sw]) < c~ι minQ(M)

< mmQ,(M).

Because of w — Σ™=ι rfl^ Lemma 3 implies

m

mmQ,{M + p~sZ[w\) = min (Σ\brjΓ"\2Q(j)ι)).
b(=Z ί = l

Moreover the inequalities (5) yield

minQ(M + p~sZ[w\) Xminρ,(M + p~sZ[w]),

which completes the proof with the above equality. D

LEMMA 5. Let a matrix A = {ai}) be an element of GLm(Z). Suppose aa2 Φ 0

moάp (1 < a < m). Then there is an integer β with 1 < β < m and β Φ a so that

for given integers k{ (1 < z < m) with ka — 0, there exists a vector x — (xlf . . . ,

xm) e Zm (xι = 0) satisfying

gi = ki m o d / " 1 for iΦ β,

where we put (gv... ,gm) = Ax.
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Proof. If 5 = 1, then the assertion is clear and so we may assume s > 2. De-

note by Aj the z-th column vector of A and take integers bt so that aai = b{aa2

. The equation

Ί o o o o

A I 0 0 1 0 - 0

= (Av A 2 , A 3 - b3A2,...,

implies that there is an (m — 2) X (m — 2) submatrix of

A : = (A3 ~ b3A2, ...Am- bmA2)

whose determinant is not divisible by p. Since the α-th row of A is congruent to 0

modulo p , there is an integer β (Φ a) such that the determinant of the submat-

rix of A which misses a and β-th rows from the matrix A is not divisible by p.

Let T^ GLm(Z) be a matrix so that its multiplication from the left induces the

interchange of a (resp. β)-th row and the first (resp. second) row. Then the lower

(m — 2) X (m — 2) submatrix C of TA is regular modulo p. Now we define inte-

gers ^ 3 , . . . ,xm by

where we put '(&ί,.. .,/4) : =

mod/

). Then we have

Hence, putting x2 ' = — Σ^=3 ί̂ x,-, ^ = 0 and x ' = ' (x^ . . . , , we obtain Ax =
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Then TAx and (k[,. . . ,/c^) = T t(k1,. . . ,km) are congruent modulo / ~ except

for first and second coordinates, and so Ax and *(klf.. .,km) are congruent modulo

/ except for a, β-th coordinates. Since the first coordinate of TAx is congruent

to 0 moάp , so is the α-th coordinate of Ax. This completes the proof. Π

LEMMA 6. Let {vu.. . ,vm} be a basis of M so that (B(vi9 Vj)) is reduced in the

sense of Minkowski, and {wlf. . . ,wm) a basis of M given in Theorem. Defining a mat-

rix A = (atj) in GLm(Z) by (wί9... ,wm) = (υlf... ,vm)A, we put

S:= \A/ mod/ ί/=(/i,/2, ../J>/i = 0 mod/,
I /2 * 0 m o ά p , f3 = ••• =fm = 0

Choosing a coordinate a by the condition aa2 ^ 0 mod^, there is a coordinate

β (Φ a) which satisfies:

For an integral vector h = (hlf. . . ,hm) ^ Z with ha ^ 0 mod^,

an element r— (rlf... ,rm) ^ S so that

ra = ha m o d / and \ r{ - ft, | < />/2 if i =̂  ]8.

s~Proo/. We take integers bf (1 < i < m) so that aai = δf tfΛ2

 m o d ^ s ~ . It is

easy to see

S = {/2A2+^Ar m o d / > Ί / 2 * 0 mod/>, 'J; = (0, x2f.. .,xm) e Zw},

where A2 is the second column vector of A. We define an integer f2 ( ^ 0

mod^) by ftα = / 2 ^ α 2 m o d / , and take integers /q, . . . ,km so that ka = 0, and

ht~ f2aι2~ Pki\ — P/2 if i Φ a. Applying Lemma 5, there is an integer

β (Φ a) dependent only on A so that there is an integral vector x —

(xlJ... ,xm) with xx = 0 satisfying

#, = fc, m o d ^ 5 ' 1 for iΦ β,

putting (gι,... ,gm) : — -AJ:. Thus we have

/f 0 m o d / if i — α,
(ft- /Λ M ,

^ ί ~ Λβi2 "~ Pki mod/?5 if i Φ β, a.

Hence r '-— f2A2 + /?i4j; is a required vector in S. D

LEMMA 7. ϋĈ /> the situation in Lemma 6. Then we have

a12 * 0 mod/) and a l 2 = 0 moάp for i > 1
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i/(i) m > 4, (ii) min(M + Z[p~sw\) < min(AOκ for every w = ΣJL2./W e Λί with

f2 Φ 0 mod/? and /3 = = fm = 0 mod/?, and (iii) min(Λβ is /ar^r ί/iaw some

constant dependent on m, K and p.

Proof We put K := min(M)κ. By making min(M) large so that

>χmin(M) >/?,
1 Γ^Γ^ s 7-Zr; ^ 1 y , v̂ (1—X)/2

an

Lemma 6 yields that there is an integral vector r = ( r ^ . . . ,rm) ^ S so that rα =

1 m o d / and jJQ(va)/K < r{ <^yJQ(va) /K for ί Φ α, j8. Defining

element ^ = ΣΠ=i/ ̂ ί G M by ' ( ^ , . . . ,/m) = A~ r, r ^ S yields /x = 0 mod/?5,

/2 ^ 0 mod/?, /3 = = /w = 0 mod/?, and then the assumption implies min(M
+ Z[/?~5w;]) < min(M)κ < ^minCM) for a sufficiently large min(M), and then

Lemma 4 implies that

m -s 2

min(M+ Zip w\) Xmin (Σ \brφ 1 Qiv)).

Hence, from the assumption min(M + Z[p~sw]) < min(M)κ follows

min (Σ ibr^fQiv)) < min(M)κ.

Taking out a and 7-th coordinates for γ Φ a, β, Lemma 1 gives

Q(va)Q(υr) «min(M) 2 V 5 ,

which implies

Qiv^Qiυ^Qiυ^) = (Q(v1)Q(va))(Q(v1)Q(vr))

<(Q(va)Q(υr))2 « min(M)4κ/?4s.

If 1 £ {α, 7}, then it is easy to see, by the assumption on the basis iw) in

Theorem

Q{v^)Q{v^)Q{vr) XdZfyp va, vr] > p s.

Hence the above two inequalities imply QivJ < min(M) κ < min(M) . This is a

contradiction if min(M) is sufficiently large. Thus we have 1 ^ {α, 7}. By the

assumption m > 4, there is a number 7' with γ' Φ a, β, γ and 1 < 7' < m. Simi-

larly we have 1 ^ {α, 7'} and so α = 1. Since the number α is given only by the
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condition aa2 ^ 0 moάp, we have ai2 = 0 moάp if i Φ 1. D

Proof of Theorem in the case of m > 4.

We define bases {v{} t {w{} of M, a matrix A and others as in Lemma β. If

there is an element w = Yl^^2fiwi ^ M with /2 ̂  0 mod/? and f3 = * * * = fm = 0

mod/) such that the inequality (i) in Theorem is true, then there is nothing to do.

Hence we may assume

min(Λf + Z[p~sw]) < min(M)κ

for every w = ΣiΊL2fi
wi with f2 ^ 0 modp and f3 = = /m = 0 moάp. We

will show that this leads us to a contradiction. Assuming that min(M) is suffi-

ciently large, we have min(M)κ < c1min(M). Now Lemma 4 implies, for such a

vector w

m

min (Σ ίbηp^YQivt)) Xmin(M+ Z&fVl) < min(M)κ,

where ' ί ^ , . . .,rm) = A '(0, / 2 , . . . , / w ) . Now Lemma 7 implies

α1 2 ^ 0 moάp and # f 2 = 0 moάp for z > 2.

We will show that aH & 0 mod/) implies j < 2 iί i > 3. Take a natural number i

with 3 < i < m and let f{ be an integer with fj = O moάp. Then the above ine-

quality implies, for \rv . . ,,rm) — A2 + fiAi

min(M)κ » min (Σ \b(aj2 + fflJp'^Qiυ))
bZ l

min (\b(a12 +fiali)p's]2Q(v1) + \b(aj2
b(=Z

PsXb

for every integer j > 1. Suppose that aH ̂  0 mod/) and / > 3. We will show a

contradiction. Let us consider the equation i n i G Z

aj2 + fiaji = (#i2 + fi<iii)x m o d / .

It is equivalent to

fiiciji — aux) = al2x — aj2 mod/)5.

We note aj2 = 0 moάp and aH & 0 moάp. Hence the equation has a solution
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( = 0 modp) if x = 0 modp. So we have, replacing b(al2 + ffll2) by b

min(M)κ » min

for every integer x ( = 0 mod/)).

α ~ κ ) / 2The inequality -ryQiv^ /min(M)κ > y min(Λβα~κ)/2 > /) and Lemma 2 imply

QivJQivj) <mm(M)2κp2s.

T h e a s s u m p t i o n ; > 3 a n d dZ[vlf υ2J v3] = 0 modp s imply

4 s vv v2, v3]
 2

and hence min(M) < Qiv^ < min(M) κ. Hence if min(Λf) is sufficiently large,

this inequality does not hold. Thus we have shown aH = 0 modp if i > 3 and

7 > 3. Hence Lemma 7 yields

= 1 * 0 0 - 0 I mod/).

0 0 — 0,

This contradicts A €= GLW(Z) if m ^ 4. Thus the theorem has been proved if

m>4. D

Next we must prove the case of m — 3. Let {#,-}, {«;,-}, A, s and others be as

above. Assume for every i n t ege r / (= 0 mod/))

min(M + Z[p~s(w2 + fw3)]) < min(M)κ.

We will show that this leads us to a contradiction, making min CM) sufficiently

large. For an integer / = 0 modp, Lemma 4 yields

πάn(M+Z\p~\u>2+fwJ]) Xmin (Σ ΐbrf'YQiv,))
PsXb ί=l

for \rl9 r2, r3) = 4 ί ( 0 , l » / ) , if the left-hand side is less than qminCM). Hence

we have
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min ( Σ \brφ~*'\2Q{vd) < min(M)κ

PsXb i=l

for every integer / ( = 0 modp), assuming that min(M) is sufficiently large.

/ * S, TΛ

Putting A = I * S2 Tz , we have

\ * S3 Γ3/

LEMMA 8. Pwί d{j — S?T ; — S;T^ and take any coordinates α, β such that

Sa ^ 0 mod^ and rfai3 ^ 0 mod p. Denote by a an integer which satisfies

aά = 1 mod ps if a ^ 0 mod ̂ ). If x = Sa Sβ mod ̂ ) holds for an integer x, then

there is an integer f'(= 0 modp) so that rβ = rax mod^?5. The condition rβ = rax

modps implies for γ Φ a, β

rr = radaβ(drβ + da7x) m o d / .

Proof Suppose x= SaSβ modp. The equation rβ = r^ modps is equiva-

lent to

(6) f(Tβ - Tax) = Sax - Sβ mod/.

Substituting x = SαS i8 + py, it becomes

/(Γ, - Γ Λ A - />Γβy) = pSay mod/

and so

αi8 - pSaTay) = pS2

ay m o d / .

Since daβ ^ 0 mod/?, this is indeed soluble f o r / ( = 0

Supposing r̂  = rax m o d / , we have

dr, + da7x = srr, - 5,rr + (sαrr - s rrj^

= (Sax - Sβ)T7 + S7(Tβ - T«x) = (Tβ - Tjo){fTr + Sr) by (6)

= rr(Tβ - Tax) = rrra(raTβ - Tarax) _

= rrra{(Sa+fTa)Tβ - Ta(Sβ+fTβ)} = rrradaβ m o d / ,

which yields rr = radaβ(d7β + darx) m o d / , D

LEMMA 9.. We have
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(7) min (\bp~s]2Q(va) + \bxp~s]2Q(v8)
psXb

+ \bdaB{drS + darx)p~s]2Q(vr)) < min(M)*

for every integer x (= SaSβ mod/?).

Proof. This follows directly from Lemma 8, replacing b by bra. •

LEMMA 10. // the constant C in Theorem is sufficiently large, then we have

{α, β} = {1,2} and γ = 3, and S3 = T3 = 0 modp and

(8)

Proof Put K *= min(M)κ. Since we may assume

)/K > -rmin(M)(1~κ)/2 > p,

applying Lemma 2 to the partial sum on α, β in (7), we have

Q(υa)Q(vβ) <l6K2p2s.

If a or β — 3, then it implies

) « (Q(va)Q(vβ))2

< 162KYS.

Now dM>p4s yields min(M) < Q(^) < K4 < min(M)4/7. This is a contradic-

tion if min CM) is larger than constant dependent on m = 3. Thus we have

{α, β} = {1,2}. Since a is taken under the condition Sa Φ 0 mod^ only, we have

S3 = 0 modp, and since /3 is taken under the condition daβ ^ 0 mod/?, we have

da3 = SαT3 — S3Γα = 0 mod/?, which yields T3 = 0 mod/? by S3 = 0 mod/?

and Sa ^ 0 mod/?. •

LEMMA 11. Lβί ̂  be the least integer such that

/r\\ ,e+l «s. 1 /,*\(l-κ)/2

(9) p >^min(M)

Then we have

S3 = T3 = 0 mod/?6.
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Proof. Put K : = min(M)κ. If p1+oτdpda3 < -^ y/min(M) /K , then we have

ί α 3 < -< - ϊ/Q(va) /K , and applying Lemma 2 to the partial sum on α,

7 ( = 3) in (7), we have

Q(va)Q(v3) < 16K2p2s.

This is the contradiction as in the proof of the previous lemma. Thus we have

/ κ a n d h e n c e o r d ^ 3 > e.

Let us see the inequality o r d ^ g > e. If Sβ ^ 0 mod^, then replacing & by bx in

(7), we get

min (\bp-s]2Q(υβ) + Kβ(d3βx + dJp~sVQ{υ3)) < K
s

for every integer x = SaSβ mod p. Similarly to the case of a, we have the inequal-

ity o r d ^ > e.

Next suppose Sβ = Omod^). Then the inequality (7) holds for every integer

x = 0 mod^. Suppose that the minimum of the left-hand side is attained by b

with 0 Φ\b\ < ps/2 and b = 0 m o d / " 1 . Putting b = Bps~\ we have

K> \Bp-ιYQ(υa) =BY2Q(υa) >p~2Q(va)

and so min(M) < Q(va) < Kp2 = p2 min(M)κ, which is a contradiction if

min(M) is sufficiently large. Thus the minimum is attained by an integer b with

b ^ 0 moάp and so (7) implies

min (\bxp's]2Q(vβ) + Γ K Γ Λ + da3x)p~s]2Q(v3)) < K
Ps~lXb

for every x = 0 mod^). Letting x = py with z/ ^ 0 mod^ and replacing δ by by,

we have

min {\bpι-sYQ{vβ) + \bd^β{d3βp~ιy + dJp^'ΫQiυJ) < K
Ps~ιXb

for every integer y^O mod^>. Here we note d3β = 0 mod^ by S3 = T3 = 0

modi>. Hence if poτάpid^ <^Q(vβ)/K, then Lemma 2 implies

Q(vg)Q(v3) <

This is a contradiction as in the case of a. Hence we have p°x * 3β >
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j\JQ(vβ) /K > jyJmin(M) /K and so orάp(d3β) > e + 1 > e. Thus we have

obtained d3a = d3β = 0 m o d / , and so

S3Ta = SaT3 m o d / and S3Tβ = SβT3 m o d / .

Hence we have S3daβ = S3(SaTβ - SβTa) = SaSβT3 - SβSaT3 = 0 m o d / and

so S3 = 0 m o d / and T3 = ΊS~aS3Ta moάpe = 0 mod/. Lj

LEMMA 12. Let f be the least integer such that / > c5min(M)κ, where c5 is

some absolute constant. Then we have

da3 = 0 m o d / " 7 " 1 .

Proof. Put K : = min(Λ/)κ. Suppose that an integer b with 0 Φ \ b | < / / 2

gives the minimum of the left-hand side of the equality (7).

Suppose b(d3β + da3x) ^ 0 m o d / since d3β + da3x = 0 m o d / by Lemma 11,

the denominator of b(d3β + da3x)p~s divides ps~e. Thus the inequality (7) gives

K> \bd^β(d3β + da3x)p~s]2Q(v3) > p~2is~e)Q(v3),

which implies Q(v3) < Kp s~e. Thus the inequality (8) in Lemma 10 gives

« l6Kψs 7" by (9)
min(M)

Thus we have min(M) ~ κ < p , and so making the constant C in Theorem larger,

we have a contradiction. Hence we may assume that b runs over integers such that

(10) b(d3β + da3x) Ξ 0 mod/ and / X b

in the left-hand side of the inequality (7). By jJQ(va)/K > ^ m i n ( M ) α " κ ) / 2 >

3p for a sufficiently large C, there is an integer y such that y = SaSβ mod^ and

(11) j JQ(va) /K<y<y + p < j jQ(υa) /K.

Put x = y or = y + p, and suppose that an integer ί> with 0 =£ | δ | < / / 2 gives

the minimum of the left-hand side of the inequality (7). Then we have
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which yields

I bxp" I < <JK/Q{υβ) ps ^JQ(va) /Kp~s = 1 /2.

Hence the inequality (7) gives

K > \bxp~s]2Q(vβ) = b2x2p~2sQ{vB)

b 16K p Q^υ^ b y ( 1 1 )

) ._2s^ ft

where we used the inequality Q(va)Q(vβ) ^dZ[va, vβ] > p2s. Thus we have

obtained | b \ < c5 K for some absolute constant c5. Then the way of choice of /

implies^ > c5iί > δ and we have/^: ord^ύ. The equality (10) implies

d3β + rfe3J? = 0 mod^ s" o r d / > δ = 0 modps~f.

Since this is true for x — y and = z/ + p, we have dα 3 = 0 mod^)5 ~

LEMMA 13. Let g be the least integer such that pg > c6min(M)κ, where c6 is

some absolute constant. Then we have

dβ3 = 0 mod/)5"*"1.

Proof. Put K '-— min(M) . Since a is determined only by the condition Sa ΐ

0 mod^?, replacing a by β, we get the assertion from Lemma 12 if Sβ ?fc 0 mod^.

Hence we may assume Sβ = 0 mod^. So the inequality (7) holds for every integer

x ( = 0 mod/>). Letting x = py with // ^ 0 moάp and replacing ft by by, we have,

replacing y by y again

(12) min (Γft|0~Ί2©(ι/β) + ϊbp^Qivg) + Ϊbd^s(d3βy + da3p)P~Ί2Q(v3)) < K
PsXb

for every integer y (ξέ 0 mod^). If the minimum of the left-hand side is given by

an integer b with 0 Φ \ b \ < />s/2 and ft = 0 mod^ s , then we have

A1 > Q{υa) /p2,

noting that the denominator of byp is equal to p. It implies Kp > Q(va) >
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min(M) and so min(M) κ < p2, which is a contradiction if C is a sufficiently

large number. Thus the minimum of the left-hand side of (12) is attained by b Φ 0

mod/? 5". Let an integer b with 0 Φ \ b \ < ps/2 give the minimum of the

left-hand side of (12) and put

b = a, + aφs~ι with 0 Φ \ a,\ < ps~~1/2.

Now we claim both a2 — 0 and

First, let us see

(13)

lip

and

is odd, then we have

< dp3'1 - D/2 +

by virtue of the integrality

by

1

{\p3

of a

\<P 7 2 if Ji

a2 <p/2.

,, we

\b\)/ps~ι

have | a2 \

K/Q(υβ

= P/2

<p/2.

) 1 y

+ ι

up

1 ̂  l

/2 -

= 2,

/2.

/>—u

then we have

< (la, I + I & I) / 2 5 " 1 < (2 5 " 2 + 25"1) / 2 5 " 1 - 3 / 2 ,

and hence | a2 \ < 1 = p/2.

Next, we put

by = axy +υy = α ^ -r uφs

with «2 = d2y mod/? and | <̂ 21 — P/2. Then we will see that

(14) \aιy\< p8'1 /2 and | α ^ + a'φ3'1 \ < ps /2,

taking α^ with (aγy)a!2 ^ 0 if /) = 2. The inequality (12) implies

*>r# 1~<TQ(t; f l) =

a n d s o \ a x \ < J K / Q ( v β ) p s ~ \ w h i c h y i e l d s \ a x y \ < ps~~ι/2 i f J K / Q ( v β ) \ y \ <

1 /2. Hence we have, for p Φ 2

/"V2

= 2 s " 1 - < 2 s"1. If p =lίp = 2 and ^ ^ 0, then we have | aγy + β:^

2 and ^ ~ 0' t n e n I β i ^ I < 2 s L is clear. Thus the inequalities in (14) have been

shown, and then the inequalities (12) and (14) yield

K > \ b y p - s ] 2 Q ( v a ) = ( a , y + a Y ^

https://doi.org/10.1017/S0027763000004773 Published online by Cambridge University Press

https://doi.org/10.1017/S0027763000004773


MINIMUM AND REPRESENTATION 1 4 3

and hence

(15) I axy + a'J)8-1 \ < y/K/Q(υa) ps.

Suppose a2 Φ 0; then we have a2 ̂  0 mod^ by (13) and so a2 Φ 0. Thus the

left-hand side of (15) is larger than

p'-ι-\a#\>p°-ι-ps-1/2=p'-ι/2,

and hence we have p8 /2 < y/K/Q(υa) ps < min(M) κ ps, which yield the

contradiction min(M) < 2p. Thus we have shown the claim a2 — 0 and b =

av that is, an integer b which gives the minimum of the left-hand side of (12),

satisfies two inequalities

by\<ps~ι/2 a n d 0 Φ \ b \ < p s ~ ι / 2 if j K / Q ( v β ) \y\<l/2.

Because of -τy/Q(vβ) /K > ^min(M) κ > p, we can take y ^ 0 mod^ so that

then letting an integer b with 0 ̂  | b \ < ^ 5 / 2 give the minimum of the left-hand

side of (12), we have b ^p /2 and then the inequality (12) and the above

claim | by \ < p8 /2 imply

K>\byP-
sYQ(va) = bYp-28Q(va) > b2

» b'/K because of Q(va)Q(vs) » / s .

Thus we have

\b\<c9K if T {QtvJTK <\y\<\jQζvJTK

where c6 is an absolute constant. Now we take the least integer g so that p > c6K,

1
which implies \ b\ < pg. Taking an integer z so that ~τ yJQ(vβ) /K < z < z + p <

•w ̂ Qiv^ /K , we put y — z or = z + p, and let b give the minimum of the

left-hand side of (12). Suppose b(d3βy + da3p) ^ 0 moάp then the denominator

of bdaβ(d3βy + da3p)p~8 is at most p8e for the integer e in Lemma 11. Hence the

inequality (12) implies K > p s~e Q(v3) and hence a contradiction as in the proof

of Lemma 12: Therefore we have b(d3βy + da3p) = 0 mod^ 5 . Noting | b \ < pg as
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above, we have d3βy + da3p = 0 m o d / g for y — z or = z + p. Thus we have

— 0 mod/? and so > 5 — g ~ 1. D

Combining Lemma 12 with Lemma 13, we have

LEMMA 14. There is an absolute constant c7 so that

s-h-l
d\$ — d23 = 0 mod/?

where h is the least integer so that p > cΊ min(M)\

LEMMA 15. The inequality g < s and d13 = d23 = 0 m o d ^ imply p8 <

2 min(M) p .

Proof.

Λ -

Hence we

We

( :

have

»

recall

ί>i Λ \

s2 τ2 ,
9 T /
°3 * 3 /

= diag(ε,

= diag(ε,

0, 0) [.

0,0) γ.\ *

r,

modpi

0

*

*

*
*
*

, w,)) = (B(vif

by dl3 = d23 = 0 m o d /

0 * * 0 0 * /0 0 0 \

= | 0 * * 0 0 0 = 0 0 0 m o d / .

* * / \ 0 0 0 / \0 0 * /

Since (B(wif Wj)) ^ 0 mod/? and hence (B(vif υ^)) ^ 0 mod/? by the assump-

tion s(Mp) = Z^, we have Q(v3) ^ 0 mod/?. For i = 1 or 2, we put (?(#,) = apg,

B(vi9 v3) = bpg (a, b e Z), which imply ap8Q(v3) - b2p28 = dZ[vt, v3] = 0

mod/ s . Therefore s > g implies a = 0 mod/, and so Q(υ) = 0 mod/?2^. Thus

s > g yields Q(^) Ξ Q(v2) = 0 mod/?2^, and hence / * ̂  Qί^^QC^) ^

16min(M)2 κ/ sby(8). Π

Now let us complete the proof of Theorem in the case of m = 3. If we put

g = 5 — h — 1 ( < s) for the number A in Lemma 14, we have / x <

2minCM)κ / , and hence
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ps/2 <2mm(M)κ/2ph+1 < 2c7min(M)3κ/2p2

by virtue of ph~ι < c 7min(M) κ <ph. Putting M'= M + Z[p~sw2], M satisfies

the conditions (ii) and (iii). [M: M] = ps yields mm{psM) > min(M) and hence

we have

min(M) > p~2s min(M) > 2~4c7"
4min(M)1~6κ^~8

> 2 " W " 8 m i n ( M ) 1 ~ 7 κ min(M)κ.

Thus, if we take a sufficiently large number C which depends on p> c7, we have

min(M) > min(M)κ. This contradicts our assumption. Thus we have completed

the proof in the case of m — 3. D

§2

In this section we show that the assertion R^^+iOV) is true if m > 3.

THEOREM. Let m be a natural number > 3, and N a lattice on a positive

quadratic space W over Q with dim W = 2m + 1. Let M be a lattice on a positive de-

finite quadratic space V over Q with dim V = m and suppose that Mp is represented by

Np for every prime p. Let Cx be a positive number. Then there is a positive number C2

dependent only on Cλ and N so that ifmin(M) > C2, then there is a lattice M'onV

so that

( i ) Mf contains M,

(ii) Mp is primitively represented by Np for every prime p,

(m) min(M') > Cv

Remark. In the case of m = 2, Theorem is false.

The following is immediate.

COROLLARY. The assertion APWm > 2 m + 1(Λ0 yields the assertion Amt2m+1(N) if

m>3.

The proof of the theorem is divided into several steps. Let M, N be lattices

in Theorem. We may assume that n(N) cz 2Z without loss of generality. Put

S '-= {p I p is a prime which divides 2dN),
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LEMMA 1. If a prime p is not in S, then Mp is primitively represented by Np.

Proof Since p is odd and Np is unimodular, Np is isometric to

and so Mp is primitively represented by Np by Proposition 5.3.2 in [5]. D

LEMMA 2. If a prime p in S and indWp — m, then there is a constant

cp(N) dependent only on Np so that there exists a lattice Mp on Vp which satisfies

( i ) Λf, => Mp and [Mp : Mp] < cp(N),

(ii) Mp is primitively represented by Np.

Proof Let K be a submodule of Np which is isometric to Mp then by Lemma

3 in [3], there exists a submodule L of Np so that L = K and [Np Π Q,PL:

L] < cp(N) for a constant cp(N) dependent only on Np. By virtue of L = K =

Mp, there is an isometry σ from Mp to L, and then we have only to put Mp —

σ'\Np Π QPL). D

LEMMA 3. Let p be a prime. There exist two constants rp(N), cp(N) so that there

exists a lattice M ( 3 M) on V which satisfies

( i ) [M: M\ is a power of the prime p,

(ii) Mq is represented by Nq for every prime q,

(m) orάps(M) < rp(N),

(iv) min(M) > cp(N)p min(T0), where a positive definite matrix To is defined by

M— (P'TQ) with n(T0)Zp = 2Z^ by identifying the corresponding matrix and a

lattice.

Proof Let N'p be a 2p Z^-maximal lattice in Np and we assume that r is the

least positive integer, r is determined by Np.

Suppose orάps(Mp) > r + 13. Write

= <P To>,

where Γo satisfies n(T0)Zp = 2ΊΛP and a > 1, c = 0 or 1. Putting b '-= 5 + a, we

have p > 2 > 36 and then Lemma 2 in [4] implies the existence of a positive

constant c(rn, p) dependent only on m and p, and a matrix H ^ Mm(Z) so that

d e t # is a power of £, m i n ^ ^ Γ o t i / " 1 ] ) > dm, p)pb+c mm(T0)y ^ 1

TQ0 m o d / and finally n(p2bJrCTQ[H~1]) c 2Z. Hence there exists a lattice M
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(=> M) such that [M: M] is a power of p, s(M)Zp => / + % , min(M) >

c(m,/))/+δ+cmin(Γ0) > c(m, ̂ )//2min(Γ0) and finally w(iβf) c 2/Z. Thus the

assertion (i) is clearly satisfied and then for every prime q Φ p, Mq = Mq is rep-

resented by Nq. Since n(M)Zp c 2 £ % , and Q^M = QPM is represented by Q îV

and moreover Np ( c Q Λ̂O is a 2/>rZj-maximal lattice, M^ is represented by N'p
and hence by Np. Thus the assertion (ii) is satisfied. The assertion (iii) is satisfied

for rp(N) = r + 13. (iv) is satisfied for cp(N) '-= c(rn, p).

Next suppose orάps(Mp) < r + 13; then putting M'-— M, the assertions (i),

. . .,(iv) are satisfied if rp(N) = r + 13, c/iV) = 1.

Thus the assertion are true for rp(N) •= r + 13 and ^(ΛO ' = minίl, c(m, /?)}.

π

LEMMA 4. T/î r̂  ι*5 α lattice M (ID ΛO on F which satisfies

( i ) any ίrtmβ number dividing [M: M] is in S,

(ii) f/igre 15 a constant c(N) depending only on N such that

min(M) > c(N) min(M)1/2,

(iii) Mp is primitively represented by Np if p £ S, or if both p ^ S and ind Wp = m,

(iv) if p ^ S and ind Ŵ  = m — 1, ί/ι̂ n ί/ι̂ r̂  is a number rp(N) dependent only on

Np such that ordps(Mp) < rp(N) and Mp is represented by Np.

Proof By Lemma 1, Mp is primitively represented by Np if p & S. Using

Lemma 2 if p e 5 and ind Wp = m and using Lemma 3 if p ^ S and ind Ŵ  =

m — 1, we have only to enlarge M. Π

SUBLEMMA. L ί̂ 0 < k < m < n be integers and Np, Kx regular quadratic lat-

tices over Zp with rank Np = n, rank Kλ = k. Moreover we assume that there is a

quadratic space U over Q ,̂ such that QPNP = Q î̂ Ί -L U and ind U ^ fn ~~ k. Then

there exists a constant c = c(Np, Kly my k) such that if K — Kx J_ K2 is a regular

quadratic lattice of rank K — m and K is represented by Np, then there is a submod-

ule Ko c Np, which is isometric to K with [Np Π QPKO: Ko] < c.

Proof This is nothing but Theorem 2 in [3] {r, n, m and M there, are re-

placed by k, fn, n and iV respectively). Π

LEMMA 5. Let p be a prime. Assume that there is a decomposition Mp — MPΛ _L

Mpt2 with rank MPΛ > 1, then there is an isometry σ : Mp —• Np such that

[Qpσ(Mp) Π Np : σ(Mp)] < cp(MPΛ, Np), where cp(MPΛ, Np) depends only on MPΛ
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and Np.

Proof. Put k — rank Mpv By virtue of the sublemma, we have only to show

ind U > m — k where U is determined by Wp = QPMP1 -L U. We know

dimU=2m+l- k = 2(m- k) + k + l>2(m- k) +3.

If, hence the inequality ind U < m — k holds, then we have

dim[/<2indC/+4<2(m- k - 1) + 4 = 2(m - k) + 2.

which contradicts dim U > 2(m — k) + 3. Thus we have ind U > m — k. D

Proof of Theorem.

By virtue of Lemma 4, we may suppose

( i ) Mp is primitively represented by Np if p & S or if p Ξ 5 and ind Wp = m,

(ii) ord^sCMp < ^(ΛO if /> ̂  S and ind Wp — m — 1, where r/ΛO is only de-

pendent on ̂  and Np,

(iii) min(M) is sufficiently large.

We are assuming that n(N) c 2Z and M ,̂ is locally represented by Np. So we

have n(M) c 2Z. Let a prime | ι e S satisfy ind Wp = m — 1, and put tp : =

ord^sCik^). By the assumption (ii), we have 0 < tp < rp(N). Let

X : = {x e TV, I ordjQCr) < ^(ΛO).

The orthogonal group O(NP) and Z^ act on X and the number of orbits is finite.

Denote the set of representatives of orbits by X. Hence X is a finite set and if

orάpQ(x) < rp(N) for x e Np, then there exist an isometry σ e O(Λ^) and ε e

Zp such that εσ(x) e X. For ί: G I , we take a maximal lattice J V x ( c / in Λ^),

and put the norm n(Nx) — p p Zp. We take Nx so that np(x) is minimal, and put

np = max w.Cz).

n̂ , is determined by rp(N), and hence only by Np.

Let Mj = Jι I. J_ /β be a Jordan decomposition, where /,- is p 'Z^-modular

and 0 < bλ < b2 < < ba. By virtue of s(Mp) = 5 ^ ) , we have 0 < b1 = tp

< rp(N). If rank(/x) > 1, then noting that the number of possiblities of isometry

classes of Jx is bounded by a number dependent only on rp(N) and m —

(rank N — 1) /2, Lemma 5 implies the existence of a lattice Mr such that [AT :

M] < cp(Np) and M/ is primitively represented by Np, where cp(Np) depends

only on Np. \Mr: M\M' c M implies [Λf': A/]2 min(ΛΓ) > min(M) and hence
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min(ΛΓ) > [AT : Λ/]~2 min(M) > cp(Np)~2 min(M). Since cp(Np) depends only

on Np, min(ΛΓ) is still large if min(M) is sufficiently large. Next, we assume

rankC^) = 1. If b2 = ordps(J2) < np holds, then applying Lemma 5 to MPΛ '• =

]x J_ /2, we can get the similar result. So we may assume

rank^) = 1 and b2 > np.

Now we take a basis {wv . . . ,wm} of M so that the matrix (B(wif Wj)) satisfies

the congruence condition in Theorem in §1, making it sufficiently close to bases of

Jv. . . Ja. Put zγ '-= wl9 z{ '-= w{ — B(wίf wi)Q(w1)~1w1 (i > 2); then we have Mp

= ZpίwJ 1 Zp[z29.. . , z j . Put 5 := [(orάpQ(w2) ~ ordpQiwJ) /2] by applying

Theorem in §1 to the scaling of Mp by p °τ p Wl — p p, there exists an element

w e Z[w2,.. ,,wm] ( c M) such that

min(M + p~sZ[w]) > min(M)1/8, s(M + p~sZ[w]) ^phZ,

orάp{dZ[wvp~sw~\) < 2 + tp.

Now we put

M'= M + p~s+npZVw\.

Then we have

minCAf) >min(M + ^"sZ[M;]) > min(Λ01/8,

^ , ^" s+w^] <2 + tp + 2np<2 + rp(Np) + 2np,

and Z[wly p s pw] c M is clear. Hence if Λf̂  is represented by Λ ,̂ there is a lat-

tice Mr 3 M by Lemma 5 such that M^ is primitively represented by Np and [M'

: M] is bounded by a number dependent only on Np, and it completes the proof of

the theorem. Since B(w, w^ is sufficiently close to 0, we have

Mp = Zp[zv...,zJ +p~s+npZp[w - B(w, w

= Zp[zλ] 1 (Zp[z2,...,zJ +p~s+npZp[w - B(w, w

Moreover we know that ord^QC^) = ordpQiw^ — tp < rp(N) and Mp is repre-

sented by Np, and hence there is an isometry σ from Mp to Np so that σiz^ = ex

for ε e Z\ and I E I .

Now Oΐdps(w\) = b2> np implies s(Zp[z2,.. .,zm]) c /ΛZ^ and

phZp implies
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Finally we have Q(p~s+np(w - B(w, wJQiw^wJ) e p2np+tpZp, since B(w, wx)

is sufficiently close to 0 and Q(p w) = 0 modp p and hence we have

s(Zp[z2 zj + p-s+n'Zp[w - B(w,

Hence zι in Mp is represented by the maximal lattice Nx (^ x in Np) of

ordpn(Nx) < np because of Qp(z^ in Af̂ ) c_>Q/),r
1 and orάpn(z^ in Af̂ ) > np.

Thus M^ is represented by Np, and hence we have completed the proof of the

theorem. •

§3

Let us see the behavior of the expected main term of the number of isometries

from M to N when n = 2m + 1. The expected main term ( = SiegeΓs weighted

sum) is given by

cJdN)~m/2(dM)m/2Uap(Mpf Np)
P

where cm is a number independent of M and N, and ap(Mp, Np) is the local densi-

ty. If a prime p is odd and both Mp and Np are unimodular, then we know

ap(Mp, Np) = Π (1 - n x ί 1 + * > ( " MdM>p-™n if 2 * m
w + l<e<2m l l if 2 I m,

where χ^ is the quadratic residue symbol. If we assume that m > 1 and M^ is pri-

mitively represented by Np for every prime p, then

Π ap(Mp, Np) > c(N) Π (1 + ε^Γ1)

where primes p in the left-hand side run all over the primes, and primes p in the

right-hand side run over the set

{p I p Φ 2 and Np is unimodular but Mp is not so},

and εp — 0 or = ± 1 and the number c(N) is only dependent on N. εp is defined

as follows: When Mp/pMp is isometric to R of dimension 1 and the radical over

Z//)Z, εp is by definition χp(dRd(Np/pNp)), where d denotes the discriminant

and χp is the quadratic residue symbol. Otherwise we put εp = 0. The right-hand

side can tend to the zero when M varies. Note that there is a constant c such that

Π ( 1 - / Γ 1 ) >c(loglogf)"1.
P\t
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If we do not assume the existence of the primitive representation of Mp by Np,

then ap(Mp, Np) can tend to the zero for a single prime p when M varies. It is

known (Corollary on p. 448 in [3]) that there is a constant c(Mp, Np) so that

ί 1 if ind Wp = m,

[p if ind Wp — m—l.

In our case, i.e. rank Np = 2 rank Mp + 1, we have

ap(Mp, Np) > [M; : MpY
mdp{M'p, Np)

for any lattice Mp which contains Mp and is primitively represented by Np, where

dp(Mp, Np) denotes the primitive density. We expect [M'p : Mp] < p ai+a2)/2

j where

pa' denotes the i-th elementary divisor of the matrix corresponding to Mp. When

we are concerned with the asymptotic formula of the number of isometries from M

to N, we need a stronger estimate for error terms than in the primitive repre-

sentation case.

On the contrary, from the arithmetic view-point, the primitive representation

problem APWm 2 m + 1 yields automatically the representation problem A m 2 m + 1 by

virtue of the validity of ROTf2wι+i0V).

Appendix

PROPOSITION. Let M be a lattice on a positive definite quadratic space over Q of

dim V — m. Let M{ (i = 0, . . . ,r) be a lattice containing M on V, and let x{ ^ M{

give the minimum of Mv i.e. Q(x{)
 = minίMj ) and suppose that a module K '• —

Z[xv... ,xr] is of rank r and x0 e QK. Then we have

Π m i n ^ ) > d(K + Z[x0]) [Z[x0] Π M : Z[x0] Π K Π M] 2

ί=0

x [ Z [ r J Π K : Z t x 0 ] Π I Π M]~2 m i n ( M ) .

Moreover the index [ZLrJ Π K : Z[x0] f) K 0 M\ divides [Mo Π ( Σ = 1 M) : M\.

Proof. It is easy to see

Π Q(x) > det(B(x{, x))u>, = dK

= d(K + Z[x0]) [K + Z[x0] : X]2.

Moreover the index [Z[xQ] : Z[x0] Π Mlx0 e M implies [Z[x0] : Z[x0] Π

M] Q(x0) > min(M). Hence we have
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Π Q(x) > d(K + Z[x0]) [K + Z[x0] : K\2[Z[xQ] : Z[x0] Π M]~2 min(Λf).
1=0

Here we have

[K + Z[x0] : K\ [Z[x0] : Z[x0] Π Mi'1

= [Z[*o] : ZbrJ Π Jϊ] [Z[x0] : Z[x0] Π M ] " 1

= [Ztr 0 ] Π M : ZtarJ ^ K f) M] [Z[x0] ΠK : Z[ΛTJ Π K Π M ] " 1 ,

which implies the required inequality. Since the canonical mapping

(ZLr0] n K)ΛZ[x0] n κr\ M)-+(MOΠ (Σ M,)) / M

is injective, it completes the proof. Q

COROLLARY. Let M be a lattice on a positive definite quadratic space V over Q of

dim V — m. Let M{ (i = 0, . . . ,nι) be a lattice containing M on V such that

s(Mj) c Z for i — 0 , . . . ym and [Mt : M] and [ M ; : M] are relatively prime if i Φ j .

Then we have

m

min(M) < Π minCM,).

In particular, min (M{) > (min (M)) m for some i.

Proof. Let x{ e M{ give the minimum and may assume that K '.= Z[xlf...,

xr] is a module of rank r and x0 ^ Qi ί without loss of generality. Then Proposi-

tion yields

Π min(Λff) > d(K + Z[x0]) [Z[x0] Π M : Z[x0] Γ) K f\ Ml*
i=0

x [ Z [ x 0 ] Π K : Z[x0] Π K Π M]~2 m i n ( M )

> d(K+Z[xo])[Z[xo] Π i ι : Z [ x 0 ] Π ί Π M ] " 2 m i n ( Λ ί ) .

On the other hand, the assumption implies s(K + Z[x0]) c 5 ( Σ ^ 0 ^ ί ) c Z and

hence d ( X + Z[x0]) > 1. Moreover Af0 Π (ΣΓ-i Aί,) = M implies [Z[x0] Π K :

ZLr0] ΠίCnJIί] = 1, which completes the proof. D

Remark. In the inequality, we need m + 1 lattices in general. For example,

let pλ < - < pm be odd different primes, and M = Z[vlf.. .,υm] with

(B(vif Vj)) = άiagipl... ,p2

m). We /wί
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Then [Mt : M] = p{ and min(Mt) = 1 are clear and min(Λ/) < Πf=1 mm(Mt) does

not hold.
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