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Abstract

We exhibit the double $q$-shuffle structure for the $q$MZVs introduced by Ohno et al. [‘Cyclic $q$-MZSV sum’, J. Number Theory 132 (2012), 144–155].
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1. Introduction

In [17], Ohno et al. proposed for positive natural numbers $n_1, n_2, \ldots, n_k \in \mathbb{N}$ and for any complex number $q$ with $|q| < 1$ the following iterated infinite series:

$$
\zeta_q(n_1, \ldots, n_k) := (1 - q)^w \sum_{m_1, \ldots, m_k > 0} \frac{q^{m_1}}{(1 - q^{m_1})^{n_1} \cdots (1 - q^{m_k})^{n_k}}
$$

of depth $k \geq 1$ and weight $w := n_1 + \cdots + n_k$ as a $q$-analogue of classical multiple zeta values (MZVs). Indeed, in the limit $q \to 1$ the $q$-number $[m]_q := (1 - q^m)(1 - q)^{-1}$ becomes $m \in \mathbb{N}$ and the above infinite series reduces to the corresponding classical MZV of depth $k$ and weight $w$, defined for positive natural numbers $n_1, \ldots, n_k \in \mathbb{N}$ by

$$
\zeta(n_1, \ldots, n_k) := \sum_{m_1, \ldots, m_k > 0} \frac{1}{m_1^{n_1} \cdots m_k^{n_k}}.
$$

The extra condition $n_1 > 1$ is required in order that the right-hand side of (1.2) converges. The seminal works of Hoffman [12] and Zagier [26] initiated a systematic
study of MZVs. These real numbers appear in several contexts, for example arithmetic and algebraic geometry, algebra, combinatorics, mathematical physics, computer sciences, quantum groups and knot theory (see [5, 24, 25] for introductory reviews).

Kontsevich noticed that the series (1.2) has a simple representation in terms of iterated Riemann integrals [26]:

\[
\zeta(n_1, \ldots, n_k) = \int_0^1 \cdots \int_0^{t_1} \frac{dt_1}{\tau_1(t_1)} \cdots \frac{dt_w}{\tau_w(t_w)},
\]

where \(\tau_i(x) = 1 - x\) if \(i \in \{h_1, h_2, \ldots, h_k\}\), \(h_j := n_1 + n_2 + \cdots + n_j\), and \(\tau_i(x) = x\) otherwise. Multiplying MZVs represented in either form, that is (1.2) or (1.3), results in \(\mathbb{Q}\)-linear combinations of MZVs. Hence, the \(\mathbb{Q}\)-vector space spanned by the real numbers (1.2) forms an algebra. The weight of a product of MZVs is defined as the sum of the weights. The product of MZVs arising from the sum representation (1.2) is usually called the stuffle, or quasi-shuffle, product. It preserves the weight, but is not homogeneous with respect to the depth. Euler’s famous decomposition formula expresses the product of two single zeta values as

\[
\zeta(a)\zeta(b) = \sum_{i=0}^{a-1} \binom{i+b-1}{b-1} \zeta(b+i, a-i) + \sum_{j=0}^{b-1} \binom{j+a-1}{a-1} \zeta(a+j, b-j).
\]

It is proven using integration by parts. As a result, from the interplay between the sum and the integral representations, products of MZVs can be written in two ways as \(\mathbb{Q}\)-linear combinations of MZVs. This leads to the so-called double shuffle relations among MZVs. The first example is given for \(a = 2 = b\):

\[
2\zeta(2, 2) + \zeta(4) = 4\zeta(3, 1) + 2\zeta(2, 2),
\]

which implies \(\zeta(4) = 4\zeta(3, 1)\). Let us also mention the regularisation, or Hoffman’s, relations [15]. The simplest one is

\[
\zeta(2, 1) = \zeta(3)
\]

and was already known to Euler. This is just the tip of an iceberg. The MZVs satisfy many relations over \(\mathbb{Q}\) and this gives rise to rich algebro-combinatorial structures. The latter are described abstractly in terms of so-called shuffle and quasi-shuffle (Hopf) algebras, which together encode the double shuffle relations for MZVs. We refer the reader to [14, 28] for detailed reviews of the algebraic structures related to MZVs.

In [6], we found a \(q\)-generalisation of Euler’s decomposition formula [6, Corollary 12] for so-called modified \(q\)-multiple zeta values:

\[
\bar{\zeta}_q(n_1, \ldots, n_k) := (1 - q)^{-w} \zeta_q(n_1, \ldots, n_k) = \sum_{n_1 > \cdots > n_k \geq 0} \frac{q^{n_1}}{(1 - q^{n_1})^{m_1}} \cdots \frac{q^{n_k}}{(1 - q^{n_k})^{m_k}}
\]

of depth \(k \geq 1\) and weight \(w := n_1 + \cdots + n_k\) [17], expressing a product of two single modified \(q\)-zeta values of weights \(n\) and \(m\) in terms of double \(q\)MZVs. One can show
by multiplying both sides of this product by \((1 - q)^{n+m}\) that this formula reduces to Euler’s formula (1.4) in the limit \(q \not\rightarrow 1\).

Several \(q\)-analogues of MZVs have appeared in the literature. The one proposed by Bradley [4], extending the definition of \(q\)-zeta function proposed by Kaneko et al. in [16] (see also [8]), has been studied in detail (see, for example, [17, 27, 28]) and can be related to linear combinations of series (1.1) (see [6]). Another \(q\)-analogue of MZVs, the algebra of multiple divisor functions, has been recently discovered by Bachmann and Kühn [2]. This version fits well with multiple Eisenstein series and modularity issues. In another model proposed by Schlesinger [22], the modified \(q\)MZVs \(\tilde{\zeta}_q(n_1, \ldots, n_k)\) are defined by (1.1) with \(q^{m_i}\) replaced by 1 in the numerator.

Finally, Okounkov [18] has proposed deep conjectures for yet another model in which the numerators are based on palindromic polynomials.

In this paper we shall complement the results in [6] by unfolding the double \(q\)-shuffle structure for the modified \(q\)MZVs defined in (1.6). In contrast to the classical \(q = 1\) case, these \(q\)-multiple zeta values \(\tilde{\zeta}_q(n_1, \ldots, n_k)\) and \(\tilde{Z}_q(n_1, \ldots, n_k)\) make sense for any \(n_1, \ldots, n_k \in \mathbb{Z}\), regardless of the sign. Hence, no further regularisation issues arise in this context. The \(q\)-quasi-shuffle structure is defined in terms of words with letters in an alphabet indexed by \(\mathbb{Z}\), and the \(q\)-shuffle structure will be explained in terms of a particular weight \(-1\) differential Rota–Baxter algebra [11] with invertible Rota–Baxter operator. We will use these double \(q\)-shuffle relations to derive an expression for \(\delta\)-terms in terms of modified \(q\)MZVs, where \(\delta\) stands for the derivation \(q(d/dq)\).

A double \(q\)-multiple zeta values with positive arguments \(n_1, \ldots, n_k\) has also been indicated recently in the Bradley model by Takeyama [23].

Both approaches to the \(q\)-shuffle relations use a representation of \(q\)-multiple zeta values by a \(q\)-analogue of multiple polylogarithms with one variable. This representation is less direct in the Bradley model than in the Ohno–Okuda–Zudilin model, and needs a ‘twisting’ of the words (see [23, Lemma 2.10]), which is not needed in our approach.

The paper is organised as follows: after a quick review of the double shuffle structure for classical MZVs in Section 2, we introduce in Section 3 the Jackson integral \(J\), the \(q\)-difference operator \(D\) defined by \(D[f](t) := f(t) - f(qt)\) and the \(q\)-summation operator \(P\) defined by \(P[f](t) := f(t) + f(qt) + f(q^2t) + \cdots\). Operators \(P\) and \(D\) are mutually inverse in a suitable space of formal series. For any \(a, b \in \mathbb{Z}\), explicit expressions for products \(P^i[f]P^b[g]\) are given in terms of \(P^i[P^b[f]g]\), \(P^i[fP^b[g]]\) and \(P^i[f]P^b[g]\) for some \(i, j \in \mathbb{Z}\).

In Section 4, we show how the modified Ohno–Okuda–Zudilin \(q\)MZVs can be expressed in terms of \(q\)-summation and \(q\)-difference operators, namely

\[
\tilde{\zeta}_q(n_1, \ldots, n_k) = P^{n_1}[\tilde{\zeta}_q \cdots P^{n_k}[\tilde{\zeta}_q \cdots ]](q),
\]

with \(\tilde{\zeta}(t) := t/(1 - t)\), and we give a complete picture of the double shuffle structure. The \(q\)-quasi-shuffle algebra is built on the space of words on the alphabet \(\tilde{X} := \{z_n, n \in \mathbb{Z}\}\). The \(q\)-quasi-shuffle product \(\star\) is the ordinary quasi-shuffle product, twisted in a certain sense by the operator \(T : z_j \mapsto z_j - z_{j-1}\). The \(q\)-shuffle algebra consists of words with letters from the alphabet \(\tilde{X} := \{d, y, p\}\), all ending with \(y\), and subject to
Double shuffle structure of $q$MZVs

$dp = pd = 1$, so that one can also use the notation $p^{-1} = d$. The $q$-shuffle product is given recursively (with respect to the length of words) by

\[
(yv) \shuffle u = v \shuffle (yu) = y(v \shuffle u),
\]
\[
dv \shuffle du = v \shuffle du + dv \shuffle u - d(v \shuffle u),
\]
\[
pv \shuffle pu = p(v \shuffle pu) + p(pv \shuffle u) - p(v \shuffle u),
\]
\[
dv \shuffle pu = pu \shuffle dv = d(v \shuffle pu) + dv \shuffle u - v \shuffle u
\]

for any words $v$ and $u$. We show that the product $\shuffle$ is commutative and associative. It would be nice to have a purely combinatorial description of this product. In Section 5, the double shuffle relations are derived in the simple form

\[
\bar{\delta}_q^n(v) \bar{\delta}_q^n(u) = \bar{\delta}_q^n(v \shuffle u),
\]
\[
\bar{\delta}_q^n(v') \bar{\delta}_q^n(u') = \bar{\delta}_q^n(v' \shuffle u')
\]

for any words $v, u$ (respectively $v', u'$) of letters from the alphabet $\bar{X}$ (respectively $\bar{Y}$), with

\[
\bar{\delta}_q(n_1, \ldots, n_k) = \bar{\delta}_q^n \left( p^{n_1} y \cdots p^{n_k} y \right) = \bar{\delta}_q^n (z_{n_1} \cdots z_{n_k}).
\]

Finally, we give an explicit expression of $\delta_\delta(n_1, \ldots, n_k)$ for any $n_1, \ldots, n_k \in \mathbb{Z}$ and state a $q$-analogue of Hoffman’s regularisation relations. Note that we have not explored possible Hopf algebra structures at this stage and that the limit for $q \to 1$ still needs to be studied in detail. We plan to address these issues in a future work.

2. Regularised double shuffle relations for MZVs

Let us briefly recall the double shuffle algebra for MZVs (for details, see [14, 24, 28]). In the introduction we have seen that MZVs are represented either by iterated sums (1.2) or in terms of iterated integrals (1.3). Thus, it is convenient to write them in terms of words. In view of (1.2) and (1.3), this can be done by using two alphabets:

\[
X := \{x_0, x_1\}, \quad Y := \{y_1, y_2, y_3, \ldots\}.
\]

We denote by $X^*$, respectively $Y^*$, the set of words with letters in $X$, respectively $Y$. The vector space $\mathbb{Q}(X)$, which is freely generated by $X^*$, is a commutative algebra for the shuffle product. The vector space $\mathbb{Q}(Y)$, freely generated by $Y^*$, is a commutative algebra for the quasi-shuffle product. In contrast to the shuffle product, the quasi-shuffle product involves extra terms coming from the semigroup structure of the alphabet $Y$ and is not graded with respect to the length of words, but only filtered.

We denote by $Y^\text{conv}$ the submonoid of words $u = u_1 \cdots u_r$ with $u_1 \neq y_1$ and we set $X^\text{conv} := x_0 X^* x_1$. An injective monoid morphism is given by changing the letter $y_n$ into the word $x_0^{n-1} x_1$, namely

\[
\bar{s} : Y^* \longrightarrow X^*
\]
\[
y_{n_1} \cdots y_{n_r} \longmapsto x_0^{n_1-1} x_1 \cdots x_0^{n_r-1} x_1.
\]
It restricts to a monoid isomorphism from $Y_{\text{conv}}^\ast$ onto $X_{\text{conv}}^\ast$. As the notation suggests, $Y_{\text{conv}}^\ast$ and $X_{\text{conv}}^\ast$ are two convenient ways to symbolise convergent MZVs through representations (1.2) and (1.3), respectively. Indeed, we can define

$$\zeta_{\text{in}}(y_{n_1} \cdots y_{n_r}) := \zeta(n_1, \ldots, n_r) =: \zeta_{\text{sh}}(s(y_{n_1} \cdots y_{n_r}))$$

and extend to finite linear combinations of convergent words by linearity. Clearly, $\zeta_{\text{in}} = \zeta_{\text{sh}} \circ s$. The map $\zeta_{\text{in}}$ defines an algebra homomorphism, giving the quasi-shuffle relations

$$\zeta_{\text{in}}(u \shuffle u') = \zeta_{\text{in}}(u) \zeta_{\text{in}}(u') \tag{2.1}$$

for any $u, u' \in Y_{\text{conv}}^\ast$. The map $\zeta_{\text{sh}}$ defines another algebra homomorphism, giving the shuffle relations

$$\zeta_{\text{sh}}(v \shuffle v') = \zeta_{\text{sh}}(v) \zeta_{\text{sh}}(v') \tag{2.2}$$

for any $v, v' \in X_{\text{conv}}^\ast$. By fixing an arbitrary value $\theta$ to $\zeta(1)$ and setting $\zeta_{\text{in}}(y_1) = \zeta_{\text{sh}}(x_1) = \theta$, it is possible to extend $\zeta_{\text{in}}$, respectively $\zeta_{\text{sh}}$, to all words in $Y^\ast$, respectively $X^\ast x_1$, such that (2.1), respectively (2.2), still hold. It is easy to show that for any words $v \in X^\ast$ or $u \in Y^\ast$, the expressions $\zeta_{\text{sh}}(v)$ and $\zeta_{\text{in}}(u)$ are polynomials with respect to $\theta$. It is no longer true that the extended $\zeta_{\text{in}}$ coincides with the extended $\zeta_{\text{sh}} \circ s$, but the defect can be described explicitly.

**Theorem 2.1** (L. Boutet de Monvel [26]). There exists an infinite-order invertible differential operator $\rho : \mathbb{R}[\theta] \to \mathbb{R}[\theta]$ such that

$$\zeta_{\text{sh}} \circ s = \rho \circ \zeta_{\text{in}}.$$

The operator $\rho$ is explicitly given by the series

$$\rho = \exp\left(\sum_{n \geq 2} \frac{(-1)^n \zeta(n)}{n} \left(\frac{d}{d\theta}\right)^n\right).$$

In particular, $\rho(1) = 1$, $\rho(\theta) = \theta$ and, more generally, $\rho(L) - L$ is a polynomial of degree smaller than $d - 2$ if $L$ is of degree $d$; hence, $\rho$ is invertible. A proof of Theorem 2.1 can be found, for example, in [5, 15, 19].

Any word $u \in Y_{\text{conv}}^\ast$ gives rise to Hoffman’s regularisation relation

$$\zeta_{\text{sh}}(x_1 \shuffle s(u) - s(y_1 \shuffle u)) = 0, \tag{2.3}$$

which is a direct consequence of Theorem 2.1. This linear combination of words is convergent; hence, (2.3) is a relation between convergent MZVs, although divergent ones have been used to establish it. The simplest regularisation relation, $\zeta(2, 1) = \zeta(3)$, is obtained by applying (2.3) to the word $u = y_2$. 


3. The Jackson integral

The results in [6] are essentially based on replacing the classical indefinite Riemann integral \( R[f](t) := \int_0^t f(y) \, dy \) in (1.3) by its \( q \)-analogue, known as Jackson’s integral:

\[
J[f](t) := (1 - q) \sum_{n \geq 0} f(q^n t) q^n t.
\] (3.1)

Rota [20, 21] gave an elementary algebraic description of the map \( J \) in terms of the \( q \)-dilation operator \( E[f](t) := f(q t) \), together with the multiplication operator \( M_{f\,g}(t) := (fg)(t) = f(t)g(t) \), such that

\[
J[f](t) = (1 - q) \sum_{n \geq 0} E^n[M_{id\,f}](t) =: (1 - q) PM_{id\,f}(t).
\] (3.2)

One can recover the ordinary Riemann integral as the limit of the Jackson integral for \( q \nearrow 1 \). Note however that the Jackson integral makes sense purely algebraically if \( q \) is considered as an indeterminate: more precisely, let \( \mathcal{A} = \mathbb{Q}[[t, q]] \) be the space of formal series in two variables with strictly positive valuation in \( t \). We can see \( \mathcal{A} \) as the space of series in \( t \) without constant term and with coefficients in \( \mathbb{Q}[[q]] \). Then (3.1) defines the Jackson integral as a \( \mathbb{Q}[[q]] \)-linear endomorphism of \( \mathcal{A} \). The \( \mathbb{Q}[[q]] \)-linear map \( P : \mathcal{A} \to \mathcal{A} \), defined by

\[
P[f](t) := \sum_{n \geq 0} E^n[f] = f(t) + f(qt) + f(q^2 t) + f(q^3 t) + \cdots,
\]

satisfies the Rota–Baxter identity of weight \(-1\):

\[
P[f]P[g] = P[P[f]g] + P[fP[g]] - P[fg].
\] (3.3)

We refer the reader to [6] and [10, 20, 21] for more details regarding Rota–Baxter algebras and related topics (note that the map \( P \) is denoted by \( \tilde{P}_q \) in [6]). From this, it follows that Jackson’s integral (3.2) satisfies the relation

\[
J[f]J[g] = J[J[f] \, g + f \, J[g]] - (1 - q) \, \text{id} \, fg.
\]

Or, equivalently,

\[
J[f]J[g] = J[fJ[g]] + qJ[J[E[f]]g],
\]

which is commonly considered to be the \( q \)-analogue for the classical integration by parts rule:

\[
R(f)R(g) = R(fR(g) + R(f)g),
\]

which can be seen as dual to Leibniz’ rule for derivations. The inverse of the map \( P \) is defined in terms of the finite \( q \)-difference operator:

\[
D := I - E,
\]

where \( I \) is the identity map, \( I[f] := f \). It is easy to see that \( D \) satisfies the generalised Leibniz rule for finite differences:

\[
D[f \, g] = D[f]g + fD[g] - D[f]D[g].
\] (3.4)
This makes $\mathcal{A}$ a weight $-1$ differential Rota–Baxter algebra [11], with the crucial additional property that $P$ and $D$ are mutually inverse.\footnote{In a differential Rota–Baxter algebra with differential $D$ and Rota–Baxter operator $P$, the equality $D \circ P = \text{Id}$ holds but $P \circ D = \text{Id}$ does not hold in general.} Interestingly, (3.4) can be reordered:

$$D[f]D[g] = D[f]g + fD[g] - D[fg],$$

thus showing a striking similarity with (3.3). This will play a crucial role in the remainder of this paper. For positive $a, b \in \mathbb{N}$, the generalised Leibniz rule (3.5) leads to the recursion

$$D^a[f]D^b[g] = D^{a-1}[f]D^b[g] + D^a[f]D^{b-1}[g] - D[D^{a-1}[f]D^{b-1}[g]].$$

From this, we deduce the following theorem.

**Theorem 3.1.** Let $1 < a \leq b \in \mathbb{N}$. Then

$$D^a[f]D^b[g] = \sum_{j=0}^{a-1} \sum_{i=1}^{b-j} (-1)^i \left( a + b - 1 - i - j \right) D^i[fD^j_q[g]] + \sum_{j=1}^{a} \sum_{i=1}^{b-j} (-1)^i \left( a + b - 1 - i - j \right) D^i[fD^j_q[g]] + \sum_{j=0}^{b-1} \sum_{i=1}^{a-j} (-1)^i \left( a + b - 1 - i - j \right) D^i[D^j_q[f]g] + \sum_{j=1}^{b} \sum_{i=1}^{a-j} (-1)^i \left( a + b - 1 - i - j \right) D^i[D^j_q[f]g] + \sum_{j=1}^{a} (-1)^j \left( a + b - 1 - j \right) D^j[fg].$$

**Proof.** The proof of (3.6) follows the same lines as in [9]; see also [6]. We briefly recall the basic idea [9]. Identity (3.5) can be represented pictorially:

\[
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\Rightarrow
\end{array}
\begin{array}{c}
\Rightarrow
\end{array}
\begin{array}{c}
\Rightarrow
\end{array}
\begin{array}{c}
\Rightarrow
\end{array}
\],

where the bullets represent the operator $D$. The branching indicates multiplication—we skipped the decoration of the left and right leaves by $f$ and $g$, respectively. Observe that each of the trees on the right-hand side has one dot less than the tree on the left-hand side.

We define $\Gamma(a, b, c; f, g) := D^{a}_q(D^a_q(f)D^b_q(g))$, which would be represented by a tree with $a$ dots on the left-hand branch, $b$ dots on the right-hand branch and $c$ dots on the upper branch. Using (3.5), we try to eliminate the dots on the lower branches, that is, to write $\Gamma(a, b, c; f, g)$ as a sum of the three terms $\Gamma(0, i, c + j; f, g)$, $\Gamma(i, 0, c + j; f, g)$ and $\Gamma(0, 0, c + j; f, g).$
Hence, starting with \( a \) dots on the left-hand branch, \( b \) dots on the right-hand branch and \( c \) dots on the upper branch, Díaz and Páez [9] described the counting of possibilities of reducing the number of dots on either of the lower branches in terms of ‘moving’ dots successively upwards. Identity (3.5) implies essentially three moves, two of which eliminate a dot on either of the lower branches. The last move merges a dot from each branch into a new dot, which is then lifted upwards. The coefficients in (3.6) result from carefully counting the moves needed to get to either of the three terms \( \Gamma(0, i, c + j; f, g) \), \( \Gamma(i, 0, c + j; f, g) \) and \( \Gamma(0, 0, c + j; f, g) \).

\( \square \)

Note that the above expression can be simplified to the following more convenient relation.

**Proposition 3.2.** Let \( 1 < a \leq b \in \mathbb{N} \). Then

\[
D^a[f]D^b[g] = \sum_{j=0}^{a} \sum_{i=1}^{b-j} (-1)^i \binom{a + b - 1 - i - j}{a - 1} D^i[fD_q^j[g]] \\
+ \sum_{j=1}^{a} (-1)^j \binom{a + b - 1 - j}{j - 1, a - j, b - j} fD^i[g].
\]

**Proof.** The proof of this follows the same arguments as in [6]. By exchanging the order of summation in each of the terms in (3.6), we can combine the first and second terms and the third and fourth terms. Then some basic binomial identities are used. \( \square \)

A natural question to ask is, whether we can resolve products, like \( D[f]P[g] \). From (3.4), we conclude quickly that

\[
D[f]P[g] = D[fP[g]] + D[f]g - fg.
\]

Equations (3.3), (3.4) and (3.7) are equivalent. The recursion for a general product of this form is given by

\[
D^a[f]P^b[g] = D[D^{a-1}[f]P^b[g]] + D^a[f]P^{b-1}[g] - D^{a-1}[f]P^{b-1}[g],
\]

which leads to a closed expression.

**Proposition 3.3.** Let \( 1 < a \leq b \in \mathbb{N} \). Then

\[
D^a[f]P^b[g] = \sum_{j=0}^{a} \sum_{i=1}^{b-a+j} (-1)^{a-j} \binom{b - 1 - i + j}{a} D^i[fP_q^j[g]] \\
+ \sum_{j=1}^{a} (-1)^j \binom{b - 1 - i + j}{j, a - 1 - j, b - a + j} D^i[fg].
\]
Again this follows the same argument given in the proof of (3.6). See [6, 9]. □

We will see below that these identities provide q-generalisations of Euler’s decomposition formula for the modified q-analogue (1.6) at values \( n_1, n_2, \ldots, n_k \in \mathbb{Z} \).

4. q-Analogues of multiple zeta values

Following [6], we define the functions \( x, y \) and \( \bar{y} \) by

\[
x(t) = \frac{1}{t}, \quad y(t) = \frac{1}{1-t}, \quad \bar{y}(t) = \frac{t}{1-t}.
\]

Recall the common notation for q-numbers, \([m]_q := (1 - q^m)/(1 - q)\).

4.1. Iterated Jackson integrals and q-multiple zeta values

Replacing the Riemann integrals in (1.3) by Jackson integrals (3.2), we arrive at a q-analogue of MZVs, which was considered by Ohno et al. in [17]. It is defined for positive natural numbers \( n_i \in \mathbb{N}, n_1 > 1, w := n_1 + \cdots + n_k \), in terms of iterated Jackson integrals evaluated at \( q \):

\[
\zeta_q(n_1, \ldots, n_k) := J[\rho_1]J[\rho_2] \cdots J[\rho_w] \cdots (q),
\]

where \( \rho_i(t) = y(t) \) if \( i \in \{h_1, h_2, \ldots, h_k\} \), \( h_j := n_1 + n_2 + \cdots + n_j \), and \( \rho_i(t) = x(t) \) otherwise. Writing this out in detail yields

\[
\zeta_q(n_1, \ldots, n_k) = (1 - q)^w \frac{P[P \cdots P[\bar{y} \cdots P[P[\bar{y}]]] \cdots ]}{n_1 \cdots n_k} (q)
\]

\[
= \sum_{m_1 > \cdots > m_k > 0} q^{m_1} [m_1]_q^{m_1} \cdots [m_k]_q^{m_k}. \tag{4.1}
\]

In the introduction, we mentioned the modified qMZV:

\[
(1 - q)^w \zeta_q^w(n_1, \ldots, n_k) = \zeta_q(n_1, \ldots, n_k).
\tag{4.2}
\]

In the following, we will mainly work with these modified qMZVs. From (4.1), it is clear that

\[
\zeta_q(n_1, \ldots, n_k) = P^{n_1}[\bar{y}] \cdots P^{n_k}[\bar{y}] \cdots (q).
\]

4.2. Convergence issues and extension to integer arguments of any sign

Observe that

\[
\zeta_q(0) = P^0[\bar{y}](q) = \sum_{m>0} q^m = \bar{y}(q) = \frac{q}{1-q},
\]

which makes sense as a formal series in \( q \), the specialisation of which is well defined for any complex \( q \) with \(|q| < 1\). More generally, (4.1) and (4.2) make sense as an element of \( q\mathbb{Q}[[q]] \), that is, as a formal series in \( q \) without constant term, for any
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$n_1, \ldots, n_k \in \mathbb{Z}$, and the series converges for a complex number $q$ with $|q| < 1$. This follows from

\[
|\overline{\zeta}_q(n_1, \ldots, n_k)| \leq \sum_{m_1 > \cdots > m_k > 0} |q|^{m_1} (1 - |q|^{m_1})^{n_1} \cdots (1 - |q|^{m_k})^{n_k}
\]

\[
\leq \sum_{m_1 > \cdots > m_k > 0} |q|^{m_1} (1 - |q|)^{m_1} \cdots (1 - |q|)^{m_k}
\]

\[
\leq (1 - |q|)^{-\tilde{w}} \sum_{m'_1, \ldots, m'_k > 0} |q|^{m'_1 + \cdots + m'_k}
\]

with $\tilde{w} = \sum_{i=1}^k |n_i|$ and hence $|\overline{\zeta}_q(n_1, \ldots, n_k)| \leq |q|^k (1 - |q|)^{-\tilde{w} - k}$. Also, for nonmodified $q$MZVs,

\[
|\overline{\zeta}_q(n_1, \ldots, n_k)| \leq |q|^k (1 - |q|)^{-\tilde{w} - k} |1 - q|^w.
\]

**Proposition 4.1.** For $n_1 \geq 2$ and $n_2, \ldots, n_k \geq 1$, as $q \to 1$ with $|q| < 1$ and $\text{Arg}(1 - q) \in [-\pi/2 + \varepsilon, \pi/2 - \varepsilon]$ for some $\varepsilon > 0$, the $k$-fold iterated sum (4.1) converges to the corresponding classical MZV of depth $k$ and weight $w$.

**Proof.** This is an immediate application of Abel’s limit theorem for power series with radius of convergence 1 [1, pages 41–42].

The $q$-parameter may then be considered a regularisation of MZVs for arguments in $\mathbb{Z}$. From the definition,

\[
\overline{\zeta}_q(0, 0) = \sum_{m_1 > m_2 > 0} q^{m_1} = \sum_{m > 0} (m - 1)q^m = \left(\frac{q}{1 - q}\right)^2, \quad \overline{\zeta}_q(0, \ldots, 0) = \left(\frac{q}{1 - q}\right)^k.
\]

Using $D = P^{-1}$, we see that for $a < 0$,

\[
\overline{\zeta}_q(a) = D^{[a]}(\overline{\zeta})(q) = \sum_{m > 0} q^m (1 - q^m)^{|a|}
\]

and, for $a > 0$,

\[
\overline{\zeta}_q(a, 0) = \sum_{m_1 > m_2 > 0} \frac{q^{m_1}}{(1 - q^{m_1})^a} = \sum_{m > 0} (m - 1)q^m
\]

Finally, it will be convenient to express our $q$MZVs in terms of $q^{-1}$ whenever possible.

**Proposition 4.2.** The $q$-multiple zeta values $\overline{\zeta}_q(n_1, \ldots, n_k)$ and $\overline{\zeta}_q(n_1, \ldots, n_k)$ make sense as a series in $\mathbb{Q}[[q^{-1}]]$ for any $(n_1, \ldots, n_k)$ with $n_j \geq 1$ and $n_1 \geq 2$.

**Proof.** This comes from a straightforward computation:

\[
\overline{\zeta}_q(n_1, \ldots, n_k) = \sum_{m_1 > \cdots > m_k > 0} \frac{(q^{-1})^{-m_1} (q^{-1})^{-m_1} \cdots (q^{-1})^{-m_k}}{[m_1]_{q^{-1}}^{n_1} \cdots [m_k]_{q^{-1}}^{n_k}}.
\]
4.3. The q-shuffle structure. Let $W$ be the set of words on the alphabet $\tilde{X} := \{d, y, p\}$ ending with $y$, subject to $dp = pd = 1$ (where 1 stands for the empty word). We shall also use the notation $p^{-1} = d$. Any nonempty word $v$ in $W$ can be written uniquely as

$$v = p^{n_1}y \cdots p^{n_k}y$$

with $k > 0$ and $n_1, \ldots, n_k \in \mathbb{Z}$. The length of the word $v$ is given by $\ell(v) = k + |n_1| + \cdots + |n_k|$. For later use, we introduce the notation

$$\tilde{\mathcal{S}}_q^u (p^{n_1}y \cdots p^{n_k}y) := \tilde{\mathcal{S}}_q(n_1, \ldots, n_k),$$

$$\tilde{\mathcal{S}}_q^v (p^{n_1}y \cdots p^{n_k}y) := \tilde{\mathcal{S}}_q(n_1, \ldots, n_k).$$

The q-shuffle product is given on $\mathbb{Q}, W$ recursively (with respect to the length of words) by

$$1 \shuff v = v \shuff 1 = v$$

for any word $v$ and

$$(uv) \shuff v = v \shuff (yu) = y(v \shuff u),$$

$$(pv \shuff pu) = p(v \shuff pu) + p(pv \shuff u) - p(v \shuff u),$$

$$(dv \shuff du) = v \shuff du + dv \shuff u - d(v \shuff u),$$

$$(dv \shuff pu) = pu \shuff dv = d(v \shuff pu) + dv \shuff u - v \shuff u$$

for any words $v$ and $u$ in $W$. Equations (4.4), (4.5) and (4.6) come from an abstraction of (3.3), (3.4) and (3.7), respectively.

**Theorem 4.3.** The q-shuffle product is commutative and associative. Moreover, for any $v, u \in W,$

$$\tilde{\mathcal{S}}_q^u (v) \tilde{\mathcal{S}}_q^v (u) = \tilde{\mathcal{S}}_q^v (v) \tilde{\mathcal{S}}_q^u (u).$$

**Proof.** Commutativity follows easily from $u \shuff v = v \shuff u$ and induction on the sum $\ell(u) + \ell(v)$ of the lengths of the two words $u$ and $v$. We sketch the proof of the associativity relation $(u \shuff v) \shuff z = u \shuff (v \shuff z)$ by induction on the sum $\ell(u) + \ell(v) + \ell(z)$ of the lengths of the three words $u, v$ and $z$. If one of the words is empty, there is nothing to prove. Otherwise we write $u = \alpha a,$ $v = \beta b$ and $z = \gamma c$, where $\alpha, \beta$ or $\gamma$ can be the letters $p, d$ or $y$. This yields theoretically 27 different cases, which however will reduce substantially.

- **First case: one of the letters is a y.** Using (4.3) repeatedly as well as the induction hypothesis,

$$(ya \shuff v) \shuff z = (y(a \shuff v)) \shuff z = y((a \shuff v) \shuff z) = y(a \shuff (v \shuff z)) = ya \shuff (v \shuff z).$$

There are a number of similar cases which reduce to this one by using commutativity.

- **Second case: $\alpha = \beta = \gamma = d$.** We use (4.5) repeatedly as well as commutativity, and we freely omit parentheses when using the induction hypothesis. On one
hand,
\[(da \shuffle db) \shuffle dc = (a \shuffle db + da \shuffle b - d(a \shuffle b)) \shuffle dc\]
\[= a \shuffle db \shuffle dc + b \shuffle da \shuffle dc - d(a \shuffle b) \shuffle dc\]
\[= a \shuffle (b \shuffle dc + db \shuffle c - d(b \shuffle c)) + b \shuffle (a \shuffle dc + da \shuffle c)
- d(a \shuffle c)) = a \shuffle b \shuffle dc - d(a \shuffle b) \shuffle dc + d(a \shuffle b \shuffle c)\]
\[= a \shuffle db \shuffle c - a \shuffle d(b \shuffle c) + b \shuffle a \shuffle dc + b \shuffle da \shuffle c
- b \shuffle d(a \shuffle c) - d(a \shuffle b) \shuffle c + d(a \shuffle b \shuffle c)\].

On the other hand,
\[da \shuffle (db \shuffle dc) = da \shuffle (b \shuffle dc + db \shuffle c - d(b \shuffle c))\]
\[= da \shuffle dc \shuffle b + da \shuffle db \shuffle c - da \shuffle d(b \shuffle c)\]
\[= a \shuffle dc \shuffle b + da \shuffle c \shuffle b - d(a \shuffle c) \shuffle b + a \shuffle db \shuffle c
+ da \shuffle b \shuffle c - d(a \shuffle b) \shuffle c - a \shuffle d(b \shuffle c)
- da \shuffle b \shuffle c + d(a \shuffle b \shuffle c)\]
\[= a \shuffle dc \shuffle b - d(a \shuffle c) \shuffle b + a \shuffle db \shuffle c + da \shuffle b \shuffle c
- d(a \shuffle b) \shuffle c - a \shuffle d(b \shuffle c) + d(a \shuffle b \shuffle c)\].

Hence, the two expressions coincide.

There are three more cases to consider and they are treated by similar computations (see [7]).

- **Third case:** one letter \(p\) and two letters \(d\).
- **Fourth case:** two letters \(p\) and one letter \(d\).
- **Fifth case:** \(\alpha = \beta = \gamma = p\).

Now let us call a differential Rota–Baxter algebra invertible if the Rota–Baxter operator \(P\) and the differential \(D\) are mutually inverse. Then \((\mathbb{Q}, W, \shuffle)\) is the free invertible differential Rota–Baxter algebra of weight \(-1\) with one generator. Indeed, the generator is \(y\), the Rota–Baxter operator (respectively the differential) is left concatenation by the letter \(p\) (respectively \(d\)) and identities (4.3)–(4.6) guarantee the weight \(-1\) differential Rota–Baxter identities. This object is rather different from (and much smaller than) the free differential Rota–Baxter algebra with one generator constructed in [11]. The map
\[
\mathcal{Z} : \mathbb{Q} \cdot W \rightarrow \mathcal{A}
\]
\[p^{n_1} y \cdots p^{n_k} y \mapsto P^{n_1} [\bar{y} P^{n_2} [\bar{y} \cdots P^{n_k} [\bar{y} \cdots]]]\]
is the unique map of invertible differential Rota–Baxter algebras of weight $-1$ such that $Z(y) = \bar{y}$ (recall that $\bar{y}(t, q) = \bar{y}(t) := t/(1 - t)$). The second assertion of Theorem 4.3 immediately comes from the fact that for any word $v$,

$$\bar{3}_q(v) = Z(v(t, q))|_{t=q}. \quad \square$$

**Remark 4.4.** Considering what happens with ordinary shuffle or quasi-shuffle products, it would be nice to have a purely combinatorial interpretation of the product $\mu$. Theorem 4.3 would obviously have an immediate proof if the map $Z$ were injective, but we have not been able to prove this.

**4.4. Euler decomposition formulas.** Recall the identities (3.7) and (3.8) in Propositions 3.2 and 3.3, respectively, from which we derive a $q$-generalisation of Euler’s decomposition formulas for $q$MZVs to complement [6, Corollary 12]. For $1 < a \leq b$,

$$\bar{3}_q(-a)\bar{3}_q(-b) = \sum_{j=0}^{a} \sum_{i=1}^{b-j} (-1)^i \binom{a+b-1-i-j}{a-1} \binom{a}{j} \bar{3}_q(-j,i)$$

$$+ \sum_{j=0}^{b} \sum_{i=1}^{\max(1,a-j)} (-1)^i \binom{a+b-1-i-j}{b-1} \binom{b}{j} \bar{3}_q(-j,-i)$$

$$+ \sum_{j=0}^{a} (-1)^j \binom{a+b-1-j}{j-1-a-j} \bar{3}_q(-j,0)$$

and

$$\bar{3}_q(-a)\bar{3}_q(b) = \sum_{j=0}^{a} \sum_{i=1}^{b-a+j} (-1)^{a-j} \binom{b-1-i+j}{a-1} \binom{a}{j} \bar{3}_q(-j,i)$$

$$+ \sum_{k=1}^{a} \sum_{i=1}^{\min(a-1,b-a+1)} (-1)^{a-k} \binom{b-1-i+k}{b-1} \binom{b}{a-k} \bar{3}_q(-k+1,-i)$$

$$+ \sum_{j=0}^{a} (-1)^{a-j} \binom{b-1+j}{j,a-1-j,b-a-j} \bar{3}_q(-j,0).$$

In [6], we have explained how the $\delta := q(d/dq)$ derivation terms appear in the $q$-generalisation of Euler’s decomposition formula. Below, in subsection 4.6, we will show how for $j > 0$ one can rewrite the third summands on the right-hand side of each of the above identities in terms of linear combinations of modified $q$MZVs and derivation terms $\delta \bar{3}_q$.

**4.5. The $q$-quasi-shuffle structure.** In [6], we used the sum representation (4.1) of the product of two modified $q$MZVs of weight $a, b > 1$ to obtain the following identity:

$$\bar{3}_q(a)\bar{3}_q(b) = \bar{3}_q(a, b) + \bar{3}_q(b, a) + \bar{3}_q(a + b) - \bar{3}_q(a, b - 1) - \bar{3}_q(b, a - 1) - \bar{3}_q(a + b - 1).$$
It is easily seen that the same computation holds for any $a, b \in \mathbb{Z}$. We can formulate the above $q$-quasi-shuffles in terms of a quasi-shuffle-like algebra.

Let $\bar{Y}$ be the alphabet $\{\bar{y}_n, n \in \mathbb{Z}\}$. We denote by $\bar{Y}^*$ the set of words with letters in $\bar{Y}$, and by $\mathbb{Q}\langle \bar{Y} \rangle$ the free associative algebra on $\bar{Y}$, which is freely generated as a $\mathbb{Q}$-vector space by $\bar{Y}^*$. We equip $\bar{Y}$ with the internal commutative associative product $\langle z_i z_j \rangle := z_{i+j}$. For later use, we introduce the notation

$$z_q^{\mathfrak{m}}(z_{n_1} \cdots z_{n_k}) := \bar{z}_q(n_1, \ldots, n_k),$$

$$z_q^{\mathfrak{m}}(z_{n_1} \cdots z_{n_k}) := \bar{z}_q(n_1, \ldots, n_k).$$

On $\mathbb{Q}\langle \bar{Y} \rangle$, we consider the ordinary quasi-shuffle product $*$, recursively defined by

$$a v \ast b v' := a(v \ast b v') + b(a v \ast v') + [ab](v \ast v').$$

This product is known to be commutative and associative [13]. Now we consider the linear operator $T$ on $\mathbb{Q}\langle \bar{Y} \rangle$ defined by

$$T(z_n v) := z_n v - z_{n-1} v.$$

It is obviously injective. For any $m, n \in \mathbb{Z}$ and for any $u, v \in \bar{Y}^*$, we compute

$$T(z_m u) \ast T(z_n v) = (z_m - z_{m-1})u \ast (z_n - z_{n-1})v$$

$$= (z_m - z_{m-1})(u \ast (z_n - z_{n-1})v) + (z_n - z_{n-1})(v \ast (z_m - z_{m-1})u)$$

$$+ ((z_m + n - z_{m+n-1}) - (z_m + n - z_{m+n-2}))(u \ast v)$$

$$= T(z_m u \ast T(z_n v)) + z_n(T(z_m u) \ast v) + T(z_m n(u \ast v)).$$

We then define our $q$-quasi-shuffle product by $T(u \mathfrak{m} v) = Tu \ast Tv$ for any words $u, v$. In view of the computation above,

$$z_m u \mathfrak{m} z_n v = z_m(u \ast T(z_n v)) + z_n(T(z_m u) \ast v) + (z_m + n - z_{m+n-1})(u \ast v).$$

In particular,

$$z_m \mathfrak{m} z_n = z_m(T z_n) + z_n(T z_m) + T z_{m+n}$$

$$= z_m z_n + z_n z_m + z_m z_{n-1} - z_m z_{n-1} - z_n z_{m-1} - z_{m+n-1}.$$

PROPOSITION 4.5. The $q$-quasi-shuffle product $\mathfrak{m}$ is commutative and associative. Moreover, for any $u, v \in \bar{Y}$,

$$z_q^{\mathfrak{m}}(u)z_q^{\mathfrak{m}}(v) = z_q^{\mathfrak{m}}(u \mathfrak{m} v).$$

PROOF. Commutativity and associativity of $\mathfrak{m}$ come from the injectivity of $T$ and from the fact that the ordinary quasi-shuffle product $*$ is commutative and associative. The second assertion has been already shown when $u$ and $v$ are two letters. The
computation for two words is entirely similar:

\[
\begin{align*}
\tilde{\delta}_q^m(z_{n_1} \cdots z_{n_s}) & \quad \tilde{\delta}_q^m(z_{n_{s+1}} \cdots z_{n_{s+s'}}) \\
& = \sum_{k_1>\cdots>k_r} \sum_{k_{r+1}>\cdots>k_{s+s'}} \frac{q^{k_1+k_{r+1}}}{(1-q^{k_1})^{n_1} \cdots (1-q^{k_{r+1}})^{n_{r+1}}}
\end{align*}
\]

\[
\begin{align*}
& + \sum_{k_1< \cdots < k_r} \frac{q^{k_1+k_{r+1}}}{(1-q^{k_1})^{n_1} \cdots (1-q^{k_{r+1}})^{n_{r+1}}}
& + \sum_{k_1=\cdots=k_r} \frac{q^{2k_1}}{(1-q^{k_1})^{n_1} \cdots (1-q^{k_{r+1}})^{n_{r+1}}}
\end{align*}
\]

\[
\begin{align*}
& = \sum_{k_1>\cdots>k_r} \sum_{k_{r+1}>\cdots>k_{s+s'}} \frac{q^{k_1} - q^{k_1}(1-q^{k_{r+1}})}{(1-q^{k_1})^{n_1} \cdots (1-q^{k_{r+1}})^{n_{r+1}}}
\end{align*}
\]

\[
\begin{align*}
& + \sum_{k_1< \cdots < k_r} \frac{q^{k_1} + q^{k_1}(1-q^{k_1})}{(1-q^{k_1})^{n_1} \cdots (1-q^{k_{r+1}})^{n_{r+1}}}
& + \sum_{k_1=\cdots=k_r} \frac{q^{k_1} - q^{k_1}}{(1-q^{k_1})^{n_1} \cdots (1-q^{k_{r+1}})^{n_{r+1}}}
\end{align*}
\]

\[
\begin{align*}
& = \tilde{\delta}_q^m(z_{n_1} \cdots z_{n_s} \cdot T(z_{n_{s+1}} \cdots z_{n_{s+s'}}) + z_{n_{s+1}}(T(z_{n_1} \cdots z_{n_s}) \cdot z_{n_{s+2}} \cdots z_{n_{s+s'}}))
& + (z_{n_1+n_{s+1}} - z_{n_1+n_{s+1}-1})(z_{n_2} \cdots z_{n_s} \cdot z_{n_{s+2}} \cdots z_{n_{s+s'}})
& = \tilde{\delta}_q^m(z_{n_1} \cdots z_{n_s} \cdot \mathcal{H}(z_{n_1} \cdots z_{n_{s+s'}}))
\end{align*}
\]

which proves the claim. \(\square\)

4.6. The differential algebra structure. We introduce the derivation \(\delta := q(d/dq)\).

**Proposition 4.6.** For any \(a_1, \ldots, a_k \in \mathbb{Z}_q^d\),

\[
\delta\tilde{\delta}_q^m(a_1, \ldots, a_k) = \left( k - \sum_{r=1}^{k} a_r(k - r + 1) \right) \tilde{\delta}_q^m(a_1, \ldots, a_k)
\]

\[
+ \sum_{r=1}^{k} a_r(k - r + 1) \tilde{\delta}_q^m(a_1, \ldots, a_r + 1, \ldots, a_k)
\]

\[
+ \sum_{s=1}^{k} \left( 1 - \sum_{r=1}^{s} a_r \right) \tilde{\delta}_q^m(a_1, \ldots, a_s, 0, a_{s+1}, \ldots, a_k)
\]

\[
+ \sum_{1 \leq s \leq i \leq k} a_r \tilde{\delta}_q^m(a_1, \ldots, a_r + 1, \ldots, a_s, 0, a_{s+1}, \ldots, a_k).
\]
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5. Double q-shuffle relations

5.1. Double q-shuffle relations for modified qMZVs. We can define a bijective map that changes the letter $z_n$ into the word $p^n y$:

$$\tau : \overline{Y}^* \rightarrow W$$

$$z_{n_1} \cdots z_{n_k} \mapsto p^{n_1} y \cdots p^{n_k} y.$$  

We have seen above that $\overline{z}_q(n_1, \ldots, n_k) = \overline{z}_q^\text{ui}(p^{n_1} y \cdots p^{n_k} y) = \overline{z}_q^\text{ui}(z_{n_1}, \ldots, z_{n_k})$. From this, we obtain $\overline{z}_q^\text{ui} = \overline{z}_q^\text{ui} \circ \tau$ and the double q-shuffle relations

$$\overline{z}_q^\text{ui} (u) \overline{z}_q^\text{ui} (v) = \overline{z}_q^\text{ui} (u \uplus v), \quad \overline{z}_q^\text{ui} (u') \overline{z}_q^\text{ui} (v') = \overline{z}_q^\text{ui} (u' \uplus v')$$  \hspace{1cm} (5.1)

for any words $u, v \in W$, respectively, $u', v' \in \overline{Y}^*$. From (5.1), we immediately deduce that

$$\overline{z}_q^\text{ui} (\tau (u') \uplus \tau (v') - \tau (u' \uplus v')) = 0$$  \hspace{1cm} (5.2)

for any $u', v' \in \overline{Y}^*$ or, alternatively,

$$\overline{z}_q^\text{ui} (\tau^{-1} (u) \uplus \tau^{-1} (v) - \tau^{-1} (u \uplus v)) = 0$$

for any $u, v \in W$. 

Proof. By a straightforward computation,

$$\delta \overline{z}_q (a_1, \ldots, a_k) = \sum_{m_1 > \cdots > m_k > 0} \delta - \frac{q^{m_1}}{(1 - q^{m_1}) a_1 \cdots (1 - q^{m_k}) a_k} \cdot m_1 q^{m_1}$$

$$+ \sum_{m_1 > \cdots > m_k > 0} \sum_{r=1}^{k} a_r m_r q^{m_1 + m_r} \cdot \frac{q^{m_1}}{(1 - q^{m_1}) a_1 \cdots (1 - q^{m_k}) a_k}$$

$$= \sum_{m_1 > \cdots > m_k > 0} \frac{m_1 q^{m_1}}{(1 - q^{m_1}) a_1 \cdots (1 - q^{m_k}) a_k}$$

$$+ \sum_{m_1 > \cdots > m_k > 0} \sum_{r=1}^{k} \frac{a_r m_r q^{m_1 + m_r} - a_r m_r q^{m_1} (1 - q^{m_k}) (1 - q^{m_k}) a_k}{(1 - q^{m_1}) a_1 \cdots (1 - q^{m_k}) a_k}.$$

Decomposing the integers $m_r$ as

$$m_r = (k - r + 1) + (m_r - m_{r+1} - 1) + \cdots + (m_{k-1} - m_k - 1) + (m_k - 1)$$

then gives the desired result.  

□

Proposition 4.6 in depth one then gives the following result.

Corollary 4.7. For any $a \in \mathbb{Z},$

$$\delta \overline{z}_q (a) = (1 - a) (\overline{z}_q (a, 0) + \overline{z}_q (a)) + a (\overline{z}_q (a + 1, 0) + \overline{z}_q (a + 1)).$$
5.2. Double $q$-shuffle relations for nonmodified qMZVs. We introduce a natural notion of weight for words\(^1\) in both $\tilde{Y}^*$ and $W$, which takes integer values of any sign:

$$w(z_{n_1} \cdots z_{n_k}) = w(p^{n_1}y \cdots p^{n_k}y) := n_1 + \cdots + n_k.$$ 

Let us denote by $\mathcal{Y}$ (respectively $\mathcal{W}$) the $\mathbb{Q}$-vector space spanned by $\tilde{Y}^*$ (respectively $W$) endowed with the product $\cdot$ (respectively $\cdot$). Both products are filtered, but not graded, with respect to the weight: if $\mathcal{Y}(n)$ (respectively $\mathcal{W}(n)$) stands for the linear span of words in $\tilde{Y}^*$ (respectively $W$) of weight $\leq n$,

$$\mathcal{Y}(n) \cdot \mathcal{Y}(m) \subseteq \mathcal{Y}(n+m) \quad \text{and} \quad \mathcal{W}(n) \cdot \mathcal{W}(m) \subseteq \mathcal{W}(n+m).$$

A graded version can be introduced as follows: introduce the Laurent polynomials in the indeterminate $h$ with coefficients in $\mathcal{Y}$ (respectively $\mathcal{W}$) and give weight 1 to $h$. The swap $r$ is linearly extended to a linear isomorphism from $\mathcal{Y}$ onto $\mathcal{W}$ and then from $\mathcal{Y}[h^{-1}, h]$ onto $\mathcal{W}[h^{-1}, h]$ by extension of scalars. The products $\cdot$ and $\cdot$ are extended $h$-bilinearily to $\mathcal{Y}$ and $\mathcal{W}$, respectively. The letter $q$ will stand here for $1 - h$, for reasons which will become clear in the sequel. Consider the linear transformation

$$H_q : \mathcal{Y}[h^{-1}, h] \longrightarrow \mathcal{Y}[h^{-1}, h]$$

and consider the analogous map on $\mathcal{W}[h^{-1}, h]$, which will also be called $H_q$. Let us now introduce two products $\cdot_q$ and $\cdot_q$ on $\mathcal{Y}[h^{-1}, h]$ and $\mathcal{W}[h^{-1}, h]$, respectively, by

$$u' \cdot_q v' := H_q^{-1}(H_q u' \cdot H_q v') \quad \text{and} \quad u \cdot_q v := H_q^{-1}(H_q u \cdot H_q v).$$

We $h$-bilinearily extend the maps $\tilde{z}_q^\cdot$ and $\tilde{z}_q^\cdot$ to the Laurent polynomials by sending $h$ to $1 - q$. We can now display the double $q$-shuffle relations for nonmodified qMZVs.

**Proposition 5.1.**

$$\tilde{z}_q^\cdot(u) \cdot_q (v) = \tilde{z}_q^\cdot(u \cdot_q v) \quad \text{and} \quad \tilde{z}_q^\cdot(u') \cdot_q (v') = \tilde{z}_q^\cdot(u' \cdot_q v').$$

**Proof.** This is immediate from (4.2), (5.1) and the definitions of the two new products. \(\square\)

Note that the two new products are now graded (with respect to the weight) and

$$(v v) \cdot_q u = v \cdot_q (yu) = y(v \cdot_q u),$$

$$p v \cdot_q p u = p(v \cdot_q p u) + p(p v \cdot_q u) - h p(v \cdot_q u),$$

$$h d v \cdot_q d u = v \cdot_q d u + d v \cdot_q u - d(v \cdot_q u),$$

$$d v \cdot_q p u = p u \cdot_q d v = d(v \cdot_q p u) - v \cdot_q u + h d v \cdot_q u,$$

as well as

$$u' \cdot_q v' = T_q^{-1}(T_q u' * T_q v'),$$

(5.3)

\(^1\)This should not cause confusion with the notion of weight for a Rota–Baxter operator introduced before.
where the operator $T_q$ is defined by

$$T_q(z_n v') := (z_n - h z_{n-1}) v'$$

for any $n \in \mathbb{Z}$ and for any $v' \in \bar{Y}^*$. Strictly speaking, the operator $T_q^{-1}$ is defined on the space $\mathcal{Y}[h^{-1}, h]$ of Laurent series with coefficients in $\mathcal{Y}$ by the series

$$T_q^{-1}(z_n v') = \sum_{k \geq 0} h^k z_{n-k} v',$$

but it does not show up in the expression of the product $\mathcal{W}_q$ in terms of the ordinary quasi-shuffle product $\star$. Indeed, (5.3) yields

$$z_m u' \mathcal{W}_q z_n v' = z_m (u' \star T_q(z_n v')) + z_n (T_q(z_m u') \star v') + T_q(z_{m+n} (u' \star v')).$$

Finally, any Laurent polynomial in $h$ can be seen as a formal series in $q$. All results in this paragraph, except the grading, still hold over the ring $\mathbb{Q}[[q]]$ with $h = 1 - q$.

### 5.3. Digression on Schlesinger $q$-MZVs

The Schlesinger MZVs are defined as follows:

$$\beta^S_q(n_1, \ldots, n_k) = (1 - q)^w \left[ P \left[ P \left[ \cdots P \left[ P \left[ \cdots P \left[ 1 \right] \cdots \right] \cdots \right] \cdots \right] \cdots \right] \right]$$

$$= \sum_{m_1, \ldots, m_k \geq 0} \frac{1}{[m_1]_q^{n_1} \cdots [m_k]_q^{n_k}}.$$

They are defined for $|q| > 1$ for $n_j \geq 1$ and $n_1 \geq 2$, and converge to the corresponding classical MZVs as $q \to 1$ (by the monotone convergence theorem). A straightforward computation yields

$$\beta^S_q(n_1, \ldots, n_k) = \sum_{m_1, \ldots, m_k \geq 0} \frac{(q^{-1})^{(m_1-1)n_1 + \cdots + (m_k-1)n_k}}{[m_1]_q^{n_1} \cdots [m_k]_q^{n_k}}.$$

In other words, $\beta^S_q(n_1, \ldots, n_k) = \beta^B_q(n_1, \ldots, n_k)$, where the superscript $B$ stands for the Bradley model (see [4] and [6]). Hence, $\beta^S_q(n_1, \ldots, n_k)$ also makes sense as a formal series in $q^{-1}$ for $n_j \geq 0$ and $n_1 \geq 1$. Now let us introduce the following notation:

$$\bar{Y}^*_1 := \{z_{n_1} \cdots z_{n_k} \in \bar{Y}^*, \; n_j \geq 1\},$$

$$\bar{Y}^*_2 := \{z_{n_1} \cdots z_{n_k} \in \bar{Y}^*, \; n_j \geq 1 \text{ and } n_1 \geq 2\},$$

$$\mathcal{Y}_1 := \mathbb{Q} \text{-linear span of } \bar{Y}^*_1,$$

$$\mathcal{Y}_2 := \mathbb{Q} \text{-linear span of } \bar{Y}^*_2,$$

$$\beta^S_{\mathcal{W}}(z_{n_1} \cdots z_{n_k}) := \beta^S_q(n_1, \ldots, n_k), \quad z_{n_1} \cdots z_{n_k} \in \bar{Y}^*.$$
**Proposition 5.2.** The following diagram commutes:

![Diagram](https://example.com/diagram.png)

**Proof.** This is a straightforward formal computation using the equality $1 - (1 - q)[m_1]_q = q^{m_1}$. \(\square\)

5.4. *q*-Analogue of regularised double *q*-shuffle relations. In the following, we restrict to nonnegative indices. Thanks to the *q*-regularisation, we observe that the double *q*-shuffle relation yields

$$\bar{\zeta}_q(1) \bar{\zeta}_q(2) = \bar{\zeta}_q(1, 2) + \bar{\zeta}_q(2, 1) + \bar{\zeta}_q(3) - \bar{\zeta}_q(1, 1) - \bar{\zeta}_q(2, 0) - \bar{\zeta}_q(2),$$

from which we obtain the relation

$$\bar{\zeta}_q(3) - \bar{\zeta}_q(2) = \bar{\zeta}_q(2, 1). \quad (5.4)$$

For the proper *q*MZVs defined in (4.1), this gives

$$\bar{\zeta}_q(3) - (1 - q) \bar{\zeta}_q(2) = \bar{\zeta}_q(2, 1),$$

which, in the limit $q \to 1$, reduces to the classical relation $\zeta(2, 1) = \zeta(3)$ (see (1.5) above). Equation (5.4) is equivalent to an algebraic identity established by E. T. Bell in the 1930s (see [3], page 158).\(^1\)

We denote by $\mathbb{Q} Y_{\text{conv}}$ the free associative algebra generated by the set of words $\bar{Y}_{\text{conv}}$, the submonoid of words $z_{n_1} \cdots z_{n_k}$ with letters in $\bar{Y} := \{ z_n, n \in \mathbb{N} \}$ and $n_1 > 1$. We arrive at a *q*-analogue of Hoffman’s regularisation relations. By virtue of the *q*-regularisation, this is a particular case of (5.2).

**Proposition 5.3.** For any $v \in \mathbb{Q} \bar{Y}_{\text{conv}}$,

$$\bar{\zeta}^\text{\texttt{h}}_q (p y \texttt{\triangledown} (v) - \tau(z_1 \texttt{\triangledown} v)) = 0,$$

respectively,

$$\bar{\zeta}^\text{\texttt{h}}_q (p y \texttt{\triangledown} (v) - \tau(z_1 \texttt{\triangledown} v)) = 0. \quad (5.5)$$

Since terms of depth smaller than $|v| + 1$ disappear in the limit $q \to 1$, identity (5.5) reduces to Hoffman’s regularisation relations (2.3) for MZVs.

As there are no regularisation issues involved, no correction analogous to $\rho$ (in the notation of Section 2) is needed to go from the *q*-quasi-shuffle picture to the *q*-shuffle picture or *vice versa*. It would be interesting to understand in detail how the correction map $\rho$ surfaces when $q \to 1$.

\(^1\)We thank W. Zudilin for kindly drawing our attention to reference [3].
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