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Abstract. This paper discusses the fractional chromatic number of the direct
product of graphs. It is proved that if H is a circulant graph Gk

d, or a Kneser graph,
or a direct sum of such graphs, then for any graphG, �f ðG�H Þ ¼ minf�f ðGÞ; �f ðH Þg.
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1. Introduction. All graphs considered in this paper are finite. For graphs
G ¼ ðV;E Þ and H ¼ ðV0;E0Þ, the direct product (or the categorical product) G�H
has vertex set V� V0 and in which ðx; x0Þ is adjacent to ðy; y0Þ if and only if xy 2 E
and x0y0 2 E0.

Suppose G ¼ ðV;E Þ is a graph. Let I denote the family of independent sets of
G. A mapping f : I ! ½0; 1� is called an r-fractional colouring of G if

P
X2I fðX Þ 
 r

and for each v 2 VðGÞ,
P

v2X;X2I fðX Þ � 1. The fractional chromatic number �f ðGÞ
of G is the least r for which G has an r-fractional colouring.

This paper investigates the fractional chromatic number of the direct product of
graphs. A homomorphism from G to H is a mapping h : VðGÞ ! VðH Þ which pre-
serves edges, i.e., if xy 2 EðGÞ then hðxÞhðyÞ 2 EðHÞ. We say G is homomorphic to H
if there exists a homomorphism from G to H. It is easy to see (and well-known) that
if G is homomorphic to H then �f ðGÞ 
 �f ðHÞ. Since G�H is homomorphic to
G and H (the projections are homomorphisms), it follows that �f ðG�H Þ 


minf�f ðGÞ; �f ðHÞg. An interesting question (asked by Perles independently [8]) is
whether or not the equality holds for all graphs G and H.

Question 1.1. Is it true that for any graphs G and H, we have

�f ðG�H Þ ¼ minf�f ðGÞ; �f ðHÞg? ð1Þ

A fractional clique of G is a mapping � : VðGÞ ! ½0; 1� such that for each
independent set X of G,

P
v2X �ðvÞ 
 1. For any subset X of VðGÞ, let

�ðX Þ ¼
P

v2X �ðvÞ. The weight wð�Þ of a fractional clique � of G is defined as
wð�Þ ¼ �ðVðGÞÞ. The fractional clique number !f ðGÞ of G is the maximum weight of
a fractional clique of G. It is well-known [9] that, for any graph G, �f ðGÞ is calcu-
lated by solving a linear programming problem and !f ðGÞ is calculated by solving
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the dual of that linear programming problem. Hence !f ðGÞ ¼ �f ðGÞ. Therefore, (1)
is equivalent to

!f ðG�HÞ ¼ minf!f ðGÞ; !f ðH Þg: ð10Þ

Suppose g and h are fractional cliques of G and H, respectively. Let
� : VðG�H Þ ! ½0; 1� be defined by �ðx; yÞ ¼ gðxÞhðyÞ=q, where q ¼ maxf!f ðGÞ;
!f ðH Þg. It seems natural to wonder if � is a fractional clique of G�H. This leads to
the following question.

Question 1.2. Suppose g; h are fractional cliques of G and H, respectively. Let U
be an independent set of G�H. Is it true that

X
ðx;yÞ2U

gðxÞhðyÞ 
 maxf!f ðGÞ; !f ðHÞg?

The ‘‘integral version’’ of the fractional chromatic number and the fractional
clique number are two different parameters: the chromatic number and the clique
number. The integral version of Equations (1) and (10) then become two equations.
It is interesting to note that these two equations are of very different nature. It is
trivial that for all graphs G;H,

!ðG�H Þ ¼ minf!ðGÞ; !ðH Þg: ð2Þ

However, it is unknown whether or not

�ðG�HÞ ¼ minf�ðGÞ; �ðH Þg ð3Þ

for all graphs G;H. It was conjectured by Hedetniemi [5] that (3) holds for all graphs.
This conjecture has attracted considerable attention, and yet only some very special
cases of the conjecture have been verified [1,4,11,15]. It seems that (1) is sandwiched
between (2) and (3). However, it is unknown if there are any intrinsic connection
between these equalities. The main result of this paper is the following theorem.

Theorem 1.3. If H is a circulant graph Gk
d, or a Kneser graph, or a direct sum of

such graphs, then for any graph G, �f ðG�H Þ ¼ minf�f ðGÞ; �f ðHÞg.

Theorem 1.3 generalizes some earlier results concerning the independence num-
ber of the direct product of graphs [3,7]. A result of Frankl [3], which determines the
independence number of the direct product of Kneser graphs, is equivalent to saying
that if G and H are both Kneser graphs then �f ðG�HÞ ¼ minf�f ðGÞ; �f ðH Þg. A
simple proof of Frankl’s result is given by Kirsch [8], by studying Question 1.1. It is
known [15] that if �ðH Þ � n then �ðKn �HÞ ¼ n. Therefore, it follows from Theorem
1.3 that �f ðKn �HÞ ¼ �ðKn �H Þ if �f ðH Þ � n. This provides a simple construction
of graphs with their fractional chromatic number equal to their chromatic number.

2. Relation to Hedetniemi’s conjecture. It is unknown if there is any intrinsic
connection between (1) and Hedetniemi’s conjecture. The following lemma shows
that if (1) holds for G and H, then (3) holds for some related graphs.
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Suppose G ¼ ðV;E Þ and G0 ¼ ðV 0;E 0Þ are graphs. The lexicographic product
G½G0� has vertex set V� V0, and has ðx; x0Þ � ðy; y0Þ if and only if either x � y or
x ¼ y and x0 � y0.

Lemma 2.1. If �f ðG�HÞ ¼ minf�f ðGÞ; �f ðH Þg, then there exists an integer n
such that �ðG½Kn� �H½Kn�Þ ¼ minf�ðG½Kn�Þ; �ðH½Kn�Þg:

Proof. It suffices to show that there is an integer n such that

�ðG½Kn� �H½Kn�Þ � minf�ðG½Kn�; �ðH½Kn�Þg:

It is well-known [9] for any graph G0 there is an integer k such that for any
positive integer l, �ðG0½Klk�Þ ¼ lk�f ðG

0Þ. Therefore there exists an integer n such that
�ðG½Kn�Þ ¼ n�f ðGÞ, �ðH½Kn�Þ ¼ n�f ðH Þ and �ððG�H Þ½Kn�Þ ¼ n�f ðG�H Þ.

The vertices of ðG�H Þ½Kn� are triples ðg; h; iÞ, where g 2 VðGÞ, h 2 VðH Þ,
i 2 VðKnÞ. Two vertices ðg; h; iÞ and ðg0; h0; i0Þ are adjacent if and only if either g � g0,
h � h0 or ðg; hÞ ¼ ðg0; h0Þ and i 6¼ i0. The vertices of G½Kn� �H½Kn� are 4-tuples
ðg; i; h; jÞ, where g 2 VðGÞ, h 2 VðHÞ, i; j 2 VðKnÞ. Two vertices ðg; i; h; jÞ and
ðg0; i0; h0; j0Þ are adjacent if and only if one of the following is true:

� g � g0 and h � h0;
� ðg; hÞ ¼ ðg0; h0Þ and i 6¼ i0 and j 6¼ j0;
� g ¼ g0, i 6¼ i0 and h � h0;
� g � g0, h ¼ h0 and j 6¼ j0.

It is straightforward to verify that the mapping fðg; h; iÞ ¼ ðg; i; h; iÞ is a homo-
morphism from ðG�HÞ½Kn� to G½Kn� �H½Kn�. Therefore �ððG�H Þ½Kn�Þ 


�ðG½Kn� �H½Kn�Þ. As

�ððG�HÞ½Kn�Þ ¼ n�f ðG�HÞ

¼ nminf�f ðGÞ; �f ðHÞg

¼ minf�ðG½Kn�Þ; �ðH½Kn�Þg;

we conclude that

�ðG½Kn� �H½Kn�Þ � minf�ðG½Kn�Þ; �ðH½Kn�Þg: &

In view of Theorem 1.3, Lemma 2.1 proves some new cases of Hedetniemi’s
conjecture. For example, if G ¼ Kðan; akÞ½Km�, H ¼ Kðbn; bkÞ½Km�, where m ¼

ða2bþ ab2Þk, then �ðG�HÞ ¼ �ðGÞ ¼ �ðH Þ. (Kðk; dÞ denotes a Kneser graph; see
definition in Section 5). Such instances are not included in other proven special cases
of Hedetniemi’s conjecture.

3. Fractional persistent graphs. Suppose U is an independent set of G�H, and
that g; h are fractional cliques of G;H respectively. We define the mapping �g;h as
follows:

�g;hðU Þ ¼
X

ðx;yÞ2U

gðxÞhðyÞ:
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As an attempt to prove that Equation 1 holds for all graphs G and H, we
introduce the concept of a fractional persistent graph as follows.

Definition 3.1. Suppose h is a fractional clique of H. We say h is a persistent
fractional clique of H if for any graph G, for any fractional clique g of G, and for any
independent set U of G�H, we have

�g;hðU Þ 
 maxf!f ðGÞ; !f ðH Þg:

Definition 3.2. We say a graph H is fractional persistent if H has a persistent
fractional clique h of weight !f ðHÞ. We say a graph H is strongly fractional persistent
if every fractional clique of H is persistent.

By definition, a strongly fractional persistent graph is fractional persistent.

Lemma 3.1. If H is fractional persistent then, for any graph G,

�f ðG�H Þ ¼ minf�f ðGÞ; �f ðHÞg:

Proof. Let g be a fractional clique of G of weight !f ðGÞ, and h be a persistent
fractional clique of H of weight !f ðHÞ. Suppose q ¼ maxf!f ðGÞ; !f ðHÞg. Let
f : VðG�H Þ ! ½0; 1� be defined as

fðx; yÞ ¼
gðxÞhðyÞ

q
:

Since h is persistent, for any independent set U of G�H, fðU Þ 
 1. Hence f is a
fractional clique of G�H. It is straightforward to verify that the weight of f is
minf!f ðGÞ; !f ðHÞg. Therefore

!f ðG�HÞ � minf!f ðGÞ; !f ðH Þg: &

Question 1.2 is equivalent to ask whether or not every graph is strongly frac-
tional persistent. A positive answer to the following (weaker) question would imply
a positive answer to Question 1.1.

Question 3.2. Is it true that every graph H is fractional persistent?

The remaining part of this paper gives some sufficient conditions for a graph to
be fractional persistent and strongly fractional persistent.

Lemma 3.3. Suppose H is fractional persistent. If H admits a homomorphism to
H0 and !f ðH

0Þ ¼ !f ðHÞ then H0 is also fractional persistent.

Proof. Let h be a persistent fractional clique of H, let � be a homomorphism
from H to H0. For each x0 2 VðH0Þ, let h0ðx0Þ ¼

P
x2��1ðx0Þ hðxÞ (if �

�1ðx0Þ ¼ ; then
h0ðx0Þ ¼ 0). Then h0 is a fractional clique of H0 of weight !f ðH

0Þ ¼ !f ðHÞ. Let G be
any graph, g be any fractional clique of G, and U0 be any independent set of G�H0.
Let U ¼ fðx; yÞ 2 VðG�H Þ : ðx; �ðyÞÞ 2 U0g. It is easy to verify that U is an
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independent set of G�H. As h is a persistent fractional clique of H, we have
�g;hðU Þ 
 maxf!f ðGÞ; !f ðH Þg. It follows from the definitions that �g;h0 ðU

0Þ ¼

�g;hðU Þ. Therefore �g;h0 ðU
0Þ 
 maxf!f ðGÞ; !f ðH

0Þg. Hence h0 is a persistent fractional
clique of H0 and H0 is fractional persistent. &

Our next result shows that one can construct new strongly fractional persistent
graphs from old ones.

Suppose H1 ¼ ðV1;E1Þ and H2 ¼ ðV2;E2Þ are two vertex disjoint graphs. The
direct sum H1 þH2 has vertex set V1 [ V2 and edge set E1 [ E2 [ fxy : x 2 V1;
y 2 V2g. It is obvious that !f ðH1 þH2Þ ¼ !f ðH1Þ þ !f ðH2Þ.

Theorem 3.4. If H1 ¼ ðV1;E1Þ and H2 ¼ ðV2;E2Þ are strongly fractional persis-
tent then the direct sum H1 þH2 is also strongly fractional persistent.

Proof. Let G ¼ ðV;E Þ be an arbitrary graph. Suppose g is a fractional clique of
G, and h is a fractional clique of H1 þH2. Let q ¼ maxf!f ðGÞ; !f ðH1 þH2Þg.

Let U be an independent set of G� ðH1 þH2Þ. We need to show that

�g;hðU Þ ¼
X

ðx;yÞ2U

gðxÞhðyÞ 
 q:

For each vertex x of G, let Ux ¼ fy 2 V1 [ V2 : ðx; yÞ 2 Ug. For i ¼ 1; 2, let
Ai ¼ fx 2 V : Ux \ Vi 6¼ ;g. It follows from the definition that if x 2 A1; x

0 2 A2 then
x 6� x0. Let B ¼ A1 \ A2, Bi ¼ Ai � B. Then B is an independent set of G, and
ðB1 [ B2Þ \NG½B� ¼ ;, NGðB1Þ \ B2 ¼ ;. Here NGðX Þ (or NðX Þ if there is no con-
fusion) is the neighbour set of X, i.e., NðxÞ ¼ fy : 9x 2 X; x � yg, and NG½X � ¼

NGðX Þ [ X (or N½X � if there is no confusion) is the closed neighbour set of X. With
an abuse of notation, we also let Bi stand for the subgraph of G induced by Bi.

Let b ¼ gðBÞ and for i ¼ 1; 2, let ai ¼ maxfgðX Þ : X is an independent set of Big.
Suppose ai ¼ gðXiÞ, where Xi is an independent set of Bi. Then X1 [ X2 [ B is an
independent set of G. Therefore a1 þ a2 þ b 
 1.

For i ¼ 1; 2, let �i : Bi ! ½0; 1� be defined as �ðxÞ ¼ gðxÞ=ai. Then �i is a frac-
tional clique of Bi. Since U \ ðBi � ðH1 þH2ÞÞ ¼ U \ ðBi �HiÞ is an independent set
of Bi �Hi, and since Hi is fractional persistent, we conclude that

X
ðx;yÞ2U\ðBi�HiÞ

�iðxÞhðyÞ 
 maxf�f ðBiÞ; �f ðHiÞg:

Therefore

X
ðx;yÞ2U\ðBi�HiÞ

gðxÞhðyÞ 
 aimaxf�f ðBiÞ; �f ðHiÞg 
 aiq:

(Note that !f ðBiÞ 
 !f ðGÞ 
 q.)
As

X
ðx;yÞ2U\ðB�ðH1þH2ÞÞ

fðxÞhðyÞ 
 fðBÞ!f ðH1 þH2Þ 
 bq;

we conclude that
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�g;hðU Þ ¼
X

ðx;yÞ2U

gðxÞhðyÞ 
 bqþ a1qþ a2q 
 q:

This completes the proof of Theorem 3.4. &

Corollary 3.5. If Hi is strongly fractional persistent for i ¼ 1; 2; � � � ; n, then
H1 þH2 þ � � � þHn is strongly fractional persistent.

Since K1 is obviously fractional persistent, we have

Corollary 3.6. The complete graphs are strongly fractional persistent.

4. Localized fractional clique. To prove that a graph H is strongly fractional
persistent amounts to proving that every fractional clique of H is persistent. It
follows from Corollary 3.6 that if the total weight of a fractional clique h is
assigned to a clique of H, then h is persistent. To be precise, we have the following
lemma.

Lemma 4.1. Suppose h is a fractional clique of H of weight r. If for all x with
hðxÞ > 0 we have fðNðxÞÞ ¼ r� fðxÞ, then f is a persistent fractional clique.

Definition 4.1. A fractional clique h of H of weight r is called a localized
fractional clique if for all X � VðH Þ with hðX Þ > 0, we have hðNðX ÞÞ �

minfr; r� 2þ hðX Þg.

Intuitively, if h is a localized fractional clique then hðX Þ > 0 implies that ‘‘most’’
of the weight of h is assigned to the neighbours of X. In particular, if hðX Þ � 2, then
all the weight of h is assigned to the neighbours of X. So a localized fractional clique
is quite similar to a clique (in some sense). In this section, we prove that localized
fractional cliques are persistent.

Theorem 4.2. If h is a localized fractional clique of a graph H, then h is persistent.

Proof. Assume Theorem 4.2 is not true. Let G be a counterexample, i.e., G has a
fractional clique g such that

�g;hðU Þ > maxf!f ðGÞ; !f ðHÞg:

Without loss of generality, we may assume that G is a smallest counterexample. We
shall derive a contradiction. We divide the argument into a few lemmas.

Lemma 4.3. Suppose U is an independent set of G�H. If x; x0 are two vertices of
G for which hðUxÞ þ hðUx0 Þ > 2 then x 6� x0.

Proof. Assume hðUxÞ þ hðUx0 Þ > 2. Since h is a localized fractional clique,
NðUxÞ \Ux0 6¼ ;. Let a 2 Ux, b 2 Ux0 such that a � b. If x � x0, then ðx; aÞ � ðx0; bÞ,
contrary to the assumption that U is an independent set of G�H. &
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Corollary 4.4. Suppose U is an independent set of G�H. If hðUxÞ � 2 for some
vertex x 2 VðGÞ, then �g;hðU Þ 
 maxf!f ðGÞ; !f ðHÞg.

Proof. Let Y ¼ fx 2 VðGÞ : hðUxÞ � 2g 6¼ ;. By Lemma 4.3, Y is an independent
set of G, and for any x 2 NðY Þ, fðUxÞ ¼ 0.

Let

U0 ¼ U \ ðVðGÞ �N½Y �Þ � VðHÞ:

Then U0 is an independent set of ðG�N½Y �Þ �H. Let g0 : VðGÞ �N½Y � ! ½0; 1� be
the mapping defined as

g0ðxÞ ¼
gðxÞ

ð1� gðY ÞÞ

for any x 2 VðGÞ �N½Y �. Since for any independent set Z of G�N½Y �, Y [ Z is an
independent set of G, hence gðY Þ þ gðZÞ 
 1, which implies that

g0ðZÞ ¼ gðZÞ=ð1� gðY ÞÞ 
 1:

Hence g0 is a fractional clique of G�N½Y �.
By the minimality of G, we have

�g0;hðU
0Þ ¼

X
ðx;aÞ2U0

g0ðxÞhðaÞ 
 maxf!f ðG�N½Y �Þ; !f ðHÞg


 maxf!f ðGÞ; !f ðHÞg:

As gðxÞ ¼ ð1� gðY ÞÞg0ðxÞ, we have

X
ðx;aÞ2U0

gðxÞhðaÞ 
 ð1� gðY ÞÞmaxf!f ðGÞ; !f ðH Þg:

Hence

�g;hðU Þ ¼
X

ðx;aÞ2U

gðxÞhðaÞ



X
x2Y

gðxÞhðH Þ þ
X

ðx;aÞ2U0

gðxÞhðaÞ


 gðY ÞhðHÞ þ ð1� gðY ÞÞmaxf!f ðGÞ; !f ðH Þg


 maxf!f ðGÞ; !f ðH Þg: &

Let U be an independent set of G�H such that �g;hðU Þ > maxf!f ðGÞ; !f ðHÞg.
Let t ¼ maxfhðUxÞ : x 2 VðGÞg. By Corollary 4.4, t < 2. If t 
 1, then

X
ðx;aÞ2U

gðxÞhðaÞ ¼
X

x2VðGÞ

gðxÞhðUxÞ



X

x2VðGÞ

gðxÞ


 maxf!f ðGÞ; !f ðHÞg;
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contrary to our assumption. Thus 1 < t < 2. For any 0 < s 
 t, let

Ys ¼ fx 2 VðGÞ : hðUxÞ ¼ sg:

Since G is finite, there are only finitely many s for which Ys 6¼ ;. Let

s0 > s1 > s2 > � � � > sm

be the real numbers such that 2 > si > 1 and either Ysi 6¼ ; or Y2�si 6¼ ;.
For i ¼ 0; 1; 2; � � � ;m, let

Zsi ¼ fx 2 VðGÞ : hðUxÞ ¼ 2� sig;

and let

B ¼ fx 2 VðGÞ : hðUxÞ ¼ 1g:

As t < 2, by definition, for any x 62 B [ ð[m
i¼0ðYsi [ Zsi ÞÞ, hðUxÞ ¼ 0. Hence

�ðU Þ ¼ gðBÞ þ
Pm

i¼0ðgðYsiÞsi þ gðZsi Þð2� siÞÞ.
We shall construct a new independent set U0 of G�H such that �g;hðU

0Þ �

�g;hðU Þ, and hðU0
xÞ � 2 for some x 2 VðGÞ. But this is a contradiction, because then

it would follow from Corollary 4.4 that �g;hðU
0Þ 
 maxf!f ðGÞ; !f ðHÞg.

The independent set U0 is obtained from U by shifting some elements from Ux to
Uy for some x and y. First we need a technical lemma.

Lemma 4.5. Suppose 
0; 
1; � � � ; 
m and �0; �1; � � � ; �m are positive real numbers
such that �i


i
�

�iþ1


iþ1
for i ¼ 0; 1; � � � ;m� 1. If x0; x1; � � � ; xm is a sequence of reals satis-

fying
Pi

j¼0 
jxj > 0 for all 0 
 i 
 m, then
Pi

j¼0 �jxj > 0 for all 0 
 i 
 m.

Proof. Suppose
Pi

j¼0 
jxj > 0 for all 0 
 i 
 m. Let 0 
 s 
 m. Then

�s


s

Xs

j¼0


jxj > 0;

�s�1


s�1
�
�s


s

� �Xs�1

j¼0


jxj � 0;

�s�2


s�2
�
�s�1


s�1

� �Xs�2

j¼0


jxj � 0;

� � � � � �

�1


1
�
�2


2

� �X1
j¼0


jxj � 0;

�0


0
�
�1


1

� �

0x0 � 0:

The summation of both sides of the above inequalities gives the inequality

&

Xs

j¼0

�jxj > 0:
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Now we start to construct U0. For i ¼ 0; 1; � � � ;m, let xi ¼ gðZsiÞ � gðYsi Þ,

i ¼ 2� si and �i ¼ si � 1. Note that


0 < 
1 < � � �
m

and

�0 > �1 > � � � > �m:

Hence

�i


i
>

�iþ1


iþ1

for i ¼ 0; 1; � � � ;m� 1.
If

Pi
j¼0 
ixi > 0 for all 0 
 i 
 m, then, by Lemma 4.5,

Pi
j¼0 �ixi > 0 for all

0 
 i 
 m. Hence

�g;hðU Þ ¼
X

ðx;aÞ2U

gðxÞhðaÞ

¼
X

x2VðGÞ

gðxÞhðUxÞ

¼ gðBÞ þ
Xm
j¼0

ðgðYsjÞsj þ gðZsj Þð2� sjÞÞ

¼ gðBÞ þ
Xm
j¼0

ðgðYsjÞ þ gðZsj ÞÞ �
Xm
j¼0

ðgðZsj Þ � gðYsj ÞÞðsj � 1Þ

¼ gðBÞ þ
Xm
j¼0

ðgðYsjÞ þ gðZsj ÞÞ �
Xm
j¼0

�jxj

< gðBÞ þ
Xm
j¼0

ðgðYsjÞ þ gðZsj ÞÞ


 gðVðGÞÞ


 maxf!f ðGÞ; !f ðHÞg:

Thus we may assume that there exists 0 
 i 
 m such that
Pi

j¼0 
jxj 
 0. Let U0

be the independent set of G�H defined as
� U0

x ¼ VðHÞ if x 2 Ysj for some j 
 i;
� U0

x ¼ ; if x 2 Zsj for some j 
 i;
� U0

x ¼ Ux otherwise.
By Lemma 4.3, U0 is indeed an independent set of G�H. On the other hand,
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�g;hðU
0Þ ¼

X
ðx;aÞ2U0

gðxÞhðaÞ

¼
X

ðx;aÞ2U

gðxÞhðaÞ �
X

x2[
i

j¼0
Zsj

;ðx;aÞ2U

gðxÞhðaÞ þ
X

x2[
i

j¼0
Ysj

;ðx;aÞ62U

gðxÞhðaÞ

¼
X

ðx;aÞ2U

gðxÞhðaÞ �
Xi

j¼0

gðZsjÞð2� sjÞ þ
Xi

j¼0

gðYsjÞðhðH Þ � sjÞ

�
X

ðx;aÞ2U

gðxÞhðaÞ �
Xi

j¼0


jxj

� �g;hðU Þ:

Since maxf fðU0
xÞ : x 2 VðGÞg � 2, by Corollary 4.4, we have

�g;hðU
0Þ 
 maxf!f ðGÞ; !f ðHÞg:

This proves Theorem 4.2.

5. The graphs Gk
d and Kneser graphs. As a consequence of Theorem 4.2, we have

the following sufficient conditions for a graph to be fractional persistent and
strongly fractional persistent.

Corollary 5.1. If a graph H has a localized fractional clique h of weight
wðhÞ ¼ !f ðHÞ then H is fractional persistent; if all the fractional cliques of H are
localized fractional cliques then H is strongly fractional persistent.

This section proves that an important class of graphs, the graphs Gk
d, satisfy the

conditions of Corollary 5.1, and hence are strongly fractional persistent.
Suppose k � 2d are positive integers. The graph Gk

d has vertices 0; 1; � � � ; k� 1,
and i � j if and only if d 
 ji� jj 
 k� d. The vertices of Gk

d are usually viewed as
forming a circle Ck. We denote by ½i; j �k the set fi; iþ 1; � � � ; jg, where arithmetic is
modulo k. For example, ½2; 5�k ¼ f2; 3; 4; 5g and ½5; 2�k ¼ f5; 6; � � � ; k� 1; 0; 1; 2g.
The addition and subtraction on the vertices of Gk

d are always carried out modulo
k.

The graphs Gk
d are special circulant graphs which play an important role in the

study of circular chromatic number of graphs [14].

Theorem 5.2. Suppose f is a fractional clique of Gk
d of weight r and X is a subset of

VðGk
d Þ. If fðX Þ ¼ t for some 0 < t 
 2, then fðNðX ÞÞ � r� 2þ t. If fðX Þ � 2 then

fðNðX ÞÞ ¼ r.

Proof. We say a subset X of VðGk
d Þ is critical if for any proper superset X0 � X,

NðX0Þ is a proper superset of NðX Þ. It is obvious that it suffices to prove Lemma 5.2
for critical subsets X of VðGk

d Þ. So in the following, we assume that X is a critical
subset of VðGk

d Þ.
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First we prove this lemma for the case that X ¼ ½a; b�k is an interval of Ck. If the
length of the interval is at least 2d, then it follows from the definition that
NðX Þ ¼ VðGk

d Þ, and we are done. Assume the length of the interval is q 
 2d� 1.
Then NðX Þ ¼ ½aþ d; b� d�k. So

fðNðX ÞÞ ¼ r� fð½b� dþ 1; aþ d� 1�kÞ:

Let A ¼ ½b� dþ 1; b�k and B ¼ ½a; aþ d� 1�k. Then both A and B are independent
sets, so fðAÞ þ fðBÞ 
 2. Hence

fð½b� dþ 1; aþ d� 1�kÞ ¼ fðAÞ þ fðBÞ � fð½a; b�kÞ 
 2� t:

So fðNðX ÞÞ � r� 2þ t.
Assume now that X is not an interval, say

X ¼ ½a1; b1�k [ ½a2; b2�k [ � � � [ ½as; bs�k;

where ½ai; bi� are the maximal intervals contained in X. Let Xi ¼ ½ai; bi�k. Observe
that NðXiÞ ¼ ½ai þ d; bi � d�k is also an interval of Ck. If there are two intervals Xi;Xj

such that NðXiÞ \NðXjÞ 6¼ ;, then NðXiÞ [NðXjÞ is an interval, and it is easy to see
that NðXiÞ [NðXjÞ ¼ Nð½ai; bj�kÞ or NðXiÞ [NðXjÞ ¼ Nð½aj; bi�kÞ. This is contrary to
the assumption that X is a critical subset of VðGk

d Þ. Thus we may assume that
NðXiÞ \NðXjÞ ¼ ; for all i 6¼ j. Hence fðNðX ÞÞ ¼

Ps
i¼1 fðNðXiÞÞ. As Xi is an interval,

so we have fðNðXiÞÞ � r� 2þ fðXiÞ. Therefore

fðNðX ÞÞ �
Xs

i¼1

r� 2þ fðXiÞ ¼ ðr� 2Þsþ t � r� 2þ t:

Corollary 5.3. If ki � 2di for i ¼ 1; 2; � � � ; t and G is the direct sum of Gki
di

(i ¼ 1; 2; � � � ; t), then G is strongly fractional persistent. Hence, for any graph H,

�f ðG�H Þ ¼ minf�f ðGÞ; �f ðHÞg:

Suppose k � 2d. The Kneser graph Kðk; dÞ has as vertices all the d-subsets of
f0; 1; � � � ; k� 1g, and two vertices are adjacent if and only if the two subsets are
disjoint. Kneser graphs play a special role in the study of fractional chromatic
numbers of graphs, and have been studied extensively in the literature (see [9]).

A graph G has a fractional colouring of weight k=d if and only if G admits a
homomorphism to Kðlk; ld Þ for some positive integer l. So, for fractional colouring,
the Kneser graphs play the role of complete graphs in the study of ordinary colour-
ing, and the role of Gk

d in the study of circular colouring.

Theorem 5.4. If ki � 2di for i ¼ 1; 2; � � � ; t and H is the direct sum of Kðki; diÞ
(i ¼ 1; 2; � � � ; t), then H is fractional persistent.

Proof. Let H0 be the direct sum of Gki
di
(i ¼ 1; 2; � � � ; t). It is easy to verify that

�f ðH
0Þ ¼

Xt

i¼1

ki
di

¼ �f ðHÞ:
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On the other hand, Gk
d admits a homomorphism to Kðk; dÞ for any k � 2d (the

mapping sending i to fi; iþ 1; � � � ; iþ d� 1g is a homomorphism from Gk
d to

Kðk; dÞ). Therefore H0 admits a homomorphism to H. As H0 is fractional persistent,
by Lemma 3.3, H is fractional persistent. &

For a graph G, we denote by 
ðGÞ the independence number of G which is
defined as the order of a maximum independent set of G. It is well-known [9] that for
a vertex-transitive graph G we have �f ðGÞ ¼ jVðGÞj=
ðGÞ. Thus we have the follow-
ing corollary:

Corollary 5.5. Suppose G is a vertex-transitive graph and H is either a circulant
graph Gk

d (for some k � 2d), or a Kneser graph Kðk; dÞ (for some k � 2d). Then


ðG�HÞ ¼ maxf
ðGÞjVðH Þj; 
ðHÞjVðGÞjg:

The following special case of Corollary 5.5 is a generalization of the Erdo} s-Ko-
Rado theorem, and was proved in [3]:

Corollary 5.6. Suppose ki; di are positive integers and k1=d1 � k2=d2 � � � � �

kt=dt � 2. Then


 Kðk1; d1Þ � Kðk2; d2Þ � � � � � Kðkt; dtÞð Þ ¼
k1 � 1

d1 � 1

� �
k2
d2

� �
k3
d3

� �
� � �

kt
dt

� �
:

6. Some remarks.

(1) We have shown a natural class of graphs G which are strongly fractional
persistent, by showing that all the fractional cliques of G are localized fractional
cliques. Certainly most graphs have fractional cliques which are not localized. For
example, for most graphs Gk

d, their complements have non-localized fractional
cliques. It would be interesting to find new methods to prove that such graphs are
(strongly) fractional persistent.

(2) It is known [10] that for some Kneser graphs Kðk; d Þ, there exist graphs G
and H such that G�H admits a homomorphism to Kðk; d Þ and yet none of G;H
admits a homomorphism to Kðk; dÞ. However, this does not provide a negative
answer to Question 1.1, as G or H may still has fractional chromatic number at most
k=d. Actually, this is the case for the examples given in [10].

(3) The fractional chromatic numbers of other product graphs have also been
studied in the literature. There is a simple formula for the fractional chromatic
number of the lexicographic product G½H� of G and H: �f ðG½H�Þ ¼ �f ðGÞ�f ðHÞ [2].
This formula is also true for the strong product G�H (where ðx; x0Þ � ðy; y0Þ if
and only if x � x0 or y � y0) of G and H: �f ðG�H Þ ¼ �f ðGÞ�f ðHÞ [9]. For the
Cartesian product G&H (where ðx; x0Þ � ðy; y0Þ if and only if either x � x0 and
y ¼ y0 or x ¼ x0 and y � y0), the fractional chromatic number of G&H is difficult
to determine. Even for the powers of a single graph, many question concerning the
fractional chromatic number remain open. For example, let Gn ¼ Gn�1&G
(G1 ¼ G), then it is unknown if the limit limn!1�f ðG

nÞ is a rational number. This
problem is related to the ultimate independence ratio of a graph, which was
studied in [6,13].
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7. P. Jha and S. Klavžar, Independence in direct-product graphs, Ars Combinatoria 50

(1998), 53–63.
8. Y. Kirsch, Bounding the independence number via graph product, manuscript.
9. E. R. Scheinerman and D. H. Ullman, Fractional graph theory, Wiley-Interscience

Series in Discrete Mathematics and Optimization (John Wiley & Sons, New York, 1997).
10. C. Tardif and X. Zhu, The level of nonmultiplicativity of graphs, Discrete Math., to

appear.
11. N. Sauer and X. Zhu, An approach to Hedetniemi’s conjecture, J. Graph Theory 16

(1992), 423–436.
12. C. Tardif, Graph products and the chromatic difference sequence of vertex-transitive

graphs, Discrete Math. 185 (1998), 193–200.
13. X. Zhu, On the bound for the ultimate independence ratio of a graph, Discrete Math.

156 (1996), 229–236.
14. X. Zhu, Circular chromatic number, a survey, Discrete Math., 229 (2001), 371–410.
15. X. Zhu, A survey on Hedetniemi’s conjecture, Taiwanese J. Math 2 (1998), 1–24.

FRACTIONAL CHROMATIC NUMBERS 115

https://doi.org/10.1017/S0017089502010066 Published online by Cambridge University Press

https://doi.org/10.1017/S0017089502010066

