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#### Abstract

We consider a certain analytic function $\beta(t)$ which is an invariant of finite equivalence between two finite state Markov chains. If two such chains $P, Q$ have the same $\beta$-function we wish to prove that they are finitely equivalent. To this end we show that $U(t) P^{t}=Q^{t} U(t)$ has a nontrivial matrix solution $U$ over the ring $\mathbb{Z}(\exp )$ of integral combinations of exponential functions. In fact we can force $U(t)$ to be strictly positive at any specified $t_{0}$. If $U(t)$ has entries from $\mathbb{Z}^{+}(\exp )$, the sub-semi-ring of positive integral combinations of exponential functions, then $P, Q$ are finitely equivalent. Many examples reinforce the conjecture that $U(t)$ may always be chosen over $\mathbb{Z}^{+}(\exp )$ when $P, Q$ have the same $\beta$-function. We relate the $\beta$-function to topological entropy, measure entropy and information variance.


## 0. Introduction

In recent years a number of ergodic theorists have directed their attention to classification problems which differ from the classical one by being restricted to shift spaces (usually with an invariant measure) and by the imposition of statestructure restraints on homomorphisms. We cite [1], [4], [7], [10], [14] and [15] as examples of papers which fall into this category. The first named author, in particular, has investigated a number of problems with the aid of what he has called the information cocycle. In [14] the second named author derived a new invariant by a limiting operation on the information cocycle and used it to investigate very strict forms of isomorphism for Markov chains. This invariant is an analytic function $\beta: \mathbb{R} \rightarrow \mathbb{R}^{+}$. In particular, if two Markov chains are finitely equivalent then they have the same $\beta$-function. Our aim is to study the $\beta$-function and to provide results which go some way towards establishing the converse of the last statement. We also illustrate the converse with examples which show that the invariant is well fitted (we conjecture perfectly fitted) to finite equivalence.

We start by giving some basic definitions. In § 2 we define the $\beta$-function and show that it is an invariant of finite equivalence. Examination of its derivatives reveals that it contains all invariants of finite equivalence known to us. Many of
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the properties established could be derived from the work of Ruelle in [12], but we give direct proofs for the sake of completeness.

Section 3 is purely topological and introduces the ideas and techniques that will be extended later to cover the measure-theoretic aspect of finite equivalence of Markov chains. Apart from the new proof of Furstenberg's lemma and some observations, this section is taken from [7].

In § 4 we confine our attention to so-called dichotomies. These are finite equivalences involving the measure-theoretic analogues of right and left resolving maps of Adler \& Marcus [1] (amalgamations and divisions in [7] and [15]). Given two stochastic matrices $M, P$ we ask for a commutative diagram which splits as in figure 1. Here, the entries of $M, P$ are raised to the power of $t, Q_{t}$ and $D_{t}$ are variable matrices depending on $t, A$ is an amalgamation matrix and $D_{t}$ has division shape. This situation obtains precisely when $M, P$ are finitely equivalent through right and left resolving maps. Analytically, it turns out that the commutative diagram (figure 2) can be split precisely when $U_{t}$ has for its entries non-negative integral combinations of exponential functions. In §5 we investigate the possibility of obtaining such a diagram when $M, P$ have the same $\beta$-function. It turns out that we can always obtain a diagram in which the entries of $U_{t}$ are integral combinations of exponential functions which reduce to positive integers at $t=0$. This result is not quite strong enough to establish a completely general classification theory. We have not been able to obtain non-negative integral combinations of exponentials. However, in the final section we describe a number of examples which illustrate our theory and which tend to indicate the possibility of a future complete theory.


Figure 2

Before turning to definitions, a few words about the special nature of dichotomies are in order. It seems that much work needs to be done to understand the nature and structure of bounded-to-one measure preserving continuous maps. Right and left resolving maps are by no means the most general. Adler \& Marcus have conjectured in [1], however, that all bounded-to-one continuous semi-conjugacies are compositions of finite sequences of such maps. (A recent unpublished result of B. Kitchens on the zeta function seems to be in line with this conjecture.) Right resolving (and left resolving) maps lie somewhere between the generality of bounded-to-one continuous maps and the speciality of bounded-to-one open maps. Indeed, it is not hard to prove that right resolving maps are (when interpreted on the level of one-sided shifts) precisely the bounded-to-one open maps semiconjugating a one-sided subshift of finite type to another. (A similar statement holds for left resolving maps.) Openness on the one-sided level does not imply openness on the two-sided level. These few remarks do little to clarify the general structure of semi-conjugating maps. They may be enough, however, to indicate that there is indeed a problem. The special choice of resolving maps in this paper (as in [1] and [7]) is dictated by the availability of relevant matrix theory, in particular the ideas centering on the results of Perron and Frobenius.

## 1. Preliminaries

Let $S$ be an $n \times n$ irreducible $0-1$ matrix. Give the set

$$
A(S)=\{1,2, \ldots, n\}
$$

the discrete topology and

$$
\Sigma=\prod_{-\infty}^{\infty} A(S)
$$

the product topology. Consider the subspace $X$ of $\Sigma$ defined by

$$
X=\left\{x=\left(x_{i}\right) \in \Sigma: S\left(x_{i}, x_{i+1}\right)=1, \forall i \in \mathbb{Z}\right\}
$$

The shift $S$ is defined by

$$
(S x)_{i}=x_{i+1} \quad \text { for } x=\left(x_{i}\right) .
$$

$S$ is a homeomorphism of the compact, metrizable space $X .(X, S)$ is called the topological Markov chain (or subshift of finite type) defined by the matrix $S$. The fact that we denote the defining matrix and the shift by the same symbol should not lead to any confusion. $\boldsymbol{A}(\boldsymbol{S})$ is called the state space (or the alphabet) of $(X, S)$. If $P$ is an $n \times n$ stochastic matrix compatible with the matrix $S$ (i.e. $P(i, j)=0$ iff $S(i, j)=0$ ), then the (shift invariant) Markov measure defined by $P$ has as its support the topological Markov chain defined by $S$. We shall always regard Markov measures as being defined on their supporting topological Markov chains. The sets

$$
\left[i_{0} \cdots i_{l}\right]^{m}=\left\{\left(x_{i}\right) \in X: x_{m}=i_{0}, x_{m+1}=i_{1}, \ldots, x_{m+l}=i_{l}\right\}
$$

$\left(l, m \in \mathbb{Z}, l \geq 0, i_{0}, \ldots, i_{l} \in A(S)\right)$ are cylinders. They are closed-open and they form a base for the topology of $\boldsymbol{X}$. Moreover, finite unions of cylinders give all closed-open subsets of $X$. Write $\left[i_{0} \cdots i_{l}\right]$ for $\left[i_{0} \cdots i_{l}\right]^{0}$. The state partition consists of the cylinders $[i], i \in A(S)$.

A topological Markov chain ( $X, S$ ) is said to be a finite extension of another, $(Y, T)$ (and $(Y, T)$ a finite factor of $(X, S)$ ) if there exists a bounded-to-one continuous surjection $\phi: X \rightarrow Y$ with $\phi S=T \phi$. Two topological Markov chains ( $Y_{1}, T_{1}$ ) and ( $Y_{2}, T_{2}$ ) are said to be finitely equivalent if they have a common finite extension.

Let $(X, S)$ and ( $Y, T$ ) be topological Markov chains and let $\phi: X \rightarrow Y$ be a continuous map with $\phi S=T \phi$. Then for each cylinder $[j], j \in A(T), \phi^{-1}([j])$ is closed-open, and therefore a finite union of cylinders. This allows us to find integers $k, l$ with $0 \leq l<k$ and a map $\phi_{0}: A(S)^{k} \rightarrow A(T)$ such that

$$
\phi(x)_{n+l}=\phi_{0}\left(x_{n}, x_{n+1}, \ldots, x_{n+k-1}\right)
$$

for all $n \in \mathbb{Z}$ whenever $x=\left(x_{n}\right) \in X$. (By composing $\phi$ with a power of the shift we may, and shall, assume that $l=0$.) In other words we may find an integer $k$ such that the image of any point is determined by looking at its blocks of length $k$-such a map is called a $k$-block map. If ( $Y_{1}, T_{1}$ ) and ( $Y_{2}, T_{2}$ ) are finitely equivalent topological Markov chains, we may choose their common extension so that the two factor maps are 1-block maps. (See [3] and [5].)

Let $\phi: X \rightarrow Y$ be a 1-block map between topological Markov chains $(X, S)$ and ( $Y, T$ ). Suppose $\phi$ is determined by the map $\phi_{0}: A(S) \rightarrow \boldsymbol{A}(T) . \phi$ is called right resolving if, given $\left(j_{0}, j_{1}\right) \in \boldsymbol{A}(T)^{2}$ with $T\left(j_{0}, j_{1}\right)=1$ and $i_{0} \in \phi_{0}^{-1}\left(j_{0}\right)$, there exists a unique $i_{1} \in \phi_{0}^{-1}\left(j_{1}\right)$ with $S\left(i_{0}, i_{1}\right)=1$. $\phi$ is called left resolving if, given $\left(j_{0}, j_{1}\right) \in A(T)^{2}$ with $T\left(j_{0}, j_{1}\right)=1$ and $i_{1} \in \phi_{0}^{-1}\left(j_{1}\right)$, there exists a unique $i_{0} \in \phi_{0}^{-1}\left(j_{0}\right)$ with $S\left(i_{0}, i_{1}\right)=1$. (See [1].)

A Markov chain $(X, S, m)$ is said to be a finite extension of another, $(Y, T, p)$ (and ( $Y, T, p$ ) a finite factor of ( $X, S, m$ )), if there exists a bounded-to-one continuous measure preserving surjection $\phi: X \rightarrow Y$ with $\phi S=T \phi$. Two Markov chains ( $Y_{1}, T_{1}, p_{1}$ ) and ( $Y_{2}, T_{2}, p_{2}$ ) are said to be finitely equivalent if they have a common Markov finite extension, $(X, S, m)$ say. This may be pictured as in figure 3.


Figure 3

Finite equivalence of topological Markov chains was introduced in [7], where topological entropy was shown to be a complete invariant for this equivalence relation. (This proof will be given in §3.) A refinement of finite equivalence was investigated by Adler \& Marcus [1]. A direct proof that finite equivalence of topological Markov chains is an equivalence relation may be found in [1]. Finite equivalence of Markov chains was proved in [14] to be an equivalence relation-the proof is a combination of the topological proof of [1] with the following lemma.

1. Lemma [14]. Let ( $Y, T, p$ ) be a Markov chain and ( $X, S$ ) a topological Markov chain. If $\phi: X \rightarrow Y$ is a bounded-to-one continuous surjection satisfying $\phi S=T \phi$
then on $(X, S)$ there is a unique invariant probability $m$ which makes $\phi$ measure preserving. $m$ is multiple Markov. If $\phi$ is a $k$-block map then $m$ has memory at most $k$.

The information cocycle of a Markov chain ( $X, S, m$ ) with state partition $\alpha$ is defined to be

$$
I_{S}=I\left(\alpha \mid S^{-1} \alpha\right)=-\sum_{i \in A(S)} \chi_{[i]} \log m\left([i] \mid S^{-1} \alpha\right)
$$

If ( $X, S, m$ ) is defined by the stochastic matrix $P$ with left invariant probability vector $p, p P=p$, then

$$
I_{S}=-\sum_{i, j \in \mathcal{A}(S)} \chi_{[i j]} \log \left(\frac{p(i) P(i, j)}{p(j)}\right) .
$$

The main result connecting information cocycles and finite factor maps is:
2. Theorem [8]. Let ( $X, S, m$ ) and ( $Y, T, p$ ) be Markov chains. If ( $Y, T, p$ ) is a finite factor of $(X, S, m)$ by $\phi: X \rightarrow Y$ then

$$
I_{S}=I_{T}{ }^{\circ} \phi+g^{\circ} S-g
$$

for some continuous $g: X \rightarrow \mathbb{R}$. If $\phi$ is a $k$-block map then $g$ is a function of (at most) $k$ coordinates, i.e.

$$
g(x)=g\left(x_{0}, \ldots, x_{k-1}\right) \quad \text { for } x=\left(x_{n}\right) \in X
$$

## 2. The $\beta$-function

Let $P=(P(i, j))$ be an irreducible stochastic matrix. For each $t \in \mathbb{R}$ consider the matrix $P^{t}$ whose $(i, j)$ entry is $P(i, j)^{t}$ when $P(i, j)>0$ and is zero otherwise, and let $\beta_{P}(t)$ be the maximum eigenvalue of $P^{t}$ given by the Perron-Frobenius theorem (see [13]). Thus $\beta_{P}$ is a positive function $\beta_{P}: \mathbb{R} \rightarrow \mathbb{R}^{+}$. Let $(X, S, m)$ be the Markov chain defined by $P$. The $\beta$-function of $(X, S, m)$ is $\beta_{S}=\beta_{P}$. Write $\Sigma_{n}\left(I_{S}\right)$ for $\sum_{i=0}^{n-1} I_{S}{ }^{\circ} S^{i}$.
3. Lemma. Let $(X, S, m)$ be a Markov chain and let $t \in \mathbb{R}$. Then

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \int \exp \left\{t \Sigma_{n}\left(I_{S}\right)\right\} d m=\log \beta_{S}(1-t)
$$

Proof. Suppose $(X, S, m)$ is defined by the matrix $P$ with left invariant vector $p$, $p P=p$. Then

$$
\Sigma_{n}\left(I_{S}\right)=-\sum_{i_{0}, \ldots, i_{n} \in A(S)} \chi_{\left[i_{0} \cdots i_{n}\right]} \log \left(\frac{p\left(i_{0}\right) P\left(i_{0}, i_{1}\right) P\left(i_{1}, i_{2}\right) \cdots P\left(i_{n-1}, i_{n}\right)}{p\left(i_{n}\right)}\right)
$$

and

$$
\begin{aligned}
\int \exp \left\{t \Sigma_{n}\left(I_{\mathrm{S}}\right)\right\} d m & =\int \sum_{i_{0}, \ldots, i_{n}} \chi_{\left[i_{0} \cdots i_{n}\right]}\left(\frac{p\left(i_{0}\right) P\left(i_{0}, i_{1}\right) \cdots P\left(i_{n-1}, i_{n}\right)}{p\left(i_{n}\right)}\right)^{-t} d m \\
& =\sum_{i_{0}, \ldots, i_{n}} p\left(i_{0}\right)^{1-t} p\left(i_{n}\right)^{t}\left(P\left(i_{0}, i_{1}\right) \cdots P\left(i_{n-1}, i_{n}\right)\right)^{1-t} .
\end{aligned}
$$

There exist constants $k, K$ such that

$$
0<k \leq p\left(i_{0}\right)^{1-t} p\left(i_{n}\right)^{t} \leq K
$$

for all $\left(i_{0}, i_{n}\right) \in A(S)^{2}$ hence

$$
\begin{aligned}
k \sum_{i_{0}, \ldots, i_{n}}\left(P\left(i_{0}, i_{1}\right) \cdots P\left(i_{n-1}, i_{n}\right)\right)^{1-t} & \leq \int \exp \left\{t \Sigma_{n}\left(I_{S}\right)\right\} d m \\
& \leq K \sum_{i_{0}, \ldots, i_{n}}\left(P\left(i_{0}, i_{1}\right) \cdots P\left(i_{n-1}, i_{n}\right)\right)^{1-t}
\end{aligned}
$$

and

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \int \exp \left\{t \Sigma_{n}\left(I_{S}\right)\right\} d m=\lim _{n \rightarrow \infty} \frac{1}{n} \log \sum_{i_{0}, \ldots, i_{n}}\left(P\left(i_{0}, i_{1}\right) \cdots P\left(i_{n-1}, i_{n}\right)\right)^{1-t},
$$

provided the last limit exists.
Choose a strictly positive vector $v$ such that

$$
P^{1-t} v=\beta_{S}(1-t) v
$$

This is possible by the Perron-Frobenius theorem. By an argument similar to the above,

$$
\begin{aligned}
\lim _{n \rightarrow \infty} & \frac{1}{n} \\
& \log \sum_{i_{0}, \ldots, i_{n}}\left(P\left(i_{0}, i_{1}\right) \cdots P\left(i_{n-1}, i_{n}\right)\right)^{1-t} \\
& =\lim _{n \rightarrow \infty} \frac{1}{n} \log \sum_{i_{0}, \ldots, i_{n}} P\left(i_{0}, i_{1}\right)^{1-t} \cdots P\left(i_{n-1}, i_{n}\right)^{1-t} v\left(i_{n}\right) \\
& =\lim _{n \rightarrow \infty} \frac{1}{n} \log \sum_{i_{0}, \ldots, i_{n-1}} P\left(i_{0}, i_{1}\right)^{1-t} \cdots P\left(i_{n-2}, i_{n-1}\right)^{1-t}\left(\sum_{i_{n}} P\left(i_{n-1}, i_{n}\right)^{1-t} v\left(i_{n}\right)\right) \\
& =\lim _{n \rightarrow \infty} \frac{1}{n} \log \sum_{i_{0}, \ldots, i_{n-1}} P\left(i_{0}, i_{1}\right)^{1-t} \cdots P\left(i_{n-2}, i_{n-1}\right)^{1-t} v\left(i_{n-1}\right) \beta_{S}(1-t) \\
& =\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\beta_{S}(1-t)^{n} \sum_{i_{0}} v\left(i_{0}\right)\right) \quad \text { (by repeating the last step } n \text { times) } \\
& =\log \beta_{S}(1-t) .
\end{aligned}
$$

4. Proposition [14]. Let ( $X, S, m$ ) and ( $Y, T, p$ ) be Markov chains. If ( $Y, T, p$ ) is a finite factor of $(X, S, m)$ then $\beta_{S}=\beta_{T}$.
Proof. Let $\phi: X \rightarrow Y$ be the finite factor map. By (2),

$$
I_{S}=I_{T} \circ \phi+g \circ S-g
$$

for some continuous $g: X \rightarrow \mathbb{R}$. Note that $g$ is bounded, as $X$ is compact. Using (3) we have, for any $t \in \mathbb{R}$,

$$
\begin{aligned}
\log \beta_{S}(1-t) & =\lim _{n \rightarrow \infty} \frac{1}{n} \log \int \exp \left\{t \Sigma_{n}\left(I_{S}\right)\right\} d m \\
& =\lim _{n \rightarrow \infty} \frac{1}{n} \log \int \exp \left\{t \Sigma_{n}\left(I_{T} \circ \phi\right)\right\} \cdot \exp \left\{t\left(g \circ S^{n}-g\right)\right\} d m \\
& =\lim _{n \rightarrow \infty} \frac{1}{n} \log \int \exp \left\{t \Sigma_{n}\left(I_{T}\right) \circ \phi\right\} d m \quad \text { (since } g \text { is bounded) } \\
& =\lim _{n \rightarrow \infty} \frac{1}{n} \log \int \exp \left\{t \Sigma_{n}\left(I_{T}\right)\right\} d p=\log \beta_{T}(1-t)
\end{aligned}
$$

5. Corollary [14]. If the Markov chains $\left(Y_{1}, T_{1}, p_{1}\right)$ and $\left(Y_{2}, T_{2}, p_{2}\right)$ are finitely equivalent, then $\beta_{T_{1}}=\beta_{T_{2}}$.

Fix a Markov chain ( $X, S, m$ ). We remark that

$$
\log \beta_{S}(t)=\mathscr{P}\left(-t I_{S}\right)
$$

the pressure of the function $-t I_{s}$. This is the form in which the invariant was presented in [14]. We have given a direct proof of (3). The result can also be deduced from Ruelle's operator theorem (see [12] and [14]). Next we shall discuss the properties of $\beta_{S}$, and it will be apparent that the function $\beta_{S}$ contains all invariants of finite equivalence known to us. In fact we know only two other invariants:

$$
h(S)=\int I_{S} d m
$$

is the entropy of the Markov chain ( $X, S, m$ ). (2) implies that entropy is an invariant of finite equivalence.

Let $v$ be a real-valued function depending on only two coordinates of $X$ and such that

$$
\int v d m=0
$$

Then

$$
\sigma^{2}(v)=\lim _{n \rightarrow \infty} \frac{1}{n} \int\left(\Sigma_{n} v\right)^{2} d m
$$

exists (see the next theorem).

$$
\sigma^{2}(S)=\sigma^{2}\left(I_{S}-h(S)\right)=\lim _{n \rightarrow \infty} \frac{1}{n} \int\left(\Sigma_{n} I_{S}-n h(S)\right)^{2} d m
$$

is called the information variance of $(X, S, m)$. Information variance was introduced as an invariant in [4]; that it is an invariant of finite equivalence follows from (2) by the results of [4]. For the existence and characterization of information variance we need:
6. Theorem [9]. Suppose the Markov chain ( $X, S, m$ ) is defined by an aperiodic matrix $P$ with invariant probability vector $p, p P=p$. Let $v$ be a real-valued function depending on only two coordinates of $X$ and such that

$$
\int v d m=0
$$

Then

$$
\sigma^{2}(v)=\int v^{2} d m+2 \sum_{i, j} p(i) c(j) P(i, j) v(i, j)
$$

where the vector $c$ is uniquely determined by the properties $P^{n} c \rightarrow 0($ as $n \rightarrow \infty)$ and

$$
(I-P) c=b, \quad b(i)=\sum_{j} P(i, j) v(i, j)
$$

7. Theorem. Let the Markov chain ( $X, S, m$ ) be defined by the irreducible stochastic matrix $P$ and $u$ be a real-valued function depending on two coordinates of $X$. Define
a positive function $\gamma: \mathbb{R} \rightarrow \mathbb{R}^{+}$by taking $\gamma(t)=\gamma_{u}(t)$ to be the maximum eigenvalue of the matrix

$$
(P(i, j) \exp \{t u(i, j)\})
$$

given by the Perron-Frobenius theorem. Then $\gamma$ is an analytic function,

$$
\gamma(0)=1, \quad \gamma^{\prime}(0)=\int u d m
$$

and

$$
\gamma^{\prime \prime}(0)=\sigma^{2}\left(u-\int u\right)+\left(\int u\right)^{2}
$$

Proof. Let $P$ be $k \times k$. Use the Perron-Frobenius theorem to find for each $t \in \mathbb{R}$ a unique probability vector

$$
p(t)=\left(p_{1}(t), \ldots, p_{k}(t)\right)
$$

such that

$$
\begin{equation*}
\sum_{i} p_{i}(t) P(i, j) \exp \{t u(i, j)\}=\gamma(t) p_{j}(t) \quad \text { for all } 1 \leq j \leq k \tag{*}
\end{equation*}
$$

That $\gamma$ is an analytic function follows, for example, from the work of Bhatia \& Mukherjea [2]. It is not hard to show that $p(t)$ is the normalization of the first row of the matrix

$$
\operatorname{adj}(\gamma(t) I-(P(i, j) \exp \{t u(i, j)\}))
$$

(see [13]). Since $\gamma(t)$ is analytic, it follows that $p(t)$ is also analytic. $\gamma(0)=1$ since $P$ is stochastic. Differentiating (*) with respect to $t$ we have

$$
\begin{equation*}
\gamma^{\prime}(t) p_{i}(t)+\gamma(t) p_{i}^{\prime}(t)=\sum_{i} p_{i}^{\prime}(t) P(i, j) \exp \{t u(i, j)\}+\sum_{i} p_{i}(t) P(i, j) u(i, j) \exp \{t u(i, j)\} \tag{**}
\end{equation*}
$$

Put $t=0$ in (**), sum over $j$, and observe that, since $\sum_{i} p_{i}(t) \equiv 1$, its derivative $\sum_{i} p_{j}^{\prime}(t) \equiv 0$ to obtain

$$
\begin{aligned}
\gamma^{\prime}(0) & =\sum_{i, j} p_{i}^{\prime}(0) P(i, j)+\sum_{i, j} p_{i}(0) P(i, j) u(i, j) \\
& =\sum_{i, j} p_{i}(0) P(i, j) u(i, j)=\int u d m .
\end{aligned}
$$

To prove

$$
\gamma^{\prime \prime}(0)=\sigma^{2}\left(u-\int u\right)+\left(\int u\right)^{2}
$$

we assume (for simplicity, the periodic case is similar) that $P$ is aperiodic. Put

$$
h=\int u d m=\sum_{i, j} p_{i}(0) P(i, j) u(i, j)
$$

and

$$
v(i, j)=u(i, j)-h
$$

Take

$$
b_{i}=\sum_{j} P(i, j) v(i, j)
$$

and use (6) to write

$$
(I-P) c=b
$$

where $c$ is uniquely determined by $P^{n} c \rightarrow 0$ (as $n \rightarrow \infty$ ). Clearly

$$
\sum_{i} p_{i}(0) b_{i}=\int v=0 .
$$

Since $P$ is aperiodic

$$
P^{n} \rightarrow\left(\begin{array}{c}
p(0) \\
\vdots \\
p(0)
\end{array}\right)
$$

the matrix with identical rows $p(0)$. Hence

$$
P^{n} c \rightarrow\left(\sum_{i} p_{i}(0) c_{i}\right)\left(\begin{array}{l}
1 \\
\vdots \\
1
\end{array}\right)=0
$$

i.e.

$$
\sum_{i} p_{i}(0) c_{i}=0 .
$$

Now using (**) we have

$$
\begin{aligned}
\sum_{i} p_{i}^{\prime}(0) c_{i} & =\sum_{i} \gamma(0) p_{j}^{\prime}(0) c_{j}+\gamma^{\prime}(0) \sum_{j} p_{i}(0) c_{j} \\
& =\sum_{i, j} p_{i}^{\prime}(0) P(i, j) c_{j}+\sum_{i, j} p_{i}(0) P(i, j) u(i, j) c_{i}
\end{aligned}
$$

i.e.

$$
\begin{equation*}
\sum_{i, j} p_{i}(0) P(i, j) u(i, j) c_{j}=\left\langle p^{\prime}(0),(I-P) c\right\rangle=\left\langle p^{\prime}(0), b\right\rangle . \tag{***}
\end{equation*}
$$

Differentiate (**) with respect to $t$, put $t=0$, sum over $j$, and observe that $\sum_{j} p_{j}^{\prime \prime}(t) \equiv 0$ also to obtain

$$
\begin{aligned}
\gamma^{\prime \prime}(0) & =2 \sum_{i, j} p_{i}^{\prime}(0) P(i, j) u(i, j)+\sum_{i, j} p_{i}(0) P(i, j) u(i, j)^{2} \\
& =2 \sum_{i} p_{i}^{\prime}(0)\left(b_{i}+h\right)+\int u^{2} \quad\left(\text { by the definition of } b_{i}\right) \\
& =2 \sum_{i} p_{i}^{\prime}(0) b_{i}+\int u^{2} \\
& =2 \sum_{i, j} p_{i}(0) P(i, j) u(i, j) c_{j}+\int u^{2} \quad(\text { by }(* * *)) \\
& =2 \sum_{i, j} p_{i}(0) P(i, j)(v(i, j)+h) c_{j}+\int(v+h)^{2} \\
& =2 \sum_{i, j} p_{i}(0) P(i, j) v(i, j) c_{j}+2 \sum_{i, j} p_{i}(0) P(i, j) c_{j} h+\int v^{2}+h^{2} \\
& =\sigma^{2}(v)+h^{2}+2 h \sum_{j} p_{i}(0) c_{j} \quad(\text { by }(6)) \\
& =\sigma^{2}(v)+h^{2} .
\end{aligned}
$$

8. Corollary. Let $(X, S, m)$ be a Markov chain. $\beta_{S}$ is an analytic function,

$$
\beta_{S}(1)=1, \quad \beta_{S}^{\prime}(1)=-h(S)
$$

and

$$
\boldsymbol{\beta}_{S}^{\prime \prime}(1)=\sigma^{2}(S)+h(S)^{2} .
$$

If $X$ does not consist of a single orbit, $\beta_{S}(t)$ is strictly decreasing to zero as $t \rightarrow \infty$.
Proof. Take $u(i, j)=-\log P(i, j)$ in (7) so that

$$
\gamma(t)=\beta_{S}(1-t),
$$

and apply the theorem. For the last part, let $t_{0}<t_{1}$. Then

$$
P^{t_{0}} \geq P^{t_{1}}
$$

and, if $X$ does not consist of a single orbit, equality does not hold. That

$$
\beta_{S}\left(t_{0}\right)>\beta_{S}\left(t_{1}\right)
$$

is then a consequence of the Perron-Frobenius theorem (see [13]). We omit the simple proof that $\beta_{S}(t) \rightarrow 0$ as $t \rightarrow \infty$.

We remark that in (7)

$$
\log \gamma(t)=P\left(-I_{S}+t u\right)
$$

the pressure of the function $-I_{S}+t u$. Using this observation, (7) and (8) may also be deduced from the work of Ruelle [12].

## 3. Finite equivalence of topological Markov chains

As we have already remarked, it was proved in [7] that topological entropy is a complete invariant for finite equivalence of topological Markov chains. In the next section we shall refine the techniques of [7] to (stochastic) Markov chains. We now study the construction of the (topological) finite equivalences in [7].

The main argument of [7] relies on a lemma of H. Furstenberg. We give a new proof of this lemma. The proof, which is algebraic, will be extended later. (See also [1] for an alternative proof.)
9. Lemma (Furstenberg). Let $S, T$ be irreducible non-negative integral matrices.
$S, T$ have the same maximum eigenvalue iff there exists a strictly positive integral matrix $U$ with $U S=T U$.

Proof. It is easy to see by using the Perron-Frobenius theorem that if $U S=T U$ for some strictly positive integral matrix $U$ then $S, T$ have the same maximum eigenvalue. Conversely, suppose $S$ and $T$ have the same maximum eigenvalue, $\beta$. Let $\chi_{s}, \chi_{T}$ be the characteristic polynomials of $S, T$ :

$$
\chi_{S}(\lambda)=\operatorname{det}(\lambda I-S), \quad \chi_{r}(\lambda)=\operatorname{det}(\lambda I-T) .
$$

Let $s(\lambda)$ be the first row of adj $(\lambda I-S)$, and let $\tau(\lambda)$ be the first column of $\operatorname{adj}(\lambda I-T)$. The entries of $\tau(\lambda), s(\lambda)$ and $\tau(\lambda) \cdot s(\lambda)$ belong to $\mathbb{Z}[\lambda]$, the ring of polynomials in $\lambda$ with integer coefficients. Moreover, $\tau(\beta)$ and $s(\beta)$ are strictly positive vectors (see [13]). Since

$$
\begin{aligned}
\operatorname{adj}(\lambda I-S) S & =\lambda \operatorname{adj}(\lambda I-S)-\chi_{s}(\lambda) I, \\
T \operatorname{adj}(\lambda I-T) & =\lambda \operatorname{adj}(\lambda I-T)-\chi_{T}(\lambda) I,
\end{aligned}
$$

we have

$$
\begin{equation*}
\tau(\lambda) s(\lambda) S-T \tau(\lambda) s(\lambda)=\chi_{T}(\lambda) B(\lambda)-\chi_{s}(\lambda) A(\lambda), \tag{*}
\end{equation*}
$$

where the matrices $A, B$ are over $\mathbb{Z}[\lambda]$.
We claim that there exists a monic polynomial $\chi \in \mathbb{Z}[\lambda]$ such that $\chi(\beta)=0$ and

$$
\chi_{S}=u \chi, \quad \chi_{T}=v_{X}
$$

for some $u, v \in \mathbb{Z}[\lambda]$. Using $\chi_{s}(\beta)=\chi_{T}(\beta)=0$ and the Euclidean properties of $\mathbb{Q}[\lambda]$ we can assert

$$
a_{\chi}=u^{\prime} \chi, \quad b \chi_{T}=v^{\prime} \chi
$$

where $a, b \in \mathbb{Z}, u^{\prime}, v^{\prime}, \chi \in \mathbb{Z}[\lambda], \chi$ is primitive and $\chi(\beta)=0$. Since $\mathbb{Z}[\lambda]$ is a unique factorization domain and $\chi$ is primitive, we see that $a \mid u^{\prime}$ and $b \mid v^{\prime}$ in $\mathbb{Z}[\lambda]$. Let $u, v \in \mathbb{Z}[\lambda]$ satisfy

$$
a u=u^{\prime}, \quad b v=v^{\prime},
$$

and note that $\chi_{s}$ is monic to complete the proof of our claim. Let $d \geq 1$ be the degree of $\chi$. Use the fact that $\chi$ is monic to reduce the polynomials in $\tau(\lambda) s(\lambda)$ modulo $\chi$ to obtain a matrix $V(\lambda)$ over $\mathbb{Z}[\lambda]$. Since $\chi \mid \chi_{s}$ and $\chi \mid \chi_{T}$ in $\mathbb{Z}[\lambda]$, we obtain from (*) an equation

$$
V(\lambda) S-T V(\lambda)=\chi(\lambda) C(\lambda),
$$

where the matrix $C(\lambda)$ is also over $\mathbb{Z}[\lambda]$. Write

$$
V(\lambda)=V_{0}+\lambda V_{1}+\cdots+\lambda^{d-1} V_{d-1}
$$

$V_{i}$ over $\mathbb{Z}$ for $i=0,1, \ldots, d-1$. Since $\chi(\lambda)$ has degree $d, C$ must be the zero matrix and we have

$$
V_{i} S=T V_{i} \quad \text { for } i=0,1, \ldots, d-1
$$

Let $\sigma$ be a strictly positive vector such that $S \sigma=\beta \sigma$. There exists an $i, 0 \leq i \leq d-1$, such that $V_{i} \sigma \neq 0$, for otherwise we would have $0=\tau(\beta) s(\beta) \sigma$, a product of strictly positive matrices. The matrix $U$ we require is obtained by modifying $V_{i}$. We assume that $S, T$ are aperiodic; the periodic case is similar. By Perron-Frobenius theory, $S^{n} / \beta^{n}$ tends to $\sigma s(\beta)$ as $n \rightarrow \infty$. Thus each row of $V_{i} S^{n} / \beta^{n}$ tends to a constant multiple of $s(\beta)$. Similarly, each column of

$$
V_{i} S^{n} / \beta^{n}=T^{n} V_{i} / \beta^{n}
$$

tends to a constant multiple of $\tau(\beta)$. It follows that either $V_{i} S^{n} / \beta^{n}$ tends to the zero matrix, or the entries of $V_{i} S^{n}$ are all non-zero and have the same sign for large $n$. But, since

$$
V_{i} S^{n} \sigma / \beta^{n}=V_{i} \sigma \neq 0,
$$

$V_{i} S^{n} / \beta^{n}$ cannot tend to the zero matrix. Hence we may find $n$ such that $V_{i} S^{n}$ is strictly positive or strictly negative. Accordingly, take

$$
U=V_{i} S^{n} \quad \text { or } \quad U=-V_{i} S^{n}
$$

As in [7], we shall use Williams' technique of splitting non-negative integral matrices into products of division and amalgamation matrices.

A rectangular 0-1 matrix is called a division matrix if its rows are non-trivial and each column contains exactly one non-zero entry. A $0-1$ matrix is called an amalgamation matrix if its transpose is a division matrix.
10. Proposition [15]. If $\boldsymbol{N}$ is a non-trivial non-negative integral matrix, then it can be written as $N=D A$, where $D$ is a division matrix and $A$ is an amalgamation matrix. This decomposition into the product of a division matrix with an amalgamation matrix is essentially unique in the sense that, if $N=D^{\prime} A^{\prime}$ also, then $D^{\prime}=D R$, $A^{\prime}=R^{-1} A$ for some permutation matrix $R$.

If $(X, S)$ is a topological Markov chain, the topological entropy of $(X, S)$ is given by $\log \beta$, where $\beta$ is the maximum eigenvalue of the matrix $S$. We shall use the following lemma (see [3], [7] or [8]):
11. Lemma. If $(X, S),(Z, W)$ are topological Markov chains and if $\phi: Z \rightarrow X$ is a continuous surjection with $\phi W=S \phi$ then $\phi$ is bounded-to-one iff the matrices $S, W$ have the same maximum eigenvalue.
12. Proposition [7]. Let $(X, S)$ and $(Z, W)$ be topological Markov chains. If their defining matrices satisfy $A S=W A$ for some amalgamation matrix $A$ then $(X, S)$ is a finite factor of $(Z, W)$ by a right resolving 1-block map.
Proof. Define $\phi_{0}: A(W) \rightarrow A(S)$ by putting $\phi_{0}\left(z_{0}\right)=x_{0}$ whenever $A\left(z_{0}, x_{0}\right)=1$. Since $A$ is an amalgamation, for each $z_{0} \in A(W)$ there exists a unique $x_{0} \in A(S)$ such that $A\left(z_{0}, x_{0}\right)=1$, and the map $\phi_{0}$ is well defined. Note that since $S$ is $0-1$ and $A$ an amalgamation, $A S=W A$ is $0-1$. If $W\left(z_{0}, z_{1}\right)=1$ then

$$
W\left(z_{0}, z_{1}\right) A\left(z_{1}, \phi_{0} z_{1}\right)=1
$$

so that

$$
\begin{aligned}
1 & =(W A)\left(z_{0}, \phi_{0} z_{1}\right)=(A S)\left(z_{0}, \phi_{0} z_{1}\right) \\
& =\boldsymbol{A}\left(z_{0}, \phi_{0} z_{0}\right) S\left(\phi_{0} z_{0}, \phi_{0} z_{1}\right) .
\end{aligned}
$$

Thus,

$$
W\left(z_{0}, z_{1}\right)=1 \quad \text { implies } \quad S\left(\phi_{0} z_{0}, \phi_{0} z_{1}\right)=1
$$

and the 1-block map $\phi: Z \rightarrow X$,

$$
\phi(z)=\left\{\phi_{0}\left(z_{i}\right)\right\} \quad \text { for } z=\left\{z_{i}\right\},
$$

is well defined. Clearly $\phi W=S \phi$. Given $x_{0}, x_{1} \in A(S)$ with $S\left(x_{0}, x_{1}\right)=1$ and $z_{0} \in A(W)$ with $\phi_{0} z_{0}=x_{0}$ we have

$$
\begin{aligned}
1 & =A\left(z_{0}, x_{0}\right) S\left(x_{0}, x_{1}\right)=(A S)\left(z_{0}, x_{1}\right) \\
& =(W A)\left(z_{0}, x_{1}\right)=W\left(z_{0}, z_{1}\right) A\left(z_{1}, x_{1}\right)
\end{aligned}
$$

for a uniquely defined $z_{1} \in A(W)$. It follows that $\phi$ is right resolving. Surjectivity follows from the right resolving property. Let $x=\left(x_{i}\right) \in X$. For each $n \geq 0$ use the right resolving property to find $z^{(n)} \in Z$ such that

$$
\left(\phi z^{(n)}\right)_{i}=x_{i} \quad \text { for } i \geq-n
$$

Any limit point $z$ of $z^{(n)}$ has $\phi z=x$. Finally, to see that $\phi$ is bounded-to-one note that $A S=W A$ implies that $S, W$ have the same maximum eigenvalue, and use (11).

Interchanging the roles of rows and columns in the above proof we obtain:
13. Proposition [7]. Let ( $Y, T$ ) and ( $Z, W$ ) be topological Markov chains. If their defining matrices satisfy $T D=D W$ for some division matrix $D$, then $(Y, T)$ is a finite factor of $(Z, W)$ by a left resolving 1-block map.

It is not hard to see that (12) gives all right resolving 1-block finite factor maps. Let $(X, S),(Z, W)$ be topological Markov chains and let $(X, S)$ be a finite factor of $(Z, W)$ by a right resolving 1-block map $\phi: Z \rightarrow X$, given by $\phi_{0}: A(W) \rightarrow A(S)$. Use $\phi_{0}$ to define an amalgamation $A_{0}$ by putting

$$
A_{0}\left(z_{0}, x_{0}\right)=1 \quad \text { iff } x_{0}=\phi_{0} z_{0}
$$

Then $A_{0} S=W A_{0}$ and $\phi$ is simply the map obtained from $A_{0} S=W A_{0}$ by (12). Similarly, if the topological Markov chain $(Y, T)$ is a finite factor of $(Z, W)$ by a left resolving 1 -block map $\psi$, then there exists a division matrix $D_{0}$ such that $T D_{0}=D_{0} W$ and $\psi$ is the map obtained from $T D_{0}=D_{0} W$ by (13). Consequently, if ( $Y, T$ ) and ( $X, S$ ) have a common finite extension $(Z, W)$ by 1 -block maps $\psi: Z \rightarrow Y$ and $\phi: Z \rightarrow X$ which are, respectively, left and right resolving, then there exists a non-trivial non-negative integer matrix $U$ satisfying $U S=T U$. (Take $U=D_{0} A_{0}$ above.)
14. Theorem [7]. Two topological Markov chains are finitely equivalent iff they have the same topological entropy (i.e. iff their defining matrices have the same maximum eigenvalue).
Proof. Finitely equivalent topological Markov chains have the same topological entropy as a result of (11). For the converse, let $(X, S),(Y, T)$ be topological Markov chains such that the matrices $S, T$ have the same maximum eigenvalue. Let $U$ be a non-trivial non-negative integral matrix satisfying $U S=T U$. By (9), such matrices exist. We shall also insist that $U$ is minimal in the following sense: if $U^{\prime}$ is a non-trivial integral matrix such that $0 \leq U^{\prime} \leq U$ and $U^{\prime} S=T U^{\prime}$, then $U^{\prime}=U$. Use (10) to decompose $U=D A, S=D_{1} A_{1}, T=D_{2} A_{2}$ into products of division matrices with amalgamation matrices and rewrite $A D_{1}=D_{3} A_{3}, A_{2} D=$ $D_{4} A_{4}$ to obtain the commutative diagram in figure 4.


Figure 4

Now $D D_{3} A_{3} A_{1}$ and $D_{2} D_{4} A_{4} A$ are two decompositions of $U S=T U$. (Note that the product of two divisions (resp. amalgamations) is a division (resp. amalgamation).) By (10), replacing $D_{4}, A_{4}$ by $D_{4} R, R^{-1} A_{4}$, where $R$ is a suitable permutation matrix, we may assume that

$$
D D_{3}=D_{2} D_{4} \quad \text { and } \quad A_{3} A_{1}=A_{4} A
$$

In other words we may assume that figure 5 is commutative. Defining $W=D_{3} A_{4}$, we see that $A S=W A$ and $T D=D W$. Since $A$ is an algamation and $S$ is $0-1$,


Figure 5
$A S=W A$ and $W$ must be $0-1$ matrices. The minimality condition on $U$ ensures that $W$ is irreducible. Suppose

$$
W=\left(\begin{array}{cc}
W_{a} & 0 \\
B & W_{b}
\end{array}\right)
$$

where $W_{a}$ is irreducible. Accordingly, write

$$
A=\binom{A_{a}}{A_{b}}
$$

Then

$$
A_{a} S=W_{a} A_{a}
$$

so that $W_{a}$ has the same maximum eigenvalue as $S$ and $T, \beta$ say. Now write

$$
D=\left(\begin{array}{ll}
D_{a} & D_{b}
\end{array}\right)
$$

to obtain

$$
D_{a} W_{a}+D_{b} B=T D_{a}
$$

and let $v$ be a strictly positive vector such that

$$
v T=\beta v
$$

Then

$$
\left(v D_{a}\right) W_{a}+v\left(D_{b} B\right)=\beta\left(v D_{a}\right)
$$

so that

$$
\left(v D_{a}\right) W_{a} \leq \beta\left(v D_{a}\right)
$$

The Perron-Frobenius theorem shows that

$$
\left(v D_{a}\right) W_{a}=\beta\left(v D_{a}\right)
$$

i.e.

$$
v\left(D_{b} B\right)=0 .
$$

It follows that

$$
B=0 \quad \text { and } \quad D_{a} W_{a}=T D_{a} .
$$

Now taking $U^{\prime}=D_{a} A_{a}$ we obtain a contradiction to the minimality of $U$, unless $W=W_{a}$. Hence $W$ is irreducible and we may apply (12) and (13) to conclude that the topological Markov chain it defines is a common finite extension of $(\boldsymbol{X}, \boldsymbol{S})$ and $(Y, T)$.

Let ( $X, S$ ), ( $Y, T$ ) be topological Markov chains of the same topological entropy. The proof of (14) provides a finite equivalence (figure 6), where the map $\phi$ is right resolving and $\psi$ is left resolving, i.e. we have a dichotomy. The next section is devoted to the measure-theoretic analogue of this situation.
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## 4. Dichotomy of Markov chains

Let $(X, S, m),(Y, T, p)$ be Markov chains. Consider the following dichotomy:
(a) $(X, S, m)$ and ( $Y, T, p$ ) are finitely equivalent by a diagram (figure 7),


Figure 7
where $\phi, \psi$ are 1 -block maps, $\phi$ is right resolving and $\psi$ is left resolving.
In this section we develop coding to establish necessary and sufficient conditions for $(a)$ to hold.
15. Lemma. Let $(Y, T, p),(Z, W, q)$ be Markov chains defined by the stochastic matrices $P, Q$ respectively. Let $\psi: Z \rightarrow Y$ be a bounded-to-one 1 -block surjection with $\psi W=T \psi$. Suppose $\psi$ is given by $\psi_{0}: A(W) \rightarrow A(T)$. Define a matrix $R$ compatible with $Q$ by setting

$$
R(i, j)= \begin{cases}0 & \text { if } Q(i, j)=0 \\ P\left(\psi_{0} i, \psi_{0} j\right) & \text { if } Q(i, j)>0\end{cases}
$$

Then $R$ has maximum eigenvalue 1 . Let $\rho$ be a strictly positive right invariant vector, $R \rho=\rho$, and let $P^{\prime}$ be the stochastic matrix with

$$
P^{\prime}(i, j)=\frac{R(i, j) \rho(j)}{\rho(i)}
$$

$\psi$ is measure preserving iff $Q=P^{\prime}$.
Proof. By (1), on the topological Markov chain ( $Z, W$ ) there is a unique Markov measure, given by the stochastic matrix $Q_{1}$, say, for which $\psi$ is measure preserving. By (2), there is a function $g$ depending on only one coordinate such that

$$
-\log Q_{1}(i, j)=-\log P\left(\psi_{0} i, \psi_{0} j\right)+g(j)-g(i)
$$

whenever $Q_{1}(i, j)>0$. Exponentiate, note that $Q$ and $Q_{1}$ are compatible matrices, and use the definition of $R$ to obtain

$$
Q_{1}(i, j)=\frac{R(i, j) \rho(j)}{\rho(i)}
$$

for some strictly positive $\rho: \boldsymbol{A}(W) \rightarrow \mathbb{R}$. Summing over $j$,

$$
\rho(i)=\sum_{j} R(i, j) \rho(j)
$$

so that $R$ has maximum eigenvalue $1, \rho$ is a corresponding eigenvector and $Q_{1}=P^{\prime}$. By the uniqueness in lemma 1, as a map between the Markov chains ( $Y, T, p$ ) and $(Z, W, q), \psi$ is measure preserving iff $Q=Q_{1}$, i.e. iff $Q=P^{\prime}$.
If $M$ is a non-negative matrix and $t \in \mathbb{R}, M^{t}$ will denote the matrix whose entries are the $t^{\prime}$ th powers of the entries of $M$. More precisely, the $(i, j)$ entry of $M^{t}$ is $M(i, j)^{t}$ when $M(i, j)>0$ and is zero otherwise. A rectangular non-negative matrix $D$ is said to have division shape if the compatible $0-1$ matrix $D^{0}$ is a division matrix. A rectangular non-negative matrix $D$ is called a stochastic division matrix if it is stochastic and if it has division shape. Amalgamation matrices are stochastic by definition. Amalgamation and stochastic division matrices characterize all 1block right resolving and left resolving finite factor maps between Markov chains:
16. Lemma. Let $(X, S, m)$ and $(Z, W, q)$ be Markov chains defined by the stochastic matrices $M$ and $Q$ respectively. If there exists an amalgamation matrix $A$ such that

$$
A M^{0}=Q^{0} A \quad \text { and } \quad A M=Q A
$$

then $(X, S, m)$ is a finite factor of $(Z, W, q)$ by a right resolving 1-block map. Proof. Define $\phi_{0}: A(W) \rightarrow A(S)$ by taking

$$
\phi_{0}\left(z_{0}\right)=x_{0} \quad \text { when } \quad A\left(z_{0}, x_{0}\right)=1
$$

According to (the proof of) (12), $\phi_{0}$ gives a well-defined 1-block map $\phi$ which is a right resolving bounded-to-one surjection of the topological Markov chain ( $Z, W$ ) onto $(X, S)$. Let $(i, j) \in A(W)^{2}$. Since $A$ is an amalgamation and $A M^{0}=Q^{0} A$ is $0-1$, we have for all allowable ( $i, j$ )

$$
\begin{aligned}
Q(i, j) & =Q(i, j) A\left(j, \phi_{0} j\right) \\
& =(Q A)\left(i, \phi_{0} j\right)=(A M)\left(i, \phi_{0} j\right)=M\left(\phi_{0} i, \phi_{0} j\right)
\end{aligned}
$$

and (15) shows that $\phi$ is measure preserving.
17. Lemma. Let $(Y, T, p)$ and $(Z, W, q)$ be Markov chains defined by the stochastic matrices $P, Q$ respectively. If there exists a stochastic division matrix $D$ such that

$$
P^{0} D^{0}=D^{0} Q^{0} \quad \text { and } \quad P D=D Q
$$

then $(Y, T, p)$ is a finite factor of $(Z, W, q)$ by a left resolving 1-block map.
Proof. Define $\psi_{0}: A(W) \rightarrow A(T)$ by taking $\psi_{0}\left(z_{0}\right)=y_{0}$ when $D\left(y_{0}, z_{0}\right)>0$. According to (13), $\psi_{0}$ gives a well-defined 1-block map $\psi$ which is a left resolving bounded-toone surjection of $(Z, W)$ onto $(Y, T)$. Let $(i, j) \in A(W)^{2}$. Since $D^{0}$ is a division matrix and $P^{0}$ is $0-1, P^{0} D^{0}=D^{0} Q^{0}$ is a $0-1$ matrix. Using this fact,

$$
\begin{aligned}
D\left(\psi_{0} i, i\right) Q(i, j) & =(D Q)\left(\psi_{0} i, j\right) \\
& =(P D)\left(\psi_{0} i, j\right)=P\left(\psi_{0} i, \psi_{0} j\right) D\left(\psi_{0} j, j\right)
\end{aligned}
$$

and, taking $f(i)=D\left(\psi_{0} i, i\right)$, we see that for all allowable $(i, j)$,

$$
Q(i, j)=\frac{P\left(\psi_{0} i, \psi_{0} j\right) f(j)}{f(i)}
$$

It follows that $f$ is a strictly positive eigenvector of the matrix

$$
R(i, j)=P\left(\psi_{0} i, \psi_{0} j\right)
$$

compatible with $Q$, and (15) shows that $\psi$ is measure preserving.
Companions (converses) to (16) and (17) are the following two lemmas:
18. Lemma. Let $(X, S, m)$ and $(Z, W, q)$ be Markov chains defined by the stochastic matrices $M$ and $Q$. Suppose ( $X, S, m$ ) is a finite factor of $(Z, W, q)$ by a right resolving 1-block map $\phi$. Then there exists an amalgamation matrix $A$ such that

$$
A M^{t}=Q^{t} A
$$

for all $t \in \mathbb{R}$ and $\phi$ is the map obtained from $A^{0}=Q^{0} A, A M=O A$ by (16).
Proof. Suppose $\phi$ is given by the map $\phi_{0}: A(W) \rightarrow A(S)$. Index by $A(W)$ and $A(S)$ the rows and columns respectively of an amalgamation matrix $A$ by putting

$$
A(i, j)=1 \quad \text { iff } j=\phi_{0} i .
$$

Since $\phi$ is right resolving, the matrix $R$,

$$
R\left(i_{0}, i_{1}\right)= \begin{cases}0, & \text { if } Q\left(i_{0}, i_{1}\right)=0 \\ M\left(\phi_{0} i_{0}, \phi_{0} i_{1}\right), & \text { otherwise }\end{cases}
$$

is stochastic and

$$
Q\left(i_{0}, i_{1}\right)=M\left(\phi_{0} i_{0}, \phi_{0} i_{1}\right)
$$

for all allowable $\left(i_{0}, i_{1}\right) \in \boldsymbol{A}(W)^{2}$. But

$$
\left(A M^{t}\right)(i, j)=M^{t}\left(\phi_{0} i, j\right)
$$

and

$$
\begin{aligned}
\left(Q^{t} A\right)(i, j) & =\sum_{i_{1}} Q^{t}\left(i, i_{1}\right) A\left(i_{1}, j\right) \\
& =Q^{t}\left(i, i_{1}\right)
\end{aligned}
$$

for a unique $i_{1}$ with $\phi_{0} i_{1}=j$, and the result follows.
19. Lemma. Let ( $Y, T, p)$ and $(Z, W, q)$ be Markov chains defined by the stochastic matrices $P$ and $Q$. Suppose ( $Y, T, p$ ) is a finite factor of $(Z, W, q)$ by a left resolving 1 -block map $\psi$. Then there exists a stochastic division matrix $D$ such that

$$
P^{t} D^{t}=D^{t} Q^{t}
$$

for all $t \in \mathbb{R}$ and $\psi$ is the map obtained from $P^{0} D^{0}=D^{0} Q^{0}, P D=D Q$ by (17).
Proof. Suppose $\psi$ is given by the map $\psi_{0}: A(W) \rightarrow \boldsymbol{A}(T)$. Let $p$ and $q$ be the left invariant probability vectors of $P$ and $Q, p P=p$ and $q Q=q$. (Usage of the same symbol for the invariant vector and Markov measures defined by the matrices should not lead to any confusion.) Define $D$ by putting

$$
D\left(\psi_{0} i, i\right)=\frac{q(i)}{p\left(\psi_{0} i\right)}
$$

and taking

$$
D(j, i)=0 \quad \text { when } j \neq \psi_{0} i .
$$

$D$ is a stochastic division matrix, since $\psi$ is measure preserving. We show $P^{t} D^{t}=D^{t} Q^{t}$ for all $t \in \mathbb{R}$.

Define a diagonal matrix $\tilde{q}$ by putting

$$
\tilde{q}(i, i)=q(i)
$$

and let

$$
Q^{*}=\tilde{q}^{-1} Q^{\mathrm{tr}} \tilde{q},
$$

where $Q^{\mathrm{tr}}$ is the transpose of $Q$. Then $Q^{*}$ is a stochastic square matrix and it defines a Markov chain $\left(Z^{*}, W^{*}, q^{*}\right)$, which is the inverse (shift) of ( $Z, W, q$ ). Similarly, define a diagonal matrix $\tilde{p}$ by putting

$$
\tilde{p}(j, j)=p(j)
$$

let

$$
P^{*}=\tilde{p}^{-1} P^{\operatorname{tr}} \tilde{p}
$$

and let ( $Y^{*}, T^{*}, p^{*}$ ) be the Markov chain defined by $P^{*}$. Then $\left(Y^{*}, T^{*}, p^{*}\right)$ is a finite factor of $\left(Z^{*}, W^{*}, q^{*}\right)$ by a right resolving 1 -block map defined by $\psi_{0}$. Applying (18) we see that the amalgamation $A$ defined by setting

$$
A(i, j)=1 \quad \text { iff } j=\psi_{0} i
$$

satisfies

$$
A\left(P^{*}\right)^{t}=\left(Q^{*}\right)^{t} A
$$

for all $t \in \mathbb{R}$, i.e.

$$
A \tilde{p}^{-t}\left(P^{t}\right)^{\mathrm{tr}} \tilde{p}^{t}=\tilde{q}^{-t}\left(Q^{t}\right)^{\mathrm{tr}} \tilde{q}^{t} A
$$

for all $t \in \mathbb{R}$. Transposing, we see that

$$
D=\tilde{p}^{-1} A^{\mathrm{tr}} \tilde{q}
$$

satisfies

$$
P^{t} D^{t}=D^{t} Q^{t}
$$

for all $t \in \mathbb{R}$.

Consider the product $D^{t} A$ where $D$ is a stochastic division matrix and $A$ is an amalgamation matrix. $D^{t} A$ is non-trivial and the entries of $D^{t} A$ are non-negative integral combinations of exponentials, i.e. its non-zero entries are finite sums

$$
\sum_{k} n_{k} \exp \left(a_{k} t\right), \quad a_{k} \in \mathbb{R}, \quad n_{k} \in \mathbb{Z}, \quad n_{k}>0 .
$$

Let $U=U_{t}$ be a matrix whose entries are functions of $\mathbb{R}$. $U$ is called a non-negative exponential matrix if all its entries are non-negative integral combinations of exponential functions.

Let $M, P$ be non-negative matrices. Consider the statement:
(b) There exists a non-trivial non-negative exponential matrix $U=U_{t}$ such that $U_{t} \boldsymbol{M}^{t}=P^{t} U_{t}$ for all $t \in \mathbb{R}$.

We may combine (18) and (19) to obtain:
20. Proposition. For Markov chains ( $X, S, m$ ) ( $Y, T, p$ ) defined respectively by the stochastic matrices $M, P,(a)$ implies ( $b$ ).

In fact, we shall see that $(a)$ and $(b)$ are equivalent. Williams' decomposition result for non-negative integral matrices, (10), may be extended to non-negative exponential matrices:
21. Proposition. If $U=U_{t}$ is a non-trivial non-negative exponential matrix, then there exists an amalgamation matrix $A$ and a non-negative matrix $D$ with division shape such that $U_{t}=D^{t} A$ for all $t \in \mathbb{R}$. This decomposition is essentially unique in the sense that if $U_{t}=D^{\prime \prime} A^{\prime}($ for all $t \in \mathbb{R})$, where $A^{\prime}$ is an amalgamation and $D^{\prime}$ has division shape, then $D^{\prime}=D R, A^{\prime}=R^{-1} A$ for some permutation matrix $R$.
Proof. First consider the non-trivial non-negative integer matrix $U_{0}$. Use (10) to write $U_{0}=D_{0} A$, where $D_{0}$ is a division matrix and $A$ is an amalgamation matrix. We shall define a non-negative matrix $D$ such that $D^{0}=D_{0}$ and $U_{t}=D^{\prime} A$ for all $t \in \mathbb{R}$. Take

$$
D(i, k)=0 \quad \text { if } D_{0}(i, k)=0
$$

Suppose $(i, j)$ is such that for some $n \geq 1$,

$$
U_{t}(i, j)=\exp \left(a_{1} t\right)+\cdots+\exp \left(a_{n} t\right)
$$

where $a_{1}, \ldots, a_{n} \in \mathbb{R}$ are not necessarily distinct. Then

$$
U_{0}(i, j)=n
$$

and from

$$
n=U_{0}(i, j)=\sum_{k} D_{0}(i, k) A(k, j)
$$

we see that in the $i$ 'th row of $D_{0}$ there are precisely $n$ places $(i, k)$ with $D_{0}(i, k)=1$ which are 'picked up' by the $j$ 'th column of $A$ (i.e. such that $A(k, j)=1$ also). Since $A$ is an amalgamation, no other column of $A$ 'picks up' the same places. Assign $\exp a_{1}, \ldots, \exp a_{n}$ one by one to these $n$ places. Note that, again because $A$ is an amalgamation, each place with $D_{0}(i, k)=1$ is picked up by some column of $A$. It follows that when we have gone through all $(i, j)$, the matrix $D$ is fully and well defined. It is clear that $D^{0}=D_{0}$ and that $U_{t}=D^{t} A$ for all $t \in \mathbb{R}$.

Now let $U_{t}=D^{\prime t} A^{\prime}$ be another decomposition where $A^{\prime}$ is an amalgamation matrix and $D^{\prime}$ is a non-negative matrix of division shape. Putting $t=0$ and using the uniqueness in (10) we see that, by supplementing with a permutation, we may assume $D^{\prime 0}=D^{0}, A^{\prime}=A$. In other words, we may take $D^{\prime \prime} A$ to be the new decomposition and $D^{\prime 0}=D^{0}$. We shall show that there is a permutation matrix $R$ such that $D^{\prime}=D R, D^{0}=D^{0} R$ and $A=R^{-1} A$.

Let $(i, j)$ satisfy $U_{0}(i, j)=n>0$. Using

$$
U_{t}=D^{\prime t} A=D^{t} A
$$

and the fact that

$$
D^{\prime 0}=D^{0}
$$

we see that there are $k_{1}, \ldots, k_{n}$ such that

$$
D^{0}\left(i, k_{1}\right)=\cdots=D^{0}\left(i, k_{n}\right)=1=A\left(k_{1}, j\right)=\cdots=A\left(k_{n}, j\right)
$$

and

$$
D\left(i, k_{1}\right)^{t}+\cdots+D\left(i, k_{n}\right)^{t}=D^{\prime}\left(i, k_{1}\right)^{t}+\cdots+D^{\prime}\left(i, k_{n}\right)^{t}
$$

for all $t \in \mathbb{R}$. It follows that there exists a permutation $\Pi$ of $\{1, \ldots, n\}$ such that

$$
D^{\prime}\left(i, k_{\Pi(l)}\right)=D\left(i, k_{l}\right)
$$

for all $l \in\{1, \ldots, n\}$. Let $R_{i j}$ be the matrix which permutes columns $k_{1}, \ldots, k_{n}$ of $D^{\prime}$ according to $\Pi$, and fixes all other columns. It is clear that

$$
D^{0} R_{i j}=D^{0}, \quad R_{i j}^{-1} A=A
$$

and that

$$
\left(D^{\prime} R_{i j}\right)\left(i, k_{l}\right)=D\left(i, k_{l}\right)
$$

for all $l \in\{1, \ldots, n\}$. As $D^{0}$ is a division matrix and $A$ an amalgamation, for any $l \in\{1, \ldots, n\}$

$$
D^{0}\left(i^{\prime}, k_{l}\right)=A\left(k_{l}, j^{\prime}\right)=1
$$

implies

$$
\left(i^{\prime}, j^{\prime}\right)=(i, j)
$$

Thus none of the columns $k_{1}, \ldots, k_{n}$ are involved for pairs other than $(i, j)$, and for $\left(i^{\prime}, j^{\prime}\right) \neq(i, j)$ the matrix $R_{i^{\prime} j^{\prime}}$ leaves the columns $k_{1}, \ldots, k_{n}$ fixed. Moreover, since $A$ is an amalgamation matrix, for each pair $(i, k)$ with $D^{0}(i, k)=1$ there exists $j$ such that $A(k, j)=1$. It is now clear that if we let $R$ be the product of all the permutation matrices $R_{i j}$ as (i,j) runs through all possibilities with $U_{0}(i, j)>0$, then

$$
D^{\prime} R=D, \quad R^{-1} A=A \quad \text { and } \quad D^{0} R=D^{0}
$$

Note that the product of two matrices of division shape again has division shape. Furthermore, if $D=D_{1} D_{2}$, where $D_{1}, D_{2}$ have division shape, then $D^{t}=D_{1}^{t} D_{2}^{t}$ for all real $t$. We may now prove:
22. Theorem. For Markov chains ( $X, S, m$ ), ( $Y, T, p$ ) defined respectively by the stochastic matrices $M, P,(a)$ and $(b)$ are equivalent conditions.
Proof. In one direction the result is an immediate consequence of (18) and (19), and has already been given as proposition (20). For the converse, let $U=U_{t}$ be a
non-trivial non-negative exponential matrix such that

$$
U_{t} M^{t}=P^{t} U_{t}
$$

for all $t \in \mathbb{R}$. Taking $t=1$ and using the fact that $M$ is stochastic,

$$
U_{1} \mathbf{1}=P\left(U_{1} \mathbf{1}\right)
$$

where 1 is a column vector consisting of ones. Since $P$ is stochastic, the PerronFrobenius theorem shows that the entries of the vector $U_{1} 1$ must all be the same number, $c$ say. $c \neq 0$ as $U_{1}$ is non-trivial. Hence the rows of $U_{1}$ all have the same sum $c \neq 0$. Dividing $U_{t}$ by $c^{t}$, we may assume that $U_{1}$ is stochastic. We shall also insist that $U=U_{t}$ is minimal in the following sense. If $U^{\prime}=U_{t}^{\prime}$ is a non-trivial non-negative exponential matrix such that

$$
U_{t}^{\prime} M^{t}=P^{t} U_{t}^{\prime}
$$

(for all real $t$ ) and ( $U_{t}-U_{t}^{\prime}$ ) is also a non-negative exponential matrix, then

$$
U^{\prime} \equiv U
$$

Use (21) to decompose

$$
U_{t}=D^{t} A, \quad M^{t}=D_{1}^{t} A_{1}, \quad P^{t}=D_{2}^{t} A_{2}
$$

and to rewrite

$$
A D_{1}^{t}=D_{3}^{t} A_{3}, \quad A_{2} D^{t}=D_{4}^{t} A_{4},
$$
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where $A, A_{1}, A_{2}, A_{3}, A_{4}$ are amalgamation matrices and $D, D_{1}, D_{2}, D_{3}, D_{4}$ have division shape. We have the commutative diagram of figure 8 . Now

$$
D^{t} D_{3}^{t} A_{3} A_{1}=\left(D D_{3}\right)^{t} A_{3} A_{1}
$$

and

$$
D_{2}^{t} D_{4}^{t} A_{4} A=\left(D_{2} D_{4}\right)^{t} A_{4} A
$$

are two decompositions of $U_{t} M^{t}=P^{t} U_{t}$. By (21), replacing $D_{4}, A_{4}$ by $D_{4} R, R^{-1} A_{4}$, where $R$ is a suitable permutation matrix, we may assume that

$$
D D_{3}=D_{2} D_{4} \quad \text { and } \quad A_{3} A_{1}=A_{4} A
$$
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In other words, we may assume that figure 9 is commutative. Define $Q=D_{3} A_{4}$. Since $A M^{0}=\left(D_{3}^{0} A_{4}\right) A$ and $A$ is an amalgamation, $D_{3}^{0} A_{4}$ is a $0-1$ matrix. It follows that

$$
Q^{t}=D_{3}^{t} A_{4}, \quad A M^{t}=Q^{t} A \quad \text { and } \quad P^{t} D^{t}=D^{t} Q^{t}
$$

for all $t \in \mathbb{R}$. $Q$ is a stochastic matrix as $M, D_{1}$ and $D_{3}$ are stochastic. $D$ is stochastic since $U_{1}$ is. The minimality condition on $U=U_{t}$ ensures that $Q$ is irreducible: Suppose

$$
Q^{t}=\left(\begin{array}{cc}
Q_{a}^{t} & 0 \\
B^{t} & Q_{b}^{t}
\end{array}\right)
$$

where $Q_{a}$ is irreducible and accordingly write

$$
A=\binom{A_{a}}{A_{b}}, \quad D^{t}=\left(\begin{array}{ll}
D_{a}^{t} & D_{b}^{t}
\end{array}\right)
$$

Considering the case $t=0$ and repeating the argument in the proof of (14), we see that $B^{0}$ is zero, i.e. $B$ is a zero matrix. Hence

$$
A_{a} M^{t}=Q_{a}^{t} A_{a} \quad \text { and } \quad P^{t} D_{a}^{t}=D_{a}^{t} Q_{a}^{t}
$$

for all real $t$. Taking

$$
U^{\prime}=U_{t}^{\prime}=D_{a}^{t} A_{a}
$$

we obtain a contradiction to the minimality of $U=U_{t}$, unless $Q=Q_{a}$. Hence $Q$ is also irreducible and we may apply (16) and (17) to conclude from $A M^{t}=Q^{t} A$, $P^{t} D^{t}=D^{t} Q^{t}$ that the Markov chain defined by $Q$ is a common finite extension of ( $X, S, m$ ) and ( $Y, T, p$ ) by 1-block maps which are, respectively, right and left resolving.

It can be shown that the technique used in the proof of (22) works only for (matrices very closely related to) non-negative exponential matrices.

Let $V=V_{t}$ be a non-trivial matrix whose entries are real-valued functions defined on a set $I \subset \mathbb{R}, 0 \in I, I \neq\{0\}$. Let $V_{0}$ be non-negative integral. Suppose there exists a decomposition $V_{t}=D_{t} A$, where $A$ is an amalgamation matrix, $D_{0}$ is a division
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matrix and $D_{t}^{0}=D_{0}$ for $t \in I$. Suppose also that there exists a matrix $Q=Q_{t}$ such that $Q_{0}$ is non-negative, irreducible and integral, $Q_{t}^{0}=Q_{0}$ for $t \in I$ and figure 10 commutes. Then figure 10 may be used to show that $(X, S, m)$ and ( $Y, T, p$ ) satisfy (a). However, it can also be proved (by arguments similar to those used at the beginning of this section) that there is then a function $f: I \rightarrow \mathbb{R}$ and a non-negative exponential matrix $U=U_{t}$ such that

$$
V_{t}=f(t) U_{t} \quad \text { for } t \in I
$$

and

$$
U_{t} M^{t}=P^{t} U_{t} \quad \text { for all } t \in \mathbb{R} .
$$

The decomposition of (21) could have been given in the form $D \Delta^{t} A$, where $D$ is a division matrix, $A$ is an amalgamation and $\Delta$ is a (real-valued) non-negative diagonal matrix. Then, in the proof of (22) we would have obtained a commutative diagram (figure 11), where the $D$ 's are division matrices, $A$ 's are amalgamations and the $\Delta$ 's are non-negative diagonal matrices.
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5. A necessary and sufficient condition for $\beta_{M}=\beta_{P}$

In $\S 2$ we defined the function $\beta_{M}$ for an irreducible stochastic matrix $M$. The same definition may be used if $M$ is just an irreducible non-negative matrix (whether or
not it is stochastic): $\beta_{M}(t)$ is defined to be the maximum eigenvalue of $M^{t}$ given by the Perron-Frobenius theorem. Again, $\beta_{M}$ is an analytic function. In this section we fix two irreducible non-negative matrices $M, P$ and show that a necessary and sufficient condition for $\beta_{M}=\beta_{P}$ is:
(c) There exists a matrix $U=U_{t}$, whose entries are integral combinations of exponential functions, such that $U_{t}$ is strictly positive in a neighbourhood of 0 and $U_{t} M^{t}=P^{t} U_{t}$ for all $t \in \mathbb{R}$.
If $U=U_{t}$ satisfies $U_{t} M^{t}=P^{t} U_{t}$ and is strictly positive in a neighbourhood of 0 then $\beta_{M}(t)=\beta_{P}(t)$ in this neighbourhood of 0 , by a standard argument using the Perron-Frobenius theorem. Since $\beta_{M}, \beta_{P}$ are analytic, it follows that $\beta_{M} \equiv \beta_{P}$. Thus, (c) readily implies $\beta_{M}=\beta_{P}$. The rest of this section is devoted to the proof of the converse.

The ring $\mathbb{Z}\left[x_{1}, \ldots, x_{k}\right]$ of polynomials over $\mathbb{Z}$ in $k$ indeterminates $x_{1}, \ldots, x_{k}$ is a unique factorization domain. (See [16].) In the following, a monomial shall mean a polynomial of the form

$$
x_{1}^{n_{1}} x_{2}^{n_{2}} \cdots x_{k}^{n_{k}}
$$

where $n_{1} \geq 0, \ldots, n_{k} \geq 0, n_{1}, \ldots, n_{k} \in \mathbb{Z}$. The monomials $N$ form a multiplicative system (see [16]) and the ring $\mathbb{Z}\left[x_{1}, \ldots, x_{k}\right]_{N}$ of elements of $\mathbb{Z}\left[x_{1}, \ldots, x_{k}\right]$ divided by elements of $N$ is also a unique factorization domain. The units of $R=\mathbb{Z}\left[x_{1}, \ldots, x_{k}\right]_{N}$ are ratios of monomials.
23. Lemma. If $g_{1}, \ldots, g_{k}$ are integrally independent real numbers, then the ring of integral combinations of functions $\exp (h t)$ with $h$ an integral combination of $g_{1}, \ldots, g_{k}$ is isomorphic to $\mathbb{Z}\left[x_{1}, \ldots, x_{k}\right]_{N}$.
Proof. Define

$$
x_{i}=\exp \left(g_{i} t\right) \quad(i=1, \ldots, k)
$$

so that if

$$
h=n_{1} g_{1}+\cdots+n_{k} g_{k},
$$

$n_{1}, \ldots, n_{k} \in \mathbb{Z}$ we have

$$
\exp (h t)=x_{1}^{n_{1}} x_{2}^{n_{2}} \cdots x_{k}^{n_{k}}=\mu / \nu
$$

for some $\mu, \nu \in N$. It is then clear that any integral combination of functions $\exp (h t)$ is a polynomial in $\mathbb{Z}\left[x_{1}, \ldots, x_{k}\right]$ divided by an element of $N$, i.e. takes the form of an element of $\mathbb{Z}\left[x_{1}, \ldots, x_{k}\right]_{N}$. To complete the proof it suffices to show that, if $m_{1}, \ldots, m_{l} \in \mathbb{Z}$ and distinct $h_{1}, \ldots, h_{l}$ satisfy

$$
m_{1} \exp \left(h_{1} t\right)+\cdots+m_{l} \exp \left(h_{l} t\right) \equiv 0
$$

then

$$
m_{1}=m_{2}=\cdots=m_{l}=0 .
$$

This is well known. In fact, successive differentiation and evaluation at $t=0$ yields a Vandermonde matrix

$$
\left(\begin{array}{ccc}
1 & \cdots & 1 \\
h_{1} & \cdots & h_{l} \\
\vdots & & \\
h_{1}^{i-1} & \cdots & h_{l}^{l-1}
\end{array}\right)
$$

which has non-zero determinant.
24. Corollary. If $p \in \mathbb{Z}\left[x_{1}, \ldots, x_{k}\right]_{N}$ satisfies

$$
p\left(\exp \left(g_{1} t\right), \ldots, \exp \left(g_{k} t\right)\right) \equiv 0
$$

then $p=0$.
In the following we take $\beta(t)$ to be a real analytic function.
25. Lemma. If $\chi_{M}, \chi_{P} \in R[\lambda]$ (where $R=\mathbb{Z}\left[x_{1}, \ldots, x_{k}\right]_{N}$ ) are monic polynomials such that

$$
\chi_{M}\left(\exp \left(g_{1} t\right), \ldots, \exp \left(g_{k} t\right), \beta(t)\right) \equiv \chi_{P}\left(\exp \left(g_{1} t\right), \ldots, \exp \left(g_{k} t\right), \beta(t)\right) \equiv 0
$$

then $\chi_{M}=u \chi, \chi_{P}=v \chi$, where $\chi, u, v \in R[\lambda]$,

$$
\chi\left(\exp \left(g_{1} t\right), \ldots, \exp \left(g_{k} t\right), \beta(t)\right) \equiv 0
$$

and $\chi$ is monic.
Proof. Using the Euclidean properties of the ring of polynomials over the quotient field of $R$ we can assert

$$
a_{\chi_{M}}=u^{\prime} \chi, \quad b_{\chi_{P}}=v^{\prime} \chi
$$

where $a, b \in R, \chi, u^{\prime}, v^{\prime} \in R[\lambda], \chi$ is primitive and

$$
c \chi=u^{\prime \prime} \chi_{M}+v^{\prime \prime} \chi_{P}
$$

for some non-zero $c \in R$ and $u^{\prime \prime}, v^{\prime \prime} \in R[\lambda]$.
Substituting

$$
x_{1}=\exp \left(g_{1} t\right), \ldots, x_{k}=\exp \left(g_{k} t\right), \quad \lambda=\beta(t)
$$

we see that $c_{\chi}$ vanishes for all $t \in \mathbb{R}$. If $c$ vanishes for infinitely many $t$ near zero then $c$ vanishes for all $t$ and, by (24), $c=0$, which is not the case. Thus $\chi$ vanishes for infinitely many $t$ near zero and therefore

$$
\chi\left(\exp \left(g_{1} t\right), \ldots, \exp \left(g_{k} t\right), \beta(t)\right) \equiv 0
$$

Since $R[\lambda]$ is a unique factorization domain and $\chi$ is primitive, we see from ( $\dagger$ ) that $a \mid u^{\prime}$ and $b \mid v^{\prime}$ in $R[\lambda]$. Thus, in fact,

$$
\chi_{M}=u X, \quad \chi_{P}=v \chi
$$

for some $u, v \in R[\lambda]$. Finally, as $\chi_{M}$ is monic, the leading coefficient of $\chi$ must be a unit and may be taken to be 1 .

Now we return to the two irreducible non-negative matrices, $M, P$ with the same $\beta$-function, $\beta(t)$. Let $G$ be a finitely generated subgroup of $\mathbb{R}$ containing all $\log M(i, j), \log P(l, n)(M(i, j) \neq 0, P(l, n) \neq 0)$ and let $g_{1}, \ldots, g_{k}$ be a free basis for G. Put

$$
x_{1}=\exp \left(g_{1} t\right), \ldots, x_{k}=\exp \left(g_{k} t\right)
$$

Then $M(i, j)^{t}, P(l, n)^{t}$ are ratios of elements of $N$, the set of monomials in $x_{1}, \ldots, x_{k}$. In particular, $M(i, j)^{t}, P(l, n)^{t}$ belong to $R=\mathbb{Z}\left[x_{1}, \ldots, x_{k}\right]_{N}$.

Let $\chi_{M}, \chi_{P}$ be the characteristic polynomials of $M, P$ :

$$
\chi_{M}(\lambda)=\operatorname{det}\left(\lambda I-M^{t}\right), \quad \chi_{P}(\lambda)=\operatorname{det}\left(\lambda I-P^{t}\right)
$$

Clearly $\chi_{M}, \chi_{P} \in R[\lambda]$. Let $m(\lambda)$ be the first row of adj $\left(\lambda I-M^{t}\right)$ and let $\pi(\lambda)$ be the first column of $\operatorname{adj}\left(\lambda I-P^{t}\right)$. The entries of $m(\lambda), \pi(\lambda)$ and $\pi(\lambda) \cdot m(\lambda)$ belong to $R[\lambda]$. Moreover, $\pi(\beta(t))$ and $m(\beta(t))$ are strictly positive (see [13]). Since

$$
\begin{aligned}
\operatorname{adj}\left(\lambda I-M^{t}\right) M^{t} & =\lambda \operatorname{adj}\left(\lambda I-M^{t}\right)-\chi_{M}(\lambda) I, \\
P^{t} \operatorname{adj}\left(\lambda I-P^{t}\right) & =\lambda \operatorname{adj}\left(\lambda I-P^{t}\right)-\chi_{P}(\lambda) I,
\end{aligned}
$$

we have for any matrix $L$ over $R[\lambda]$ (of appropriate dimension)

$$
\operatorname{adj}\left(\lambda I-P^{t}\right) L \operatorname{adj}\left(\lambda I-M^{t}\right) M^{t}-P^{t} \operatorname{adj}\left(\lambda I-P^{t}\right) L \operatorname{adj}\left(\lambda I-M^{t}\right)=\chi_{P} B-\chi_{M} A,
$$

where $A$ and $B$ are suitable matrices over $R[\lambda]$. We take $L$ to be the matrix with 1 in the top left-hand corner and zero elsewhere so that

$$
\operatorname{adj}\left(\lambda I-P^{t}\right) L \operatorname{adj}\left(\lambda I-M^{t}\right)=\pi(\lambda) m(\lambda)
$$

and we have

$$
\begin{equation*}
\pi(\lambda) m(\lambda) M^{t}-P^{t} \pi(\lambda) m(\lambda)=\chi_{P}(\lambda) B(\lambda)-\chi_{M}(\lambda) A(\lambda) \tag{*}
\end{equation*}
$$

As $\beta(t)$ is the common $\beta$-function of $M$ and $P$,

$$
\chi_{M}\left(\exp \left(g_{1} t\right), \ldots, \exp \left(g_{k} t\right), \beta(t)\right) \equiv \chi_{P}\left(\exp \left(g_{1} t\right), \ldots, \exp \left(g_{k} t\right), \beta(t)\right) \equiv 0
$$

Let $\chi \in R[\lambda]$ be the monic polynomial of (25) which divides both $\chi_{M}$ and $\chi_{P}$ in $R[\lambda]$ and satisfies

$$
\chi\left(\exp \left(g_{1} t\right), \ldots, \exp \left(g_{k} t\right), \beta(t)\right) \equiv 0 .
$$

Let $d \geq 1$ be the degree of $\chi$. Use the fact that $\chi$ is monic to reduce the polynomials in $\pi(\lambda) m(\lambda)$ modulo $\chi$ to obtain a matrix $V(\lambda)$ over $R[\lambda]$,

$$
V(\lambda)=V_{0}+\lambda V_{1}+\cdots+\lambda^{d-1} V_{d-1}
$$

where $V_{0}, \ldots, V_{d-1}$ are matrices over $R$. From (*) we obtain an equation

$$
V(\lambda) M^{t}-P^{t} V(\lambda)=\chi(\lambda) C(\lambda)
$$

where the matrix $C$ is over $R[\lambda]$. Since $\chi$ is of degree $d, C$ must be the zero matrix and we have

$$
V_{i} M^{t}=P^{t} V_{i} \quad \text { for } i=0,1, \ldots, d-1
$$

We now assume that $M$ and $P$ are aperiodic; the periodic case is similar. Put $t=0$ to obtain integral matrices. Repeating the argument at the end of the proof of (9), we see that there exists $i, 0 \leq i \leq d-1$, and a non-negative integer $n$ such that $V_{i}\left(\boldsymbol{M}^{t}\right)^{n}$ or $-V_{i}\left(\boldsymbol{M}^{t}\right)^{n}$ reduces to a strictly positive integral matrix at $t=0$. Accordingly, take

$$
U=V_{i}\left(M^{t}\right)^{n} \quad \text { or } \quad U=-V_{i}\left(M^{t}\right)^{n}
$$

(Of course, $\left(M^{t}\right)^{n}$ denotes the $n$ 'th power under matrix multiplication of $M^{t}$.) Clearly $U=U_{t}$ satisfies

$$
U_{t} M^{t}=P^{t} U_{t}
$$

for all real $t$. $U$ is over $R$ and strictly positive at $t=0$. It follows that the entries of $U=U_{t}$ are integral combinations of exponential functions and $U_{t}$ is strictly positive in a neighbourhood of zero. We have completed the proof of:
26. Theorem. For two irreducible non-negative matrices $M$ and $P, \beta_{M}=\beta_{P}$ iff (c) holds.
27. Remark. Above, \{matrices $U$ over $R: U M^{t}=P^{t} U$ \} is a finitely generated $R$-module. This follows from the fact that $\mathbb{Z}\left[x_{1}, \ldots, x_{k}\right]$ ideals are finitely generated (see [16]). In the proof of (26) we obtained an element

$$
U= \pm V_{i}\left(M^{t}\right)^{n}
$$

of this module which is positive at $t=0$. It is not difficult to see that this $U$ is an $R$-combination of $V_{0}, V_{1}, \ldots, V_{d-1}$. Indeed, we only have to check that for each $j, 0 \leq j \leq d-1, V_{i} M^{t}$ is an $R$-combination of $V_{0}, V_{1}, \ldots, V_{d-1}$. In fact,

$$
\pi(\lambda) m(\lambda) M^{t}=\lambda \pi(\lambda) m(\lambda) \quad \bmod \chi
$$

so that

$$
V(\lambda) M^{t}=\lambda V(\lambda) \quad \bmod \chi .
$$

Letting

$$
\chi(\lambda)=\lambda^{d}-\left(c_{0}+c_{1} \lambda+\cdots+c_{d-1} \lambda^{d-1}\right)
$$

with $c_{0}, \ldots, c_{d-1} \in R$, we have

$$
\begin{aligned}
\left(V_{0}+\lambda V_{1}+\cdots\right. & \left.+\lambda^{d-1} V_{d-1}\right) M^{t} \\
& =\lambda\left(V_{0}+\lambda V_{1}+\cdots+\lambda^{d-1} V_{d-1}\right) \bmod \chi \\
& =\lambda V_{0}+\cdots+\lambda^{d-1} V_{d-2}+\left(c_{0}+\cdots+c_{d-1} \lambda^{d-1}\right) V_{d-1} \bmod \chi \\
& =c_{0} V_{d-1}+\lambda\left(V_{0}+c_{1} V_{d-1}\right)+\cdots+\lambda^{d-1}\left(V_{d-2}+c_{d-1} V_{d-1}\right) \bmod \chi .
\end{aligned}
$$

Hence

$$
V_{0} M^{t}=c_{0} V_{d-1}
$$

and, for $1 \leq j \leq d-1$,

$$
V_{i} M^{t}=V_{j-1}+c_{j} V_{d-1},
$$

as we wished to prove.
6. Does $\beta_{M}=\beta_{P}$ imply finite equivalence?

Let $(X, S, m),(Y, T, p)$ be Markov chains defined by the stochastic matrices $M, P$. Suppose $\beta_{M}=\beta_{P}$. Then, by (26),

$$
U_{t} M^{t}=P^{t} U_{t}
$$

for a matrix $U=U_{t}$ (which is positive in a neighbourhood of zero and) whose entries are integral combinations of exponential functions. From (22) we see that the Markov chains are finitely equivalent if the entries of $U$ are non-negative integral combinations of exponentials. We are not able to prove this in general, but we conjecture that this is the case. In particular:

Conjecture. If two Markov chains have the same $\beta$-function, then they are finitely equivalent.
Recall that in the topological case topological entropy is a complete invariant of finite equivalence. In [1] Adler \& Marcus obtained the stronger result that for
topological Markov chains topological entropy and period together characterize almost topological equivalence, i.e. finite equivalence with a.e. 1-1 maps. In view of this fact, one may wonder about the possibility of establishing for Markov chains finite equivalences with a.e. $1-1$ maps when $\beta$-functions and periods coincide. We assert that this is not possible in general. The reader is referred to the group invariant introduced in [6]. This invariant would exclude, for example, the possibility of a finite equivalence with a.e. 1-1 maps between the Markov shifts defined by the matrices

$$
\left(\begin{array}{ll}
p & q \\
p & q
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{ll}
p & q \\
q & p
\end{array}\right)
$$

$0<p<1, p \neq \frac{1}{2}, q=1-p$. (These are aperiodic and have identical $\beta$-functions, $\left.\beta(t)=p^{t}+q^{t}.\right)$

We devote the rest of the paper to examples, which will serve to illustrate our theory and the above conjecture.
Measures of maximal entropy. For a Markov measure of maximal entropy

$$
\beta(t)=\gamma^{1-t},
$$

where $\log \gamma$ is the topological entropy. Thus, for Markov measures of maximal entropy, the $\beta$-invariant reduces to topological entropy. The completeness of the invariant for this sub-class may easily be deduced from the purely topological classification (14).

We remark that a Markov shift and its inverse have identical $\beta$-functions. Other classes of Markov shifts with identical $\beta$-functions are:
Bernoulli-type shifts. Fix a probability vector

$$
p=(p(1), \ldots, p(n))
$$

Consider all irreducible matrices $M$ with the following property. In each row of $M$ there are precisely $n$ non-zero entries and the non-zero entries form a permutation of $\{p(1), \ldots, p(n)\}$. We call the Markov shifts defined by such matrices, and their inverses, Bernoulli-type shifts based on $p$. These were first studied by Rosenblatt [11]. In particular, the Bernoulli shift defined by $p$ is in this class. All Bernoulli-type shifts based on $p=(p(1), \ldots, p(n))$ have the same $\beta$-function,

$$
\beta(t)=p(1)^{t}+\cdots+p(n)^{t} .
$$

We claim that all Bernoulli-type shifts based on the same probability vector $p=(p(1), \ldots, p(n))$ are finitely equivalent. Indeed, all elements of this class have the Bernoulli shift defined by $p,(Y, T, p)$, as a finite factor.

Let $M$ be a matrix as above, defining a Bernoulli-type shift ( $X, S, m$ ) based on $p$. We give a 2-block finite factor map $\phi: X \rightarrow Y$. That $(Y, T, p)$ is also a finite factor of the inverse of ( $X, S, m$ ) follows from this on noting that Bernoulli shifts are their own inverses. In a row $i$ of $M$ there are exactly $n$ non-zero entries and these may be ordered $k_{1}, \ldots, k_{n}$ so that

$$
M\left(i, k_{j}\right)=p(j) \quad \text { for } j=1, \ldots, n
$$

Define $\phi_{0}\left(i, k_{j}\right)=j$. Evidently, the map $\phi$ defined by $\phi_{0}$ is right resolving. Given $\left(j_{1}, j_{2}\right) \in A(T)^{2}$ and $\left(i_{1}, i_{2}\right) \in A(S)^{2}$ with $M\left(i_{1}, i_{2}\right)>0$ and $\phi_{0}\left(i_{1}, i_{2}\right)=j_{1}$, there exists a unique $i_{3} \in A(S)$ such that

$$
M\left(i_{2}, i_{3}\right)>0 \quad \text { and } \quad \phi_{0}\left(i_{2}, i_{3}\right)=j_{2}
$$

It follows that $\phi$ is bounded-to-one and surjective (see the proof of (12)). $\phi$ is also measure preserving: it is sufficient to check this on cylinders of ( $Y, T, p$ ). For a cylinder [ $\left.j_{1} \cdots j_{l}\right], \phi^{-1}\left[j_{1} \cdots j_{l}\right]$ consists of card $(\boldsymbol{A}(\boldsymbol{S}))$ cylinders of length $l+1$. For each $i_{1} \in A(S)$ the right resolving property determines $i_{2}, \ldots, i_{l+1} \in A(S)$ such that

$$
m\left[i_{1} \ldots i_{l+1}\right]>0
$$

and

$$
\phi_{0}\left(i_{k}, i_{k+1}\right)=j_{k}
$$

for $k=1, \ldots, l$. Moreover,

$$
M\left(i_{k}, i_{k+1}\right)=p\left(j_{k}\right)
$$

so that

$$
m\left[i_{1} \cdots i_{l+1}\right]=m\left(i_{1}\right) p\left(j_{1}\right) \cdots p\left(j_{l}\right)
$$

Hence

$$
m\left(\phi^{-1}\left[j_{1} \cdots j_{l}\right]\right)=\left(\sum_{i_{1} \in A(S)} m\left(i_{1}\right)\right) p\left(j_{1}\right) \cdots p\left(j_{l}\right)=p\left(j_{1}\right) \cdots p\left(j_{l}\right)
$$

as we wished to prove.
We have now exhausted the types of examples (we know) for which the $\beta$-function is readily computable. (1) and (15) may be used to obtain examples of Markov chains with identical $\beta$-functions from (topological) 1 -block finite factor maps, but with these examples we have finite equivalence $a b$ initio. However, a Markov chain and its inverse have the same $\beta$-function but we are not able to prove in general that they are finitely equivalent. Thus inverses (or, in terms of matrices, transposes) present good tests of our conjecture. We now turn to low dimensional examples ( $2 \times 2$ and $3 \times 3$ ) and use the techniques of $\S 5$ to test if they satisfy condition (b) of $\S 4$.

Consider a general $2 \times 2$ matrix

$$
\left(\begin{array}{cc}
x & y \\
z & w
\end{array}\right) .
$$

We think of the entries as exponential functions. Observe that

$$
\left(\begin{array}{cc}
x & y \\
z & w
\end{array}\right)\left(\begin{array}{ll}
y & 0 \\
0 & z
\end{array}\right)=\left(\begin{array}{ll}
y & 0 \\
0 & z
\end{array}\right)\left(\begin{array}{cc}
x & z \\
y & w
\end{array}\right) .
$$

Hence (b) is satisfied by $2 \times 2$ matrices and their transposes. (We should point out that $2 \times 2$ Markov chains are trivially finitely equivalent to their inverses.)

We now assume the entries of

$$
P=\left(\begin{array}{ll}
x & y \\
z & w
\end{array}\right)
$$

are algebraically independent and look for $3 \times 3$ matrices whose $\beta$-functions coincide with that of $P$. Remembering that we are concerned only with irreducible matrices and noting that evaluation at 1 must give a $0-1$ matrix with maximum eigenvalue 2 , one quickly concludes that either row sums must equal 2 or column sums must equal 2. Without loss of generality, we consider the former case (this covers the latter by transposing). We require the characteristic polynomial of $P$, namely

$$
\lambda^{2}-(w+x) \lambda+w x-y z
$$

to divide the characteristic polynomial of the $3 \times 3$ matrix whose entries are (ratios of) monomials. For certain forms of matrices (namely when the determinant is a positive form, i.e. a sum of monomials) this is impossible. We arrive at

$$
\left(\begin{array}{lll}
0 & 1 & 1 \\
1 & 1 & 0 \\
0 & 1 & 1
\end{array}\right)
$$

as the only possible 'shape' (up to permutation of the indexing set $\{1,2,3\}$ ).
A matrix

$$
\left(\begin{array}{lll}
0 & a & b \\
c & d & 0 \\
0 & e & f
\end{array}\right)
$$

has characteristic polynomial

$$
\lambda\left[\lambda^{2}-(d+f) \lambda+(d f-a c)\right]+c(a f-b e) .
$$

For divisibility by

$$
\lambda^{2}-(w+x) \lambda+w x-y z
$$

we require $a f=b e(c \neq 0$ as none of $a, b, c, d, e, f$ can be zero). Therefore

$$
d+f=w+x \quad \text { and } \quad d f-a c=w x-y z .
$$

It follows that $d=w, f=x$ (or $d=x, f=w$ ) and $a c=y z$ so that the matrix must be

$$
M=\left(\begin{array}{ccc}
0 & \frac{y z}{v} & \frac{x y z}{u v} \\
v & w & 0 \\
0 & u & x
\end{array}\right) \text { or }\left(\begin{array}{ccc}
0 & \frac{y z}{v} & \frac{w y z}{u v} \\
v & x & 0 \\
0 & u & w
\end{array}\right)
$$

We concentrate on the former; the latter may be treated similarly. Adopting the notation of the proof of (26), $\lambda$ is defined by

$$
\chi(\lambda)=\lambda^{2}-(w+x) \lambda+w x-y z=0 .
$$

The first row of adj $(\lambda I-M)$ is

$$
\begin{aligned}
m(\lambda) & =\left((w-\lambda)(x-\lambda), \frac{y z}{v} \lambda,-(w-\lambda) \frac{x y z}{u v}\right) \\
& =\left(y z, \frac{y z}{v} \lambda,(\lambda-w) \frac{x y z}{u v}\right),
\end{aligned}
$$

and the first column of adj $(\lambda I-P)$ is

$$
\pi(\lambda)=\binom{w-\lambda}{-z}
$$

Hence (modulo $\chi$ ) we have

$$
\pi(\lambda) m(\lambda)=V_{0}+\lambda V_{1}
$$

where

$$
\begin{aligned}
& V_{0}=\left(\begin{array}{ccc}
w y z & \frac{y z}{v}[w x-y z] & -\frac{x y z}{u v}\left[w^{2}+y z-w x\right] \\
-y z^{2} & 0 & \frac{w x y z^{2}}{u v}
\end{array}\right), \\
& V_{1}=\left(\begin{array}{ccc}
-y z & -\frac{x y z}{v} & -\frac{x y z}{u v}[x-w] \\
0 & -\frac{y z^{2}}{v} & -\frac{x y z^{2}}{u v}
\end{array}\right) .
\end{aligned}
$$

Now

$$
V_{0}+w V_{1}=\left(\begin{array}{ccc}
0 & -\frac{y^{2} z^{2}}{v} & -\frac{x y^{2} z^{2}}{u v} \\
-y z^{2} & -\frac{w y z^{2}}{v} & 0
\end{array}\right)
$$

Multiplying this by $-(u v) /\left(y z^{2}\right)$, we obtain

$$
U=\left(\begin{array}{ccc}
0 & u y & x y \\
u v & u w & 0
\end{array}\right)
$$

which satisfies $U M=P U$.
Now we consider a $3 \times 3$ matrix $P=\left(P_{i j}\right)$ and its transpose $P^{\text {tr }}$. Observing that

$$
U P=P^{\mathrm{tr}} U \quad \text { implies } \quad\left(U+U^{\mathrm{tr}}\right) P=P^{\mathrm{tr}}\left(U+U^{\mathrm{tr}}\right)
$$

for the symmetric matrix $U+U^{\mathrm{tr}}$, we seek a symmetric solution $U$ of $U P=P^{\mathrm{tr}} U$ such that the entries of $U$ are non-negative integral combinations of monomials. Let

$$
U=\left(\begin{array}{lll}
x & a & b \\
a & y & c \\
b & c & z
\end{array}\right)
$$

By symmetry, we need only check $U P=P^{\text {tr }} U$ in the three top right-hand positions $(1,2),(1,3)$ and $(2,3)$. Working out $U P$ and $P^{\text {tr }} U$ in these three positions we see that

$$
\mu=\left(\begin{array}{l}
x \\
y \\
z \\
a \\
b \\
c
\end{array}\right)
$$

must satisfy the equation

$$
\left(\begin{array}{llll}
S & \xi & \eta & \zeta \tag{*}
\end{array}\right) \mu=0,
$$

where the block matrix
$\left(\begin{array}{llll}\boldsymbol{S} & \boldsymbol{\xi} & \boldsymbol{\eta} & \zeta\end{array}\right)=\left(\begin{array}{ccc:c:c:c}P_{12} & -P_{21} & 0 & \left(P_{22}-P_{11}\right) & P_{32} & -P_{31} \\ P_{13} & 0 & -P_{31} & P_{23} & \left(P_{33}-P_{11}\right) & -P_{21} \\ 0 & P_{23} & -P_{32} & P_{13} & -P_{12} & \left(P_{33}-P_{22}\right)\end{array}\right)$.
If

$$
\operatorname{det} S=P_{12} P_{23} P_{31}-P_{21} P_{32} P_{13}=0
$$

then we may take

$$
a=b=c=0, \quad x=1, \quad y=P_{12} / P_{21} \quad \text { and } \quad z=P_{13} / P_{31}
$$

to obtain a 'non-negative' solution. If $\operatorname{det} S \neq 0$, defining

$$
\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)=(\operatorname{adj} S) \xi
$$

we have for the vector

$$
u=\left(\begin{array}{c}
(\operatorname{adj} S) \xi \\
-\operatorname{det} S \\
0 \\
0
\end{array}\right)
$$

$$
\left(\begin{array}{llll}
S & \xi & \eta & \zeta
\end{array}\right) u=S(\operatorname{adj} S) \xi-(\operatorname{det} S) \xi=0
$$

Similarly,

$$
v=\left(\begin{array}{c}
(\operatorname{adj} S) \eta \\
0 \\
-\operatorname{det} S \\
0
\end{array}\right) \quad \text { and } \quad w=\left(\begin{array}{c}
(\operatorname{adj} S) \zeta \\
0 \\
0 \\
-\operatorname{det} S
\end{array}\right)
$$

satisfy (*). Moreover $u, v, w$ form a basis for solutions of (*). On computing adj $S$ we obtain:

$$
\begin{aligned}
& \text { (adj } S) \xi=\left(\begin{array}{l}
P_{23} P_{31}\left(P_{22}-P_{11}\right)-P_{21} P_{32} P_{23}+P_{21} P_{31} P_{13} \\
P_{13} P_{32}\left(P_{22}-P_{11}\right)-P_{12} P_{32} P_{23}+P_{12} P_{31} P_{13} \\
P_{13} P_{23}\left(P_{22}-P_{11}\right)-P_{12} P_{23} P_{23}+P_{21} P_{13} P_{13}
\end{array}\right), \\
& \text { (adj } S) \eta=\left(\begin{array}{l}
P_{23} P_{31} P_{32}-P_{21} P_{32}\left(P_{33}-P_{11}\right)-P_{21} P_{31} P_{12} \\
P_{13} P_{32} P_{32}-P_{12} P_{32}\left(P_{33}-P_{11}\right)-P_{12} P_{31} P_{12} \\
P_{13} P_{23} P_{32}-P_{12} P_{23}\left(P_{33}-P_{11}\right)-P_{21} P_{13} P_{12}
\end{array}\right), \\
& \text { (adj } S) \zeta=\left(\begin{array}{l}
-P_{23} P_{31} P_{31}+P_{21} P_{32} P_{21}+P_{21} P_{31}\left(P_{33}-P_{22}\right) \\
-P_{13} P_{32} P_{31}+P_{12} P_{32} P_{21}+P_{12} P_{31}\left(P_{33}-P_{22}\right) \\
-P_{13} P_{23} P_{31}+P_{12} P_{23} P_{21}+P_{21} P_{13}\left(P_{33}-P_{22}\right)
\end{array}\right) .
\end{aligned}
$$

Recalling that rows, $4,5,6$ of $u, v, w$ are either 0 or

$$
-\operatorname{det} S=P_{21} P_{32} P_{13}-P_{12} P_{23} P_{31} \neq 0,
$$

one is led to seek non-negative integral combinations $k, l, m$ of (ratios of) monomials such that

$$
V=(\operatorname{adj} S)(k \xi+l \eta+m \zeta)
$$

is divisible by $\operatorname{det} S$ and the entries of $-(1 / \operatorname{det} S) V$ are non-negative integral combinations. Without attempting to do this, we observe that a large number of special cases have particularly simple solutions. For instance, if $P_{23}=0$ and if one of $P_{11}$ or $P_{22}-P_{11}$ is zero, then taking $k=1, l=m=0$ suffices.
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