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#### Abstract

In the present note the magnitude of constants in Telyakovskii-type theorems is investigated. Our general approach to construct the linear operators yielding good constants is the one via Boolean sums. Explicit values for the constants in question are given for general convolution-type operators; the classical Fejér-Korovkin kernel is then used as an example for which one obtains rather small values. Furthermore, also an asymptotic assertion is derived which indicates the room left for improvement of the main results. This leads to a natural conjecture concluding this article.


## 1. Introduction

Let $\mathbb{N}=\{1,2, \ldots\}$ be the set of natural numbers. For $f \in C[a, b]$ (real-valued and continuous functions on the compact interval $[a, b])$, let $\|f\|:=\max \{|f(t)|: a \leqslant t \leqslant b\}$ denote the Čebyšev norm of $f$. For $k \in \mathbb{N}_{0}=\mathbb{N} \cup\{0\}$, by $C^{k}[a, b]$ we denote the space of $k$-fold continuously differentiable functions; $\pi_{n}$ will be the set of algebraic polynomials of degree $\leqslant n$. For $f \in C[a, b]$, the modulus of continuity of $f$ is defined by

$$
\omega(f, \delta):=\sup \left\{\left|f\left(x_{1}\right)-f\left(x_{2}\right)\right|:\left|x_{1}-x_{2}\right| \leqslant \delta\right\}, \quad 0 \leqslant \delta \leqslant b-a .
$$

In his well-known paper [17], Telyakovskiĭ proved the following
Theorem A. For $n \in \mathbb{N}$ and $f \in C[-1,1]$ there exists $P_{n}(f, \cdot) \in \pi_{n}$ such that

$$
\left|f(x)-P_{n}(f, x)\right| \leqslant c \cdot \omega\left(f, \frac{\sqrt{1-x^{2}}}{n}\right) \text { for all }|x| \leqslant 1,
$$

where the constant $c$ is independent of $f, n$ and $x$.
In our earlier paper [3] we studied general conditions under which certain Boolean sums of linear operators satisfy Telyakovskiì-type estimates. See [3] and the references
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there for more information concerning this theorem. In the present note we continue our research on these types of inequalities. The central aim here is an investigation of the magnitude of the constant $c$ in Theorem A (Section 2). Earlier papers in which explicit values of the constant $c$ were found are, for example, those by Lehnhoff [12] and Lupas [13], however, the constants given here are much smaller than theirs and thus bring us closer to the solution of the underlying extremal problem. In Section 3 we derive an asymptotic assertion indicating the room left for improvement of the main results in Section 2. More specifically, we show there that a certain asymptotic constant equals $1 / 2$ which, in a very natural fashion, leads to a conjecture concluding that section.

## 2. On the constant in Theorem $A$

For $n \in \mathbb{N}$, let the even trigonometric kernel $K_{m(n)}$ be given by

$$
K_{m(n)}(v):=\frac{1}{2}+\sum_{k=1}^{m(n)} \rho_{k, m(n)} \cos k v
$$

where $m$ is a function increasing with $n$.
Let $f \in C[-1,1]$ and $x \in[-1,1]$. The convolution-type operators $G_{m(n)}$ defined by

$$
\begin{equation*}
G_{m(n)}(f, x):=\frac{1}{\pi} \int_{-\pi}^{\pi} f(\cos (v+\arccos x)) \cdot K_{m(n)}(v) d v \tag{2.1}
\end{equation*}
$$

were investigated in a series of papers by Pičugov [14], Lehnhoff [11, 12], and the present authors (see, for example, [4] and the references cited there).

We have $(1 / \pi) \int_{-\pi}^{\pi} K_{m(n)}(v) d v=1$, and $G_{m(n)}(f, \cdot)$ is an algebraic polynomial of degree $m(n)$.

The main focus in our previous papers was on the order of approximation by positive operators $G_{m(n)}$ and certain Boolean sum modifications of them. Let us recall the following notation and definitions.

For $f \in C[a, b]$, by $L f$ we denote the linear function interpolating $f$ at $a$ and $b$, that is

$$
L(f, x):=\frac{f(b)(x-a)+f(a)(b-x)}{b-a}
$$

If $A: C[a, b] \rightarrow C[a, b]$ is a linear operator, the Boolean sum $L \oplus A$ of $L$ and $A$ is given by $A^{+}:=L \oplus A=L+A-L \circ A$, or more explicitly,

$$
A^{+}(f, x)=A(f, x)+(b-a)^{-1}\{(x-a)[f(b)-A(f, b)]+(b-x)[f(a)-A(f, a)]\} .
$$

In the sequel we shall be dealing with the operators

$$
\begin{align*}
G_{m(n)}^{+}(f, x):=G_{m(n)}(f, x)+\frac{1}{2}(x+1)[f(1) & \left.-G_{m(n)}(f, 1)\right]  \tag{2.2}\\
& +\frac{1}{2}(1-x)\left[f(-1)-G_{m(n)}(f,-1)\right]
\end{align*}
$$

We shall need two lemmas taken from papers by Cao (see [1, 2]).
Lemma 2.1. Let $K_{m(n)}(v) \geqslant 0 \in, v \in \mathbb{R}$. Then the following inequality holds:

$$
\begin{equation*}
2 \cdot \pi^{-1} \int_{-\pi}^{\pi}\left|\sin \frac{1}{2} \xi\right| \cdot K_{m(n)}(\xi) d \xi \leqslant \sqrt{2} \cdot \sqrt{1-\rho_{1, m(n)}} . \tag{2.3}
\end{equation*}
$$

Lemma 2.2. If $K_{m(n)}(v) \geqslant 0, v \in \mathbb{R}$, and $|x| \leqslant 1$, then we have

$$
\begin{equation*}
G_{m(n)}(|u-x|, x) \leqslant\left(1-\rho_{1, m(n)}\right) \cdot|x|+\sqrt{2} \cdot \sqrt{1-\rho_{1, m(n)}} \cdot \sqrt{1-x^{2}} . \tag{2.4}
\end{equation*}
$$

One further inequality needed will be:
Lemma 2.3. For $n \in \mathbb{N}$, let $K_{m(n)}(v) \geqslant 0, v \in \mathbb{R}$. Then for all $g \in C^{1}[-1,1]$ and all $|x| \leqslant 1$ we have

$$
\begin{equation*}
\left|g(x)-G_{m(n)}^{+}(g, x)\right| \leqslant(2+2 \cdot \sqrt{2}) \cdot \sqrt{1-\rho_{1, m(n)}} \cdot\left\|g^{\prime}\right\| . \tag{2.5}
\end{equation*}
$$

If $\rho_{1, m(n)} \geqslant 0$, then the constant $2+2 \cdot \sqrt{2}$ may be replaced by $3+\sqrt{2}$.
Proof: For simplification we write $\rho_{n}:=\rho_{1, m(n)}$. Since $K_{m(n)}(v) \geqslant 0$ and $K_{m(n)} \neq 0$, we have

$$
1-\rho_{n}=\pi^{-1} \int_{-\pi}^{\pi}(1-\cos v) K_{m(n)}(v) d v>0
$$

Let $g \in C^{1}[-1,1]$. Since $|g(x)-g(t)| \leqslant|t-x| \cdot\left\|g^{\prime}\right\|$, and since $G_{m(n)}$ are positive linear operators satisfying $G_{m(n)}(1, x)=1$, we have

$$
\left|g(x)-G_{m(n)}(g, x)\right|=\left|g(x) \cdot G_{m(n)}(1, x)-G_{m(n)}(g, x)\right| \leqslant G_{m(n)}(|t-x|, x) \cdot\left\|g^{\prime}\right\|
$$

Using Lemma 2.2 we obtain

$$
\begin{equation*}
\left|g(x)-G_{m(n)}(g, x)\right| \leqslant\left[\left(1-\rho_{n}\right) \cdot|x|+\sqrt{2} \sqrt{1-\rho_{n}} \cdot \sqrt{1-x^{2}}\right] \cdot\left\|g^{\prime}\right\| \tag{2.6}
\end{equation*}
$$

Now we apply Lehnhoff's method (see [11] and [12]) and consider three cases:
$\operatorname{CASE}(\mathrm{A}) . \sqrt{1-\rho_{n}} \leqslant \sqrt{1-x^{2}},-1 \leqslant x \leqslant 1$.
We have

$$
1-\rho_{n} \leqslant \sqrt{1-\rho_{n}} \cdot \sqrt{1-x^{2}} .
$$

From (2.6) we obtain

$$
\begin{align*}
\mid g(x) & -G_{m(n)}^{+}(g, x) \mid \\
\leqslant & \left|g(x)-G_{m(n)}(g, x)\right| \\
& +\frac{1}{2}(x+1) \cdot\left|g(1)-G_{m(n)}(g, 1)\right|+\frac{1}{2}(1-x) \cdot\left|g(-1)-G_{m(n)}(g,-1)\right| \\
\leqslant & {\left[\left(1-\rho_{n}\right) \cdot|x|+\sqrt{2} \cdot \sqrt{1-\rho_{n}} \cdot \sqrt{1-x^{2}}\right] \cdot\left\|g^{\prime}\right\| } \\
& +\frac{1}{2}(x+1) \cdot\left(1-\rho_{n}\right) \cdot\left\|g^{\prime}\right\|+\frac{1}{2}(1-x) \cdot\left(1-\rho_{n}\right) \cdot\left\|g^{\prime}\right\|  \tag{2.7}\\
= & {\left[\left(1-\rho_{n}\right) \cdot|x|+\sqrt{2} \cdot \sqrt{1-\rho_{n}} \cdot \sqrt{1-x^{2}}+\left(1-\rho_{n}\right)\right] \cdot\left\|g^{\prime}\right\| } \\
\leqslant & {\left[\sqrt{1-\rho_{n}} \cdot \sqrt{1-x^{2}}+\sqrt{2} \cdot \sqrt{1-\rho_{n}} \cdot \sqrt{1-x^{2}}+\sqrt{1-\rho_{n}} \cdot \sqrt{1-x^{2}}\right] \cdot\left\|g^{\prime}\right\| } \\
= & (2+\sqrt{2}) \sqrt{1-\rho_{n}} \cdot \sqrt{1-x^{2}} \cdot\left\|g^{\prime}\right\|
\end{align*}
$$

CASE (B). $\sqrt{1-x^{2}} \leqslant \sqrt{1-\rho_{n}}, 0 \leqslant x<1$.
From (2.2) we have

$$
\begin{aligned}
g(x)-G_{m(n)}^{+}(g, x)= & {[g(x)-g(1)]-\left[G_{m(n)}(g, x)-G_{m(n)}(g, 1)\right] } \\
& +\frac{1}{2}(1-x)\left\{\left[g(1)-G_{m(n)}(g, 1)\right]-\left[g(-1)-G_{m(n)}(g, 1)\right]\right\} .
\end{aligned}
$$

Now let $I_{m(n)}(x):=\left|G_{m(n)}(g, x)-G_{m(n)}(g, 1)\right|$. Then it follows from (2.6) that

$$
\begin{align*}
& \left|g(x)-G_{m(n)}^{+}(g, x)\right| \leqslant|g(x)-g(1)|+I_{m(n)}(x) \\
& +\frac{1}{2}(1-x)\left[\left|g(1)-G_{m(n)}(g, 1)\right|+\left|g(-1)-G_{m(n)}(g,-1)\right|\right] \\
& \leqslant(1-x) \cdot\left\|g^{\prime}\right\|+(1-x) \cdot\left(1-\rho_{n}\right) \cdot\left\|g^{\prime}\right\|+I_{m(n)}(x)  \tag{2.8}\\
& \leqslant\left(1-x^{2}\right) \cdot\left\|g^{\prime}\right\|+\left(1-x^{2}\right) \cdot\left(1-\rho_{n}\right) \cdot\left\|g^{\prime}\right\|+I_{m(n)}(x) \\
& \leqslant \sqrt{1-x^{2}} \cdot \sqrt{1-\rho_{n}} \cdot\left\|g^{\prime}\right\|+\left[\sqrt{1-x^{2}} \cdot \sqrt{1-\rho_{n}}\right]^{2} \cdot\left\|g^{\prime}\right\|+I_{m(n)}(x) .
\end{align*}
$$

Since

$$
1-\rho_{n}=\pi^{-1} \int_{-\pi}^{\pi}(1-\cos v) K_{m(n)}(v) d v \leqslant 2 \cdot \pi^{-1} \int_{-\pi}^{\pi} K_{m(n)}(v) d v=2
$$

we have

$$
\sqrt{1-\rho_{n}} \leqslant \sqrt{2}, \text { and } \sqrt{1-x^{2}} \cdot \sqrt{1-\rho_{n}} \leqslant \sqrt{2} .
$$

## Hence

$$
\begin{equation*}
\left|g(x)-G_{m(n)}^{+}(g, x)\right| \leqslant(1+\sqrt{2}) \sqrt{1-\rho_{n}} \cdot \sqrt{1-x^{2}} \cdot\left\|g^{\prime}\right\|+I_{m(n)}(x) \tag{2.9}
\end{equation*}
$$

If $\rho_{n} \geqslant 0$, then $0<1-\rho_{n} \leqslant 1, \sqrt{1-\rho_{n}} \leqslant 1, \sqrt{1-\rho_{n}} \cdot \sqrt{1-x^{2}} \leqslant 1$. Thus in this case we have from (2.8)

$$
\begin{equation*}
\left|g(x)-G_{m(n)}^{+}(g, x)\right| \leqslant 2 \sqrt{1-\rho_{n}} \cdot \sqrt{1-x^{2}} \cdot\left\|g^{\prime}\right\|+I_{m(n)}(x) \tag{2.10}
\end{equation*}
$$

Now we estimate $I_{m(n)}(x)$. We have

$$
\begin{aligned}
I_{m(n)}(x) \leqslant & \pi^{-1} \int_{-\pi}^{\pi}|g(\cos (v+\arccos x))-g(\cos v)| \cdot K_{m(n)}(v) d v \\
\leqslant & \pi^{-1} \cdot\left\|g^{\prime}\right\| \cdot \int_{-\pi}^{\pi}|\cos (v+\arccos x)-\cos v| \cdot K_{m(n)}(v) d v \\
= & \pi^{-1} \cdot\left\|g^{\prime}\right\| \cdot \int_{-\pi}^{\pi}\left|(1-x) \cos v+\sqrt{1-x^{2}} \cdot \sin v\right| \cdot K_{m(n)}(v) d v \\
\leqslant & \pi^{-1} \cdot\left\|g^{\prime}\right\| \cdot\left\{(1-x) \cdot \int_{-\pi}^{\pi}|\cos v| \cdot K_{m(n)}(v) d v\right. \\
& \left.+\sqrt{1-x^{2}} \cdot \int_{-\pi}^{\pi}|\sin v| \cdot K_{m(n)}(v) d v\right\} \\
\leqslant & \pi^{-1} \cdot\left\|g^{\prime}\right\| \cdot\left\{\left(1-x^{2}\right) \cdot \int_{-\pi}^{\pi}|\cos v| \cdot K_{m(n)}(v) d v\right. \\
& \left.+2 \cdot \sqrt{1-x^{2}} \cdot \int_{-\pi}^{\pi}\left|\sin \frac{v}{2}\right| \cdot K_{m(n)}(v) d v\right\}
\end{aligned}
$$

Using Lemma 2.1 we obtain

$$
\begin{align*}
I_{m(n)}(x) & \leqslant\left(1-x^{2}\right) \cdot \pi^{-1} \cdot \int_{-\pi}^{\pi} K_{m(n)}(v) d v \cdot\left\|g^{\prime}\right\|+\sqrt{2} \cdot \sqrt{1-x^{2}} \cdot \sqrt{1-\rho_{n}} \cdot\left\|g^{\prime}\right\| \\
& =\left(1-x^{2}\right) \cdot\left\|g^{\prime}\right\|+\sqrt{2} \cdot \sqrt{1-x^{2}} \cdot \sqrt{1-\rho_{n}} \cdot\left\|g^{\prime}\right\| \\
& \leqslant\left\{\sqrt{1-x^{2}} \cdot \sqrt{1-\rho_{n}}+\sqrt{2} \cdot \sqrt{1-x^{2}} \cdot \sqrt{1-\rho_{n}}\right\} \cdot\left\|g^{\prime}\right\|  \tag{2.11}\\
& =(1+\sqrt{2}) \sqrt{1-\rho_{n}} \cdot \sqrt{1-x^{2}} \cdot\left\|g^{\prime}\right\|
\end{align*}
$$

By combining (2.9) and (2.11) we have

$$
\begin{equation*}
\left|g(x)-G_{m(n)}^{+}(g, x)\right| \leqslant(2+2 \sqrt{2}) \sqrt{1-\rho_{n}} \cdot \sqrt{1-x^{2}} \cdot\left\|g^{\prime}\right\| \tag{2.12}
\end{equation*}
$$

If $\rho_{n} \geqslant 0$, by combining (2.10) and (2.11) we get

$$
\begin{equation*}
\left|g(x)-G_{m(n)}^{+}(g, x)\right| \leqslant(3+\sqrt{2}) \sqrt{1-\rho_{n}} \cdot \sqrt{1-x^{2}} \cdot\left\|g^{\prime}\right\| . \tag{2.13}
\end{equation*}
$$

CASE (c). $\sqrt{1-x^{2}} \leqslant \sqrt{1-\rho_{n}},-1<x \leqslant 0$.
From (2.2) it follows that

$$
\begin{aligned}
& \left|g(x)-G_{m(n)}^{+}(g, x)\right|=[g(x)-g(-1)]+\left[G_{m(n)}(g,-1)-G_{m(n)}(g, x)\right] \\
& \quad+\frac{1}{2}(x+1)\left\{\left[g(-1)-G_{m(n)}(g,-1)\right]+\left[G_{m(n)}(g, 1)-g(1)\right]\right\}
\end{aligned}
$$

Since $1+x \leqslant 1-x^{2}$ for $-1<x \leqslant 0$, again using a method analogous to the one used in Case (B), we get

$$
\begin{equation*}
\left|g(x)-G_{m(n)}^{+}(g, x)\right| \leqslant(2+2 \sqrt{2}) \sqrt{1-\rho_{n}} \cdot \sqrt{1-x^{2}} \cdot\left\|g^{\prime}\right\|,-1<x \leqslant 0 \tag{2.14}
\end{equation*}
$$

Furthermore, if $\rho_{n} \geqslant 0$, then

$$
\begin{equation*}
\left|g(x)-G_{m(n)}^{+}(g, x)\right| \leqslant(3+\sqrt{2}) \sqrt{1-\rho_{n}} \cdot \sqrt{1-x^{2}} \cdot\left\|g^{\prime}\right\|,-1<x \leqslant 0 \tag{2.15}
\end{equation*}
$$

From (2.2) we get

$$
G_{m(n)}^{+}(g, 1)=g(1) \quad \text { and } \quad G_{m(n)}^{+}(g,-1)=g(-1)
$$

By combining (2.7) (Case (A)), (2.12) (Case (B)) and (2.14) (Case (C)), we get for $n \geqslant 1$ and $|x| \leqslant 1$,

$$
\begin{equation*}
\left|g(x)-G_{m(n)}^{+}(g, x)\right| \leqslant(2+2 \sqrt{2}) \sqrt{1-\rho_{n}} \cdot \sqrt{1-x^{2}} \cdot\left\|g^{\prime}\right\| . \tag{2.16}
\end{equation*}
$$

If $\rho_{n} \geqslant 0$, we combine (2.7), (2.13) and (2.15) to get for $n \geqslant 1$ and $|x| \leqslant 1$,

$$
\begin{equation*}
\left|g(x)-G_{m(n)}^{+}(g, x)\right| \leqslant(3+\sqrt{2}) \sqrt{1-\rho_{n}} \cdot \sqrt{1-x^{2}} \cdot\left\|g^{\prime}\right\| \tag{2.17}
\end{equation*}
$$

In order to get an estimate which is valid for all continuous functions we use the $K$-functional

$$
\begin{equation*}
K(f ; \delta):=\inf \left\{\|f-g\|+\delta \cdot\left\|g^{\prime}\right\|: g \in C^{1}[-1,1]\right\}, \quad f \in C[-1,1], \delta \geqslant 0 \tag{2.18}
\end{equation*}
$$

It is well-known that this functional is related to the least concave majorant $\widetilde{\omega}(f, \cdot)$ of the modulus of continuity $\omega(f, \cdot)$ by the equation

$$
\begin{equation*}
K(f ; \delta)=\frac{1}{2} \cdot \widetilde{\omega}(f ; 2 \delta) \text { for all } \delta \geqslant 0 \tag{2.19}
\end{equation*}
$$

Furthermore, it was shown by Korneicuk [8] that for $\tilde{\omega}$ and $\omega$ the following is true:

$$
\begin{equation*}
\widetilde{\omega}(f ; \xi \cdot \delta) \leqslant(1+\xi) \cdot \omega(f, \delta) \text { for any } \delta \geqslant 0 \text { and } \xi>0 \tag{2.20}
\end{equation*}
$$

These facts will be used in the proof of

Theorem 2.4. Let $n \in \mathbb{N}, K_{m(n)}(v) \geqslant 0,|x| \leqslant 1$, and $h>0$. Then for $f \in C[-1,1]$ we have

$$
\begin{align*}
& \left|f(x)-G_{m(n)}^{+}(f, x)\right| \\
& \quad \leqslant\left[2+(2+2 \sqrt{2}) \cdot \sqrt{1-\rho_{1, m(n)}} \cdot h^{-1}\right] \cdot \omega\left(f, h \cdot \sqrt{1-x^{2}}\right) . \tag{2.21}
\end{align*}
$$

If $\rho_{1, m(n)} \geqslant 0$, then the factor in front of $\omega(f, \cdot)$ may be replaced by

$$
\begin{equation*}
2+(3+\sqrt{2}) \cdot \sqrt{1-\rho_{1, m(n)}} \cdot h^{-1} \tag{2.22}
\end{equation*}
$$

Proof: Observe first that (2.2) implies

$$
\left|G_{m(n)}^{+}(f, x)\right| \leqslant 3 \cdot\|f\| \text { for all } f \in C[-1,1]
$$

Again, for simplification we shall write $\rho_{n}:=\rho_{1, m(n)}$.
Now let $g \in C^{1}[-1,1]$ be arbitrary. Then

$$
\begin{align*}
& \left|f(x)-G_{m(n)}^{+}(f, x)\right| \\
& \leqslant|f(x)-g(x)|+\left|g(x)-G_{m(n)}^{+}(g, x)\right|+\left|G_{m(n)}^{+}(g-f, x)\right| \\
& \leqslant 4 \cdot\|f-g\|+(2+2 \sqrt{2}) \cdot \sqrt{1-\rho_{n}} \cdot \sqrt{1-x^{2}} \cdot\left\|g^{\prime}\right\|  \tag{2.23}\\
& =4 \cdot\left\{\|f-g\|+\frac{2+2 \sqrt{2}}{4} \cdot \sqrt{1-\rho_{n}} \cdot h^{-1} \cdot h \cdot \sqrt{1-x^{2}} \cdot\left\|g^{\prime}\right\|\right\} \text { for any } h>0
\end{align*}
$$

Taking the infimum over $g \in C^{1}[-1,1]$ and using (2.18), (2.19) and (2.20) show

$$
\begin{aligned}
\mid f(x) & -G_{m(n)}^{+}(f, x) \mid \\
& \leqslant 4 \cdot K\left(f, \frac{2+2 \sqrt{2}}{4} \cdot \sqrt{1-\rho_{n}} \cdot h^{-1} \cdot h \cdot \sqrt{1-x^{2}}\right) \\
& =2 \cdot \tilde{\omega}\left(f ;(1+\sqrt{2}) \cdot \sqrt{1-\rho_{n}} \cdot h^{-1} \cdot h \cdot \sqrt{1-x^{2}}\right) \\
& \leqslant 2 \cdot\left(1+(1+\sqrt{2}) \cdot \sqrt{1-\rho_{n}} \cdot h^{-1}\right) \cdot \omega\left(f, h \cdot \sqrt{1-x^{2}}\right) .
\end{aligned}
$$

Furthermore, if $\rho_{n} \geqslant 0$, then in the above, the constant $2+2 \sqrt{2}$ can be replaced by $3+\sqrt{2}$, giving in this case

$$
\left|f(x)-G_{m(n)}^{+}(f, x)\right| \leqslant 2 \cdot\left(1+\frac{3+\sqrt{2}}{2} \sqrt{1-\rho_{n}} \cdot h^{-1}\right) \cdot \omega\left(f, h \cdot \sqrt{1-x^{2}}\right)
$$

Remark 2.5. If $\omega(f, \cdot)$ is concave, then

$$
\begin{equation*}
\omega(f, \delta)=\tilde{\omega}(f, \delta) \text { for all } \delta \geqslant 0 \tag{2.24}
\end{equation*}
$$

From the proof of Theorem 2.4 (see (2.23)) it can be seen that in the general case one has, for any $g \in C^{1}[-1,1]$,

$$
\begin{aligned}
& \left|f(x)-G_{m(n)}^{+}(f, x)\right| \\
& \quad \leqslant 2 \cdot \max \left[2,(2+2 \sqrt{2}) \sqrt{1-\rho_{1, m(n)}} \cdot h^{-1}\right] \cdot\left\{\|f-g\|+\frac{h}{2} \sqrt{1-x^{2}}\left\|g^{\prime}\right\|\right\}
\end{aligned}
$$

Taking the infimum over $g \in C^{1}[-1,1]$ and using (2.18) and (2.19) shows

$$
\begin{align*}
\mid f(x) & -G_{m(n)}^{+}(f, x) \mid \\
& \leqslant 2 \cdot \max \left[2,(2+2 \sqrt{2}) \cdot \sqrt{1-\rho_{1, m(n)}} \cdot h^{-1}\right] \cdot K\left(f ; \frac{h}{2} \sqrt{1-x^{2}}\right)  \tag{2.25}\\
& =\max \left[2,(2+2 \sqrt{2}) \cdot \sqrt{1-\rho_{1, m(n)}} \cdot h^{-1}\right] \cdot \tilde{\omega}\left(f ; h \cdot \sqrt{1-x^{2}}\right) \\
& =\max \left[2,(2+2 \sqrt{2}) \cdot \sqrt{1-\rho_{1, m(n)}} \cdot h^{-1}\right] \cdot \omega\left(f ; h \cdot \sqrt{1-x^{2}}\right),
\end{align*}
$$

whereas, for $\rho_{1, m(n)}>0$,

$$
\begin{equation*}
\left|f(x)-G_{m(n)}^{+}(f, x)\right| \leqslant \max \left[2,(3+\sqrt{2}) \cdot \sqrt{1-\rho_{m(n)}} \cdot h^{-1}\right] \cdot \omega\left(f ; h \cdot \sqrt{1-x^{2}}\right) \tag{2.26}
\end{equation*}
$$

An upper bound for the constant $c$ in Theorem A will now be given using the classical Fejér-Korovkin kernels. Much information on these important kernels is contained in an excellent survey paper by Stark [16]. Their significance arises from the fact that for them the quantity $1-\rho_{1, m(n)}$ is minimised in the following sense.

Let $S_{n}$ be the set of all trigonometric polynomials $T_{n}(t)=1 / 2+\sum_{k=1}^{n} \rho_{k, n} \cos k t$. Set $S_{n}^{+}:=\left\{T_{n} \mid T_{n} \in S_{n}\right.$ and $T_{n}(t) \geqslant 0$ for all $\left.t\right\}$.

Then (see, for example DeVore [5, Theorem 4.2])

$$
\max _{T_{n} \in S_{n}^{+}} \rho_{1, n}\left(T_{n}\right)=\cos \frac{\pi}{n+2}
$$

or

$$
\min _{T_{n} \in S_{n}^{+}}\left(1-\rho_{1, n}\left(T_{n}\right)\right)=1-\cos \frac{\pi}{n+2} .
$$

For the Féjer-Korovkin kernels one has the representation

$$
K_{n}(v):=\frac{1}{n+2}\left(\frac{\sin \pi /(n+2) \cos (n+2) v / 2}{\cos v-\cos \pi /(n+2)}\right)^{2}=\frac{1}{2}+\sum_{k=1}^{n} \rho_{k, n} \cos k v \geqslant 0
$$

and for these we have $\rho_{1, n}=\cos \pi /(n+2)>0$.
In the sequel we shall use operators $G_{m(n)}$ as given in (2.1) and which are defined using the Fejér-Korovkin kernels $K_{n}$. We shall denote these operators by $W_{n}$ and their Boolean sum modifications by $W_{n}^{+}$. We thus have

$$
\begin{aligned}
W_{n}^{+}(f, x)= & W_{n}(f ; x)+\frac{1}{2}(x+1)\left[f(1)-W_{n}(f, 1)\right] \\
& +\frac{1}{2}(1-x)\left[f(-1)-W_{n}(f,-1)\right]
\end{aligned}
$$

where

$$
W_{n}(f ; x)=\frac{1}{\pi} \cdot \int_{-\pi}^{\pi} f(\cos (\arccos x+v)) \cdot K_{n}(v) d v
$$

Our first result is the following
Theorem 2.6.

$$
\begin{equation*}
\left|f(x)-W_{n}^{+}(f, x)\right| \leqslant 12 \cdot \omega\left(f, \frac{\sqrt{1-x^{2}}}{n+2}\right) \tag{i}
\end{equation*}
$$

Furthermore, if $\omega(f, \cdot)$ is concave, we have
(ii)

$$
\left|f(x)-W_{n}^{+}(f, x)\right| \leqslant 10 \cdot \omega\left(f, \frac{\sqrt{1-x^{2}}}{n+2}\right)
$$

Proof: We first observe that for the Fejér-Korovkin kernels we have

$$
\sqrt{1-\rho_{1, n}}=\sqrt{1-\cos \frac{\pi}{n+2}}=\sqrt{2 \sin ^{2} \frac{\pi}{2(n+2)}} \leqslant \sqrt{\frac{2 \pi^{2}}{4(n+2)^{2}}}=\frac{\pi}{\sqrt{2}} \cdot \frac{1}{n+2} .
$$

Choosing $h=1 /(n+2)$ in (2.22) of Theorem 2.4 gives

$$
\begin{aligned}
\left|f(x)-W_{n}^{+}(f, x)\right| & \leqslant\left[2+(3+\sqrt{2}) \cdot \frac{\pi}{\sqrt{2}} \cdot \frac{1}{n+2} \cdot(n+2)\right] \cdot \omega\left(f, \frac{\sqrt{1-x^{2}}}{n+2}\right) \\
& =\left[2+\left(\frac{3}{\sqrt{2}}+1\right) \pi\right] \cdot \omega\left(f, \frac{\sqrt{1-x^{2}}}{n+2}\right) \\
& \leqslant 12 \cdot \omega\left(f, \frac{\sqrt{1-x^{2}}}{n+2}\right) .
\end{aligned}
$$

If $\omega(f, \cdot)$ is concave, we may use (2.26) of Remark 2.5 to obtain

$$
\begin{aligned}
\left|f(x)-W_{n}^{+}(f, x)\right| & \leqslant \max \left[2,(3+\sqrt{2}) \cdot \frac{\pi}{\sqrt{2}} \cdot \frac{1}{n+2} \cdot(n+2)\right] \cdot \omega\left(f, \frac{\sqrt{1-x^{2}}}{n+2}\right) \\
& \leqslant \max \left[2,\left(\frac{3}{\sqrt{2}}+1\right) \pi\right] \cdot \omega\left(f, \frac{\sqrt{1-x^{2}}}{n+2}\right) \\
& \leqslant 10 \cdot \omega\left(f, \frac{\sqrt{1-x^{2}}}{n+2}\right) .
\end{aligned}
$$

A second parameter frequently used in the modulus is $\pi /(n+1) \sqrt{1-x^{2}}$. This is dealt with in the following theorem:

Theorem 2.7. For the operators $W_{n}^{+}$we also have the following inequalities:

$$
\begin{equation*}
\left|f(x)-W_{n}^{+}(f, x)\right| \leqslant 6 \cdot \omega\left(f ; \frac{\pi}{n+1} \sqrt{1-x^{2}}\right) \tag{i}
\end{equation*}
$$

If $\omega(f, \cdot)$ is concave, one has

$$
\begin{equation*}
\left|f(x)-W_{n}^{+}(f, x)\right| \leqslant 4 \cdot \omega\left(f ; \frac{\pi}{n+1} \sqrt{1-x^{2}}\right) \tag{ii}
\end{equation*}
$$

Proof: Using again $\sqrt{1-\rho_{1, n}} \leqslant \pi / \sqrt{2} \cdot 1 /(n+2)$, and putting $h=\pi /(n+1)$ in (2.22) of Theorem 2.4, gives

$$
\begin{aligned}
\left|f(x)-W_{n}^{+}(f, x)\right| & \leqslant\left[2+(3+\sqrt{2}) \cdot \frac{\pi}{\sqrt{2}} \cdot \frac{1}{n+2} \cdot \frac{n+1}{\pi}\right] \cdot \omega\left(f ; \frac{\pi}{n+1} \sqrt{1-x^{2}}\right) \\
& \leqslant\left[2+\frac{3}{\sqrt{2}}+1\right] \omega\left(f ; \frac{\pi}{n+1} \sqrt{1-x^{2}}\right) \\
& \leqslant 5.13 \cdot \omega\left(f ; \frac{\pi}{n+1} \sqrt{1-x^{2}}\right) \\
& \leqslant 6 \cdot \omega\left(f ; \frac{\pi}{n+1} \sqrt{1-x^{2}}\right)
\end{aligned}
$$

which is (i). If $\omega(f, \cdot)$ is concave, we again use (2.26) from Remark 2.5 to arrive at

$$
\begin{aligned}
\left|f(x)-W_{n}^{+}(f, x)\right| & \leqslant \max \left\{2,(3+\sqrt{2}) \cdot \frac{\pi}{\sqrt{2}} \cdot \frac{1}{n+2} \cdot \frac{n+1}{\pi}\right\} \cdot \omega\left(f ; \frac{\pi}{n+1} \sqrt{1-x^{2}}\right) \\
& \leqslant \max \left\{2,\left(\frac{3}{\sqrt{2}}+1\right)\right\} \cdot \omega\left(f ; \frac{\pi}{n+1} \sqrt{1-x^{2}}\right) \\
& \leqslant 3.13 \cdot \omega\left(f ; \frac{\pi}{n+1} \sqrt{1-x^{2}}\right) \\
& \leqslant 4 \cdot \omega\left(f ; \frac{\pi}{n+1} \sqrt{1-x^{2}}\right)
\end{aligned}
$$

## 3. Concluding remarks

The inequalities of Theorems 2.6 and 2.7 raise the question of how good the constants given there are in comparison to the best possible ones (for algebraic polynomial approximation in general, and not just for the operators $W_{n}^{+}$used in the above). An indication is given in this section. The reader should note, however, that the result of Corollary 3.2 is pointwise and asymptotic in nature, and thus does not imply uniform and general ones such as those from the two theorems mentioned. It is hence the intention of this section to only give a hint as to what might be possible to achieve. Details will become clear from our discussion below.

Let us first recall the definition of the classes $H^{\omega}[-1,1]$, where $\omega$ is a general modulus of continuity. (See, for example, Chapter 7 in [7] for a detailed discussion.) We define

$$
H^{\omega}[-1,1]:=\{f \mid f \in C[-1,1] \text { and } \omega(f, \delta) \leqslant \omega(\delta)\}
$$

The following result is taken from a paper by Korneičuk and Polovina [10], see Theorem 1 and Remark 4 there.

Theorem 3.1. Let $\omega(t)$ be an arbitrary concave modulus of continuity. Then for each function $f \in H^{\omega}$ there exists a sequence of algebraic polynomials $P_{n}=P_{n}(f, \cdot)$ of degree $n \in \mathbb{N}_{0}$ such that

$$
\begin{equation*}
\left|f(x)-P_{n}(x)\right| \leqslant \frac{1}{2} \omega\left(\frac{\pi}{n+1} \cdot \sqrt{1-x^{2}}\right)+o\left(\omega\left(\frac{1}{n+1}\right)\right) \tag{3.1}
\end{equation*}
$$

holds uniformly for $-1 \leqslant x \leqslant 1$ and for every $f \in H^{\omega}$, and the constant $1 / 2$ is best possible.

The fact that inequality (3.1) indeed holds uniformly for every $f \in H^{\omega}$ can be verified directly from their proof.

From Theorem 3.1 we derive the following pointwise consequence.
Corollary 3.2. Let $\omega(t)>0, t>0$, be a concave modulus of continuity. Let $f \in H^{\omega}[-1,1]$. Then there is a sequence of algebraic polynomials $P_{n}=P_{n}(f, \cdot)$ of degree $n \in \mathbb{N}_{o}$ such that
(i)

$$
\begin{equation*}
\varlimsup_{n \rightarrow \infty} \frac{\left|f(x)-P_{n}(x)\right|}{\omega\left(\frac{\pi}{n+1} \cdot \sqrt{1-x^{2}}\right)} \leqslant \frac{1}{2} \quad \text { for each fixed }|x|<1 \tag{3.2}
\end{equation*}
$$

Furthermore, putting $\varepsilon_{n}^{1}(f) \quad:=\left|f(-1)-P_{n}(-1)\right| / \omega(1 /(n+1))$ and $\varepsilon_{n}^{2}(f)$ $=\left|f(1)-P_{n}(1)\right| / \omega(1 /(n+1))$ one has

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \varepsilon_{n}^{1}(f)=\lim _{n \rightarrow \infty} \varepsilon_{n}^{2}(f)=0 \text { uniformly for } f \in H^{\omega}[-1,1] \tag{3.3}
\end{equation*}
$$

(ii) $\varlimsup_{n \rightarrow \infty} \frac{\left\|f-P_{n}\right\|}{\omega\left(\frac{\pi}{n+1}\right)} \leqslant \frac{1}{2}$.

Proof: Since (3.1) of Theorem 3.1 holds uniformly for $|x| \leqslant 1$ and for $f \in$ $H^{\omega}[-1,1]$, for $\varepsilon>0$ we get that there is a natural number $N_{1}$ ( $N_{1}$ being independent of $|x| \leqslant 1$ and of $f$ ), such that, when $n \geqslant N_{1}$, we have

$$
\begin{equation*}
\left|f(x)-P_{n}(x)\right| \leqslant \frac{1}{2} \omega\left(\frac{\pi}{n+1} \cdot \sqrt{1-x^{2}}\right)+\varepsilon \cdot \omega\left(\frac{1}{n+1}\right) \tag{3.4}
\end{equation*}
$$

Letting $x=-1$ and $x=+1$, we get

$$
\left|f(-1)-P_{n}(-1)\right| \leqslant \varepsilon \cdot \omega\left(\frac{1}{n+1}\right), \text { and }\left|f(1)-P_{n}(1)\right| \leqslant \varepsilon \cdot \omega\left(\frac{1}{n+1}\right)
$$

so that

$$
\varepsilon_{n}^{1}(f):=\frac{\left|f(-1)-P_{n}(-1)\right|}{\omega(1 /(n+1))} \leqslant \varepsilon \text { for all } n \geqslant N_{1}
$$

as well as

$$
\varepsilon_{n}^{2}(f):=\frac{\left|f(1)-P_{n}(1)\right|}{\omega(1 /(n+1))} \leqslant \varepsilon \text { for all } n \geqslant N_{1} .
$$

Hence

$$
\lim _{n \rightarrow \infty} \varepsilon_{n}^{1}(f)=\lim _{n \rightarrow \infty} \varepsilon_{n}^{2}(f)=0 \text { uniformly for } f \in H^{\omega}[-1,1]
$$

Furthermore, from (3.4) we have uniformly for $|x|<1$ that

$$
\begin{equation*}
\frac{\left|f(x)-P_{n}(x)\right|}{\omega\left(\frac{\pi}{n+1} \cdot \sqrt{1-x^{2}}\right)} \leqslant \frac{1}{2}+\frac{\varepsilon \cdot \omega\left(\frac{1}{n+1}\right)}{\omega\left(\frac{\pi}{n+1} \cdot \sqrt{1-x^{2}}\right)} \text { for all } n \geqslant N_{1} \tag{3.5}
\end{equation*}
$$

Using $\omega(f, \lambda \delta) \leqslant(\lambda+1) \omega(f, \delta)$ for $\delta \geqslant 0$ and $\lambda>0$, we get

$$
\omega\left(\frac{1}{n+1}\right)=\omega\left(\frac{\pi \sqrt{1-x^{2}}}{n+1} \cdot \frac{1}{\pi \sqrt{1-x^{2}}}\right) \leqslant\left(\frac{1}{\pi \sqrt{1-x^{2}}}+1\right) \omega\left(\frac{\pi \sqrt{1-x^{2}}}{n+1}\right)
$$

Hence

$$
\frac{\varepsilon \cdot \omega\left(\frac{1}{n+1}\right)}{\omega\left(\frac{\pi}{n+1} \cdot \sqrt{1-x^{2}}\right)} \leqslant \varepsilon \cdot\left(\frac{1}{\pi \sqrt{1-x^{2}}}+1\right)=\frac{\varepsilon}{\pi \sqrt{1-x^{2}}}+\varepsilon
$$

For an arbitrary $\varepsilon_{1}>0$, taking $0<\varepsilon=\varepsilon_{1} \cdot \sqrt{1-x^{2}},\left(|x|<1\right.$, and hence $\left.\varepsilon \leqslant \varepsilon_{1}\right)$, there is a natural number $N_{2}(x)$ independent of $f$, so that, when $n \geqslant N_{2}(x)$, the inequality

$$
\frac{\varepsilon \cdot \omega\left(\frac{1}{n+1}\right)}{\omega\left(\frac{\pi}{n+1} \cdot \sqrt{1-x^{2}}\right)} \leqslant \frac{\varepsilon_{1}}{\pi}+\varepsilon_{1} \leqslant 2 \cdot \varepsilon_{1}
$$

holds.
From (3.5) we have

$$
\frac{\left|f(x)-P_{n}(x)\right|}{\omega\left(\frac{\pi}{n+1} \cdot \sqrt{1-x^{2}}\right)} \leqslant \frac{1}{2}+2 \cdot \varepsilon_{1},
$$

and thus

$$
\varlimsup_{n \rightarrow \infty} \frac{\left|f(x)-P_{n}(x)\right|}{\omega\left(\frac{\pi}{n+1} \cdot \sqrt{1-x^{2}}\right)} \leqslant \frac{1}{2}+2 \cdot \varepsilon_{1}
$$

Letting $\varepsilon_{1}$ tend to zero shows the validity of

$$
\varlimsup_{n \rightarrow \infty} \frac{\left|f(x)-P_{n}(x)\right|}{\omega\left(\frac{\pi}{n+1} \cdot \sqrt{1-x^{2}}\right)} \leqslant \frac{1}{2}
$$

From (3.4) we have

$$
\left\|f-P_{n}\right\| \leqslant \frac{1}{2} \cdot \omega\left(\frac{\pi}{n+1}\right)+\varepsilon \cdot \omega\left(\frac{1}{n+1}\right) \text { for } n \geqslant N_{1}
$$

Similarly it can be proved that

$$
\begin{equation*}
\overline{\lim }_{n \rightarrow \infty} \frac{\left\|f-P_{n}\right\|}{\omega\left(\frac{\pi}{n+1}\right)} \leqslant \frac{1}{2} \tag{D}
\end{equation*}
$$

Remark 3.3. The operators yielding the polynomials $P_{n}(x)=P_{n}(f ; x)$ are nonlinear, see [10].

Corollary 3.4. Let $\omega(t)$ be an arbitaray concave modulus of continuity. Then for each function $f \in H^{\omega}[-1,1]$ there exists a sequence of algebraic polynomials $P_{n}=P_{n}(f, \cdot)$ of degree $n \in \mathbb{N}_{0}$ so that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\sup \left\{\left\|f-P_{n}(f, \cdot)\right\| ; f \in H^{\omega}[-1,1]\right\}}{\omega\left(\frac{\pi}{n+1}\right)}=\frac{1}{2} \tag{3.6}
\end{equation*}
$$

Proof: From Theorem 3.1 we get

$$
\begin{equation*}
\sup \left\{\left\|f-P_{n}(f ; \cdot)\right\| ; f \in H^{\omega}[-1,1]\right\} \leqslant \frac{1}{2} \cdot \omega\left(\frac{\pi}{n+1}\right)+o\left(\omega\left(\frac{1}{n+1}\right)\right) \tag{3.7}
\end{equation*}
$$

Let $E_{n}(f)_{C[-1,1]}$ denote the approximation constant for $f$ when approximating by algebraic polynomials of degree $\leqslant n$. Polovina [15] (see also [10]) proved that

$$
\begin{aligned}
& \sup \left\{E_{n-1}(f)_{C[-1,1]}: f \in H^{\omega}[-1,1]\right\} \\
& \\
& \quad=\frac{1}{2} \omega\left(\frac{\pi}{n}\right)-\varepsilon_{n} \omega\left(\frac{\pi}{n}\right), \text { where } 0 \leqslant \varepsilon_{n}=O\left(\frac{1}{\ln n}\right) .
\end{aligned}
$$

Hence

$$
\sup \left\{E_{n}(f)_{C[-1,1]}: f \in H^{\omega}[-1,1]\right\}=\frac{1}{2} \omega\left(\frac{\pi}{n+1}\right)+o\left(\omega\left(\frac{\pi}{n+1}\right)\right)
$$

Since $E_{n}(f)_{C[-1,1]} \leqslant\left\|f-P_{n}(f ; \cdot)\right\|$, from (3.7) we get

$$
\begin{aligned}
\sup \left\{E_{n}(f)_{C[-1,1]}: f \in H^{\omega}[-1,1]\right\} & \leqslant \sup \left\{\left\|f-P_{n}(f ; \cdot)\right\|: f \in H^{\omega}[-1,1]\right\} \\
& \leqslant \frac{1}{2} \cdot \omega\left(\frac{\pi}{n+1}\right)+o\left(\omega\left(\frac{1}{n+1}\right)\right)
\end{aligned}
$$

and hence

$$
\sup \left\{\left\|f-P_{n}(f ; \cdot)\right\|: f \in H^{\omega}[-1,1]\right\}=\frac{1}{2} \cdot \omega\left(\frac{\pi}{n+1}\right)+o\left(\omega\left(\frac{1}{n+1}\right)\right)
$$

from which it follows that

$$
\frac{\sup \left\{\mid f-P_{n}(f ; \cdot) \|: f \in H^{\omega}[-1,1]\right\}}{\omega\left(\frac{\pi}{n+1}\right)}=\frac{1}{2}+o(1)
$$

The latter relation implies the statement of Corollary 3.4.
[
We have thus seen that the asymptotic constant $1 / 2$ is best possible in an equality like that of Corollary 3.4.

Comparing the assertions of Theorem 2.7 (ii) and of Corollary 3.2 shows that there appears to be room for improvement on the constant 4 figuring in (2.27). A guideline for future research may be another result of Korneičuk. In his book [7] (see also [9]) it is shown that for each function $f \in C_{2 \pi}, f \neq$ constant, one has

$$
E_{n}(f)_{C_{2 \pi}}<1 \cdot \omega\left(f, \frac{\pi}{n}\right), n \in \mathbb{N},
$$

where the constant 1 is best possible. Here $E_{n}(f)_{C_{2 \pi}}$ is the best uniform approximation of $f$ by trigonometric polynomials of degree $\leqslant n-1$.

The results of Corollaries 3.2 and 3.4 , together with above remark concerning the trigonometric case, suggest the following

Conjecture 3.5. For each function $f \in C[-1,1], f \neq$ constant, and $n \geqslant 1$, there is an algebraic polynomial $P_{n}(x)$ of degree $\leqslant n$ such that

$$
\left|f(x)-P_{n}(x)\right|<1 \cdot \omega\left(f, \frac{\pi \sqrt{1-x^{2}}}{n+1}\right) \text { for all }|x|<1
$$

where the constant 1 is best possible.
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