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#### Abstract

Blackwell (1951), in his seminal work on comparison of experiments, ordered two experiments using a dilation ordering: one experiment, $Y$, is 'more spread out' in the sense of dilation than another one, $X$, if $\mathrm{E}(c(Y)) \geq \mathrm{E}(c(X))$ for all convex functions $c$. He showed that this ordering is equivalent to two other orderings, namely (i) a total time on test ordering and (ii) a martingale relationship $\mathrm{E}\left(Y^{\prime} \mid X^{\prime}\right)=X^{\prime}$, where ( $X^{\prime}, Y^{\prime}$ ) has a joint distribution with the same marginals as $X$ and $Y$. These comparisons are generalized to balayage orderings that are defined in terms of generalized convex functions. These balayage orderings are equivalent to (i) iterated total integral of survival orderings and (ii) martingale-type orderings which we refer to as $k$-mart orderings. These comparisons can arise naturally in model fitting and data confidentiality contexts.
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## 1. Introduction and background

In his seminal work on comparison of experiments, Blackwell (1951) studied the dilation ordering, according to which $Y$ is a dilation of $X$ if both random variables have finite means and

$$
\begin{equation*}
\mathrm{E}(c(Y)) \geq \mathrm{E}(c(X)) \tag{1.1}
\end{equation*}
$$

for every convex function $c$. He showed that if two experiments are related to each other through (1.1), then there exists a transition kernel between the experiments such that $(X, Y)$ is a one-step martingale, i.e.

$$
\begin{equation*}
\mathrm{E}(Y \mid X)=X \tag{1.2}
\end{equation*}
$$

Identity (1.2) has implications for stochastic model building where a principal objective is to choose a simple baseline model that describes the salient features of the population. In particular, from (1.2) we have the stochastic model

$$
\begin{equation*}
Y=X+\varepsilon, \tag{1.3}
\end{equation*}
$$

where $Y$ is the population, $X$ is the baseline model, and $\varepsilon$ is an error term. Two features of $X$ in (1.3) are that it is 'fair' and uncorrelated with the error term. Formally,

$$
\begin{equation*}
\mathrm{E}(Y)=\mathrm{E}(X) \quad \text { and } \quad \operatorname{cov}(X, \varepsilon)=0 . \tag{1.4}
\end{equation*}
$$

[^0]In Section 4, the above ideas are extended to more general notions of 'convexity', utilizing a martingale-type structure called a $k$-mart. Background material on generalized convexity defined in terms of Chebyshev systems is given in Section 2.

An operational way to verify (1.1) is through the use of tail integral of survival comparisons. Let $F$ denote a cumulative distribution function with nonnegative support and finite mean $\mu$ (i.e. $\mu=\int x \mathrm{~d} F(x)$ ). Then the tail integral of survival transform is

$$
\bar{F}_{1}(y):=\int_{y}^{\infty}(1-F(x)) \mathrm{d} x=: \int_{y}^{\infty} \bar{F}(x) \mathrm{d} x .
$$

It is well known that (1.1) holds if and only if

$$
\begin{equation*}
\mathrm{E}(Y)=\mathrm{E}(X) \quad \text { and } \quad \bar{G}_{1} \geq \bar{F}_{1}, \tag{1.5}
\end{equation*}
$$

where $G$ and $F$ denote the distribution functions of $Y$ and $X$, respectively (see, e.g. Ross (1983) and Shaked and Shanthikumar (1994, Section 2.A.1)). Moreover, (1.5) holds if and only if there exists a joint distribution for $Y$ and $X$ such that (1.2) holds, i.e. ( $X, Y$ ) has a martingale structure (see, e.g. Blackwell (1951), (1953), Meyer (1966, Section XI.2), Strassen (1965), and references therein).

Blackwell (1951) used a transform similar to the tail integral of survival transform in his work on comparing experiments. More general transformations are presented in Section 3, and are shown to be related to stochastic orderings similar to (1.1), but with more general notions of 'convexity'.

Blackwell's proof of (1.2) is constructive; the required transition kernel is obtained as an iterative procedure where each iteration is a dilation and the iteration converges to the required transition kernel after an infinite number of steps. An alternative proof of Blackwell's result is presented in Section 6. It is also constructive, but the construction is direct, not iterative, with the added benefit that the joint distribution is the one that makes $X$ 'most nearly identical' to $Y$.

Besides the comparison of experiments, $k$-marts and balayages have other applications, for instance in data confidentiality. One way of protecting data is to release a synthetic version of the data rather than the real data. The released data should be similar to the real one, in order that inferences made from the released version of the data be valid (Willenborg and de Waal (2001b)). The synthesization can be achieved through a variety of techniques such as swapping, round off, aggregation or grouping, and adding noise to the data. Here we are interested in developing a theory which addresses aggregation and addition of noise that preserves moment structure in one-way tables or arrays (and the authors are currently developing techniques for the multivariate situation). In Section 5, the moment structure is used to construct and generate $k$-marts which relate the distribution of the original data to the synthetic version.

Dilations can arise quite naturally when fitting mixture models in which the means of the population and the fitted model are the same (Shaked (1980)). Consequently, the joint distribution of $(X, Y)$ can be constructed to have a martingale structure. Higher-order mixture models can often be fitted in a hierarchical way in which the $k$-point fitted model and the population mixture have a $k$-mart structure rather than a martingale structure. These ideas are discussed in Section 4

## 2. Generalized convexity

The concept of convexity with respect to extended complete Chebyshev systems is presented in this section, following the treatment in Karlin and Studden (1966, Chapter I). The following definitions are needed.

Definition 2.1. Let $u_{0}, \ldots, u_{n}$ be real-valued functions on the interval $[a, b]$. The collection $\left\{u_{i}\right\}_{0}^{n}$ is said to be a Chebyshev system, or a $C$-system, on $[a, b]$ if

$$
\operatorname{det}\left[u_{i}\left(x_{j}\right): i=0, \ldots, n, j=0, \ldots, n\right]>0
$$

for any choice of $n$ real numbers $x_{i}, a \leq x_{0}<x_{1}<\cdots<x_{n} \leq b$. (Unless otherwise indicated, in the matrix $\left[U_{i}\left(x_{j}\right)\right]$ the first index is for the rows and the second index is for the columns.) If the functions constitute a C-system on any interval $[a, b], a<b$, then we say that they constitute a C -system on $(-\infty, \infty)$.

In the next definition, $u^{(i)}$ denotes the $i$ th derivative of the function $u$ and $C^{i}[a, b]$ denotes the set of real-valued functions on $[a, b]$ with continuous $i$ th derivatives (if no interval is specified, the property is assumed to be true on $(-\infty, \infty)$ ).

Definition 2.2. The C -system $\left\{u_{i}\right\}_{0}^{n}$ is called an extended complete Chebyshev system, or an ECC-system, on $[a, b]$ if $u_{i} \in C^{n}[a, b]$ and, for $k=0, \ldots, n, W\left(u_{0}, \ldots, u_{k}\right)>0$ on $[a, b]$, where $W\left(u_{0}, \ldots, u_{k}\right)$ denotes the Wronskian of the functions $u_{0}, \ldots, u_{k}$, i.e.

$$
W\left(u_{0}, \ldots, u_{k}\right)(t)=\operatorname{det}\left[u_{i}^{(j)}(t): i=0, \ldots, k, j=0, \ldots, k\right]
$$

(see Karlin and Studden (1966, Chapter XI, Theorem 1.1)). If the functions constitute an ECC-system on any interval [ $a, b], a<b$, then we say that they constitute an ECC-system on $(-\infty, \infty)$ (this is assumed if no interval is specified).

Remark 2.1. Without loss of generality, it is assumed that there exists a constant $c \in[a, b]$ for which $u_{i}^{(j)}(c)=0, i=1, \ldots, n, j=0, \ldots, i-1$ (see Karlin and Studden (1966, Chapter XI, Remark 1.2)). Furthermore, the ECC-system $U=\left\{1, x, \ldots, x^{n}\right\}$ will be referred to as the classical ECC-system or classical C-system.
Definition 2.3. Let $\left\{u_{i}\right\}_{0}^{n}$ be an ECC-system. The Wronskian functions, $w_{0}, \ldots, w_{n}$, corresponding to $u_{0}, \ldots, u_{n}$ are defined by $w_{j}=D_{j} u_{j}, j=0, \ldots, n$, where the differential operator $D_{j}$ is recursively defined as follows:

$$
D_{0} u=u, \quad D_{j} u=\frac{\mathrm{d}}{\mathrm{~d} t} \frac{D_{j-1} u}{w_{j-1}}, \quad j=1, \ldots, n .
$$

Here, for $j=n,(\mathrm{~d} / \mathrm{d} t)\left(D_{n-1} u / w_{n-1}\right)$ can be replaced by either the right or the left derivative of $D_{n-1} u / w_{n-1}$, and $D_{n}$ respectively denoted by $D_{n}^{\mathrm{R}}$ or $D_{n}^{\mathrm{L}}$.

The next lemma characterizes Wronskians in terms of Wronskian functions.
Lemma 2.1. Let $\left\{u_{i}\right\}_{0}^{n}$ be an ECC-system with corresponding Wronskian functions $w_{0}, \ldots, w_{n}$. Then, for $k=0, \ldots, n$,

$$
W\left(u_{0}, \ldots, u_{k}\right)=w_{0}^{k+1} w_{1}^{k} \cdots w_{k}
$$

Proof. See Karlin and Studden (1966, p. 243 or p. 380) for details.
As an immediate corollary, we have the following result.
Corollary 2.1. The collection $\left\{u_{i}\right\}_{0}^{n}$ is an ECC-system if and only if $w_{i}>0, i=0,1, \ldots, n$.
The next lemma characterizes ECC-systems in terms of Wronskian functions and is needed in Section 3. Its proof can be found in Vera and Lynch (2005b, Lemma 2.3).

Lemma 2.2. For any number $x$, functions $f$ and $g$ of the forms

$$
\begin{equation*}
f(t)=w_{0}(t) \int_{x}^{t} w_{1}\left(v_{1}\right) \int_{x}^{v_{1}} w_{2}\left(v_{2}\right) \cdots \int_{x}^{v_{k-1}} w_{k}\left(v_{k}\right) \mathrm{d} v_{k} \cdots \mathrm{~d} v_{1} \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
g(t)=w_{0}(t) \int_{t}^{x} w_{1}\left(v_{1}\right) \int_{v_{1}}^{x} w_{2}\left(v_{2}\right) \cdots \int_{v_{k-1}}^{x} w_{k}\left(v_{k}\right) \mathrm{d} v_{k} \cdots \mathrm{~d} v_{1} \tag{2.2}
\end{equation*}
$$

are polynomials in (i.e. linear combinations of) the functions $u_{0}, \ldots, u_{k}$ corresponding to $w_{0}, \ldots, w_{k}$.

Definition 2.4. A function $f$ is said to be convex with respect to a $C$-system $U=\left\{u_{i}\right\}_{0}^{n}$, or $U$-convex, if

$$
\left|\begin{array}{cccc}
u_{0}\left(t_{0}\right) & u_{0}\left(t_{1}\right) & \cdots & u_{0}\left(t_{n+1}\right) \\
u_{1}\left(t_{0}\right) & u_{1}\left(t_{1}\right) & \cdots & u_{1}\left(t_{n+1}\right) \\
\vdots & \vdots & \ddots & \vdots \\
u_{n}\left(t_{0}\right) & u_{n}\left(t_{1}\right) & \cdots & u_{n}\left(t_{n+1}\right) \\
f\left(t_{0}\right) & f\left(t_{1}\right) & \cdots & f\left(t_{n+1}\right)
\end{array}\right| \geq 0
$$

for $t_{0}<t_{1}<\cdots<t_{n}<t_{n+1}$. If the inequality is strict then we say that the function is strictly $U$-convex.

Definition 2.5. A function $f$ is said to be $U$-concave if $-f$ is $U$-convex.
The next two lemmas, which were proved in Karlin and Studden (1966, Chapter XI), give some characterizations of functions that are convex with respect to ECC-systems.

Lemma 2.3. If $f$ is convex with respect to the ECC-system $\left\{u_{i}\right\}_{0}^{n}$ and $n \geq 1$, then $f \in C^{n-1}$.
Lemma 2.4. The following statements are equivalent.
(i) $f$ is convex with respect to the ECC-system $\left\{u_{i}\right\}_{0}^{n}$.
(ii) $\rho_{\mathrm{R}} f:=D_{n}^{\mathrm{R}} f / w_{n}$ is a right-continuous, nondecreasing function.
(iii) $\rho_{\mathrm{L}} f:=D_{n}^{\mathrm{L}} f / w_{n}$ is a left-continuous, nondecreasing function.

A useful representation of $U$-convex functions in terms of the operator $\rho_{\mathrm{R}}$ is presented in the next theorem.
Theorem 2.1. If $f$ is bounded and convex with respect to $\left\{u_{i}\right\}_{0}^{n}$, where $u_{i}^{(j)}(c)=0, i=$ $1, \ldots, n, j=0, \ldots, i-1$, for some constant $c$, then

$$
\begin{aligned}
f(t)= & w_{0}(t) \int_{c}^{t} w_{1}\left(x_{1}\right) \int_{c}^{x_{1}} w_{2}\left(x_{2}\right) \cdots \int_{c}^{x_{n-1}} w_{n}\left(x_{n}\right) \int_{c}^{x_{n}} \mathrm{~d} \rho_{\mathrm{R}} f(u) \mathrm{d} x_{n} \cdots \mathrm{~d} x_{1} \\
& +\frac{f(c)}{w_{0}(c)} u_{0}(t)+\frac{D_{1} f(c)}{w_{1}(c)} u_{1}(t)+\cdots+\frac{D_{n-1} f(c)}{w_{n-1}(c)} u_{n-1}(t)+\frac{D_{n}^{\mathrm{R}} f(c)}{w_{n}(c)} u_{n}(t)
\end{aligned}
$$

for $t \geq c$ and

$$
\begin{aligned}
f(t)= & (-1)^{n+1} w_{0}(t) \int_{t}^{c} w_{1}\left(x_{1}\right) \int_{x_{1}}^{c} w_{2}\left(x_{2}\right) \cdots \int_{x_{n-1}}^{c} w_{n}\left(x_{n}\right) \int_{x_{n}}^{c} \mathrm{~d} \rho_{\mathrm{R}} f(u) \mathrm{d} x_{n} \cdots \mathrm{~d} x_{1} \\
& +\frac{f(c)}{w_{0}(c)} u_{0}(t)+\frac{D_{1} f(c)}{w_{1}(c)} u_{1}(t)+\cdots+\frac{D_{n-1} f(c)}{w_{n-1}(c)} u_{n-1}(t)+\frac{D_{n}^{\mathrm{R}} f(c)}{w_{n}(c)} u_{n}(t)
\end{aligned}
$$

for $t<c$.
Proof. Note first that, for $t \geq c$ and $i=0,1, \ldots, n-1$,

$$
D_{i} f(t)=w_{i}(t) \int_{c}^{t} D_{i+1} f(x) \mathrm{d} x+\frac{D_{i} f(c)}{w_{i}(c)} w_{i}(t) .
$$

Applying this identity recursively gives

$$
\begin{aligned}
& f(t)=w_{0}(t) \int_{c}^{t} D_{1} f\left(x_{1}\right) \mathrm{d} x_{1}+\frac{f(c)}{w_{0}(c)} w_{0}(t) \\
& =w_{0}(t) \int_{c}^{t} w_{1}\left(x_{1}\right) \int_{c}^{x_{1}} D_{2} f\left(x_{2}\right) \mathrm{d} x_{2} \mathrm{~d} x_{1} \\
& +\frac{D_{1} f(c)}{w_{1}(c)} w_{0}(t) \int_{c}^{t} w_{1}\left(x_{1}\right) \mathrm{d} x_{1}+\frac{f(c)}{w_{0}(c)} w_{0}(t) \\
& \vdots \\
& =w_{0}(t) \int_{c}^{t} w_{1}\left(x_{1}\right) \int_{c}^{x_{1}} \cdots w_{n-1}\left(x_{n-1}\right) \int_{c}^{x_{n-1}} D_{n}^{\mathrm{R}} f\left(x_{n}\right) \mathrm{d} x_{n} \cdots \mathrm{~d} x_{1} \\
& +\frac{D_{n-1} f(c)}{w_{n-1}(c)} w_{0}(t) \int_{c}^{t} w_{1}\left(x_{1}\right) \int_{c}^{x_{1}} \cdots w_{n-2}\left(x_{n-2}\right) \int_{c}^{x_{n-2}} w_{n-1}\left(x_{n-1}\right) \mathrm{d} x_{n-1} \cdots \mathrm{~d} x_{1} \\
& +\cdots+\frac{D_{1} f(c)}{w_{1}(c)} w_{0}(t) \int_{c}^{t} w_{1}\left(x_{1}\right) \mathrm{d} x_{1}+\frac{f(c)}{w_{0}(c)} w_{0}(t) \\
& =w_{0}(t) \int_{c}^{t} w_{1}\left(x_{1}\right) \int_{c}^{x_{1}} \cdots w_{n-1}\left(x_{n-1}\right) \int_{c}^{x_{n-1}} w_{n}\left(x_{n}\right) \int_{c}^{x_{n}} \mathrm{~d} \rho_{\mathrm{R}} f(u) \mathrm{d} x_{n} \cdots \mathrm{~d} x_{1} \\
& +\frac{D_{n}^{\mathrm{R}} f(c)}{w_{n}(c)} w_{0}(t) \int_{c}^{t} w_{1}\left(x_{1}\right) \int_{c}^{x_{1}} \cdots \\
& \times w_{n-2}\left(x_{n-2}\right) \int_{c}^{x_{n-2}} w_{n-1}\left(x_{n-1}\right) \int_{c}^{x_{n-1}} w_{n}\left(x_{n}\right) \mathrm{d} x_{n} \cdots \mathrm{~d} x_{1} \\
& +\frac{D_{n-1} f(c)}{w_{n-1}(c)} w_{0}(t) \int_{c}^{t} w_{1}\left(x_{1}\right) \int_{c}^{x_{1}} \cdots w_{n-2}\left(x_{n-2}\right) \int_{c}^{x_{n-2}} w_{n-1}\left(x_{n-1}\right) \mathrm{d} x_{n-1} \cdots \mathrm{~d} x_{1} \\
& +\cdots+\frac{D_{1} f(c)}{w_{1}(c)} w_{0}(t) \int_{c}^{t} w_{1}\left(x_{1}\right) \mathrm{d} x_{1}+\frac{f(c)}{w_{0}(c)} w_{0}(t) \\
& =w_{0}(t) \int_{c}^{t} w_{1}\left(x_{1}\right) \int_{c}^{x_{1}} \cdots w_{n-1}\left(x_{n-1}\right) \int_{c}^{x_{n-1}} w_{n}\left(x_{n}\right) \int_{c}^{x_{n}} \mathrm{~d} \rho_{\mathrm{R}} f(u) \mathrm{d} x_{n} \cdots \mathrm{~d} x_{1} \\
& +\frac{D_{n}^{\mathrm{R}} f(c)}{w_{n}(c)} u_{n}(t)+\frac{D_{n-1} f(c)}{w_{n-1}(c)} u_{n-1}(t)+\cdots+\frac{D_{1} f(c)}{w_{1}(c)} u_{1}(t)+\frac{f(c)}{w_{0}(c)} u_{0}(t),
\end{aligned}
$$

where the last equality follows from Lemma 2.2 of Vera and Lynch (2005b). A similar proof holds for $t<c$.

## 3. Balayages

The concept of balayages is introduced in this section, following the treatments in Meyer (1966) and Lynch (1988). Then a characterization in terms of iterated integrals, similar to the one in Karlin and Studden (1966, Chapter XI, Theorem 5.2), is presented (see also Denuit et al. (1998), who did the same thing for classical polynomials).

Definition 3.1. Let $U=\left\{u_{i}\right\}_{0}^{n}$ be an ECC-system. Let $F$ and $G$ be two finite measures with

$$
\int\left|u_{i}\right| \mathrm{d} F<\infty, \quad \int\left|u_{i}\right| \mathrm{d} G<\infty, \quad i=0, \ldots, n
$$

We say that $G$ is a balayage of $F$, written $G>_{U} F$, if

$$
\int c \mathrm{~d} G \geq \int c \mathrm{~d} F
$$

for any $U$-convex function $c$ satisfying $\left|\int c \mathrm{~d} G\right|<\infty$ and $\left|\int c \mathrm{~d} F\right|<\infty$. If $U=\{1, x\}$ then (under the same conditions) we say that $G$ is a dilation of $F$, written $G>_{\mathrm{d}} F$.

Remark 3.1. If $F$ and $G$ have densities $f$ and $g$ with respect to some measure $v$, then we write $g>_{U} f$ if $G>_{U} F$. Similarly, if $X \sim F$ and $Y \sim G$ then we write $Y>_{U} X$ if $G>_{U} F$, i.e. $\mathrm{E}(c(Y)) \geq \mathrm{E}(c(X))$ for any $U$-convex function $c$ satisfying

$$
|\mathrm{E}(c(X))|<\infty, \quad|\mathrm{E}(c(Y))|<\infty .
$$

Remark 3.2. Notice that

$$
\int u_{i} \mathrm{~d} F=\int u_{i} \mathrm{~d} G, \quad i=0, \ldots, n
$$

since both $u_{i}$ and $-u_{i}$ are $U$-convex.
Definition 3.2. Let $\left\{u_{i}\right\}_{0}^{n}$ be an ECC-system, with corresponding Wronskian functions $w_{0}, \ldots$, $w_{n}$, such that $u_{i}^{(j)}(c)=0, i=1, \ldots, n, j=0, \ldots, i-1$. Let $F$ denote a finite measure. The lower and upper iterated integrals of $F$ with respect to $\left\{u_{i}\right\}_{0}^{n}$ are functions recursively defined as follows:

$$
\begin{array}{ll}
F_{0}(t)=\int_{-\infty}^{t} w_{0}(u) \mathrm{d} F(u), & F_{i}(t)=\int_{-\infty}^{t} w_{i}(u) F_{i-1}(u) \mathrm{d} u, \\
\bar{F}_{0}(t)=\int_{t}^{\infty} w_{0}(u) \mathrm{d} F(u), & \bar{F}_{i}(t)=\int_{t}^{\infty} w_{i}(u) \bar{F}_{i-1}(u) \mathrm{d} u, \\
\bar{F}_{t}, & i=1, \ldots, n
\end{array}
$$

The next few results give useful properties of the iterated integrals defined above. In preparation, let $\left\{u_{i}\right\}_{0}^{n}$ be an ECC-system, with corresponding Wronskian functions $w_{0}, \ldots, w_{n}$, such that $u_{i}^{(j)}(c)=0, i=1, \ldots, n, j=0, \ldots, i-1$, and let $F$ denote a finite measure for which $\int\left|u_{i}\right| \mathrm{d} F<\infty, i=0, \ldots, n$.

The following proposition characterizes $U$-moments in terms of iterated integrals. Its proof can be found in Vera and Lynch (2005b, Proposition 3.1).
Proposition 3.1. $(-1)^{i} F_{i}(c)+\bar{F}_{i}(c)=\int u_{i} \mathrm{~d} F$.

Now, similar to (2.1) and (2.2), define

$$
f_{t, i}(u)=w_{0}(t) \int_{t}^{u} w_{1}\left(v_{1}\right) \int_{t}^{v_{1}} w_{2}\left(v_{2}\right) \cdots \int_{t}^{v_{i-1}} w_{i}\left(v_{i}\right) \mathrm{d} v_{i} \cdots \mathrm{~d} v_{1}
$$

and

$$
g_{t, i}(u)=w_{0}(t) \int_{u}^{t} w_{1}\left(v_{1}\right) \int_{v_{1}}^{t} w_{2}\left(v_{2}\right) \cdots \int_{v_{i-1}}^{t} w_{i}\left(v_{i}\right) \mathrm{d} v_{i} \cdots \mathrm{~d} v_{1}
$$

Note that by Lemma 2.2 both $f_{t, i}$ and $g_{t, i}$ are polynomials in the $u_{i}$. The next proposition relates conditional expectations of $f_{t, i}$ and $g_{t, i}$ with the iterated integrals from Definition 3.2.

Proposition 3.2. Assume that $F$ is a probability distribution and let $\bar{F}=1-F$ (not to be confused with the upper and lower iterated integrals of $F$ ). Also, let $X \sim F$. Then

$$
\mathrm{E}\left(f_{t, i}(X) \mid X>t\right)=\frac{\bar{F}_{i}(t)}{\bar{F}(t)}
$$

and

$$
\mathrm{E}\left(g_{t, i}(X) \mid X \leq t\right)=\frac{F_{i}(t)}{F(t)}
$$

Proof. A simple application of Fubini's theorem shows that

$$
\bar{F}_{i}(t)=\int_{t}^{\infty} f_{t, i}(u) \mathrm{d} F(u)
$$

The first result follows by dividing both sides of this equation by $\bar{F}(t)$. The proof of the second result is analogous.

Remark 3.3. For the classical ECC-system, $f_{t, i}(x)=(x-t)^{i}$ and $g_{t, i}(x)=(t-x)^{i}$. In reliability theory, $\mathrm{E}\left((X-t)^{j} \mid X>t\right)$ is the $j$ th moment of the residual life.

Remark 3.4. For the classical ECC-system, if $F_{0}$ is the empirical distribution over the $n$ points $x_{i}, x_{1}<\cdots<x_{n}$, then Proposition 3.2 helps us to see that

$$
\bar{F}_{i}\left(x_{i}\right)=\frac{1}{n}\left(\left(x_{i+1}-x_{i}\right)^{i}+\cdots+\left(x_{n}-x_{i}\right)^{i}\right) .
$$

Remark 3.5. Proposition 3.2 tells us that

$$
\bar{F}_{i}(t)=\mathrm{E}\left(f_{t, i}(X) 1_{\{X>t\}}\right) \quad \text { and } \quad F_{i}(t)=\mathrm{E}\left(g_{t, i}(X) 1_{\{X \leq t\}}\right),
$$

where $1_{\{\cdot\}}$ denotes the indicator function. For the classical ECC-system, these expectations are equivalent to those used in Denuit et al. (1998, Theorem 3.2).

The next lemma tells us that, except for a sign, the difference of upper integrals is the same as the difference of lower integrals.

Lemma 3.1. Let $F$ and $G$ be as defined in Definition 3.1. If

$$
\begin{equation*}
\int u_{i} \mathrm{~d} F=\int u_{i} \mathrm{~d} G \tag{3.1}
\end{equation*}
$$

for $i=0, \ldots, n$, then

$$
\begin{equation*}
\bar{G}_{i}-\bar{F}_{i}=(-1)^{i+1}\left(G_{i}-F_{i}\right) \tag{3.2}
\end{equation*}
$$

Proof. An induction argument is used here. Let $i=0$. Then

$$
\begin{aligned}
\bar{G}_{0}(t)-\bar{F}_{0}(t) & =\int_{t}^{\infty} w_{0}(u) \mathrm{d}(G(u)-F(u)) \\
& =\int_{-\infty}^{\infty} w_{0}(u) \mathrm{d}(G(u)-F(u))-\int_{-\infty}^{t} w_{0}(u) \mathrm{d}(G(u)-F(u)) \\
& =0-\left(G_{0}(t)-F_{0}(t)\right) \\
& =-\left(G_{0}(t)-F_{0}(t)\right)
\end{aligned}
$$

where the last equality follows from (3.1). Next, suppose that (3.2) holds for $i=0, \ldots, k$. Then, for $t<c$,

$$
\begin{aligned}
\bar{G}_{k+1}(t)-\bar{F}_{k+1}(t)= & \int_{t}^{\infty} w_{k+1}(u)\left(\bar{G}_{k}(u)-\bar{F}_{k}(u)\right) \mathrm{d} u \\
= & \int_{t}^{c} w_{k+1}(u)\left(\bar{G}_{k}(u)-\bar{F}_{k}(u)\right) \mathrm{d} u+\int_{c}^{\infty} w_{k+1}(u)\left(\bar{G}_{k}(u)-\bar{F}_{k}(u)\right) \mathrm{d} u \\
= & \int_{t}^{c} w_{k+1}(u)(-1)^{k+1}\left(G_{k}(u)-F_{k}(u)\right) \mathrm{d} u+\bar{G}_{k+1}(c)-\bar{F}_{k+1}(c) \\
= & \bar{G}_{k+1}(c)-\bar{F}_{k+1}(c)+(-1)^{k+1} \int_{-\infty}^{c} w_{k+1}(u)\left(G_{k}(u)-F_{k}(u)\right) \mathrm{d} u \\
& -(-1)^{k+1} \int_{-\infty}^{t} w_{k+1}(u)\left(G_{k}(u)-F_{k}(u)\right) \mathrm{d} u \\
= & \bar{G}_{k+1}(c)-\bar{F}_{k+1}(c)+(-1)^{k+1}\left(G_{k+1}(c)-F_{k+1}(c)\right) \\
& +(-1)^{k+2} \int_{-\infty}^{t} w_{k+1}(u)\left(G_{k}(u)-F_{k}(u)\right) \mathrm{d} u \\
= & \int u_{k+1} \mathrm{~d}(G-F)+(-1)^{k+2}\left(G_{k+1}(t)-F_{k+1}(t)\right) \\
= & (-1)^{k+2}\left(G_{k+1}(t)-F_{k+1}(t)\right),
\end{aligned}
$$

where the penultimate equality follows from Proposition 3.1 and the last equality follows from (3.2). A similar proof holds for $t>c$.

The next theorem is a generalization of a result of Denuit et al. (1998, Theorem 3.3) related to tail integral of survival transforms, and is similar to a result of Karlin and Studden (1966, Chapter XI, Theorem 5.1) (also, see Vera and Lynch (2005a, Section 3) for a problem in which a nonclassical C-system arises in a mixed distribution setting).

Theorem 3.1. If (3.1) holds then $G>_{U} F$ if and only if $\bar{G}_{n} \geq \bar{F}_{n}$.
Proof. The proof relies on the representation given in Theorem 2.1. First assume that $\bar{G}_{n}-\bar{F}_{n} \geq 0$, and suppose that $f$ is $U$-convex with $\left|\int f \mathrm{~d} G\right|<\infty$ and $\left|\int f \mathrm{~d} F\right|<\infty$. Then, with $a_{i}=D_{i} f(c) / w_{i}(c)$,

$$
\begin{array}{rl}
\int f & \mathrm{~d}(G-F)=\int_{-\infty}^{c} f(t) \mathrm{d}(G(t)-F(t))+\int_{c}^{\infty} f(t) \mathrm{d}(G(t)-F(t)) \\
= & (-1)^{n+1} \int_{-\infty}^{c} w_{0}(t) \int_{t}^{c} w_{1}\left(x_{1}\right) \int_{x_{1}}^{c} \cdots w_{n}\left(x_{n}\right) \int_{x_{n}}^{c} \mathrm{~d} \rho_{\mathrm{R}} f(u) \mathrm{d} x_{n} \cdots \mathrm{~d} x_{1} \mathrm{~d}(G(t)-F(t)) \\
& \quad+\int_{c}^{\infty} w_{0}(t) \int_{c}^{t} w_{1}\left(x_{1}\right) \int_{c}^{x_{1}} \cdots w_{n}\left(x_{n}\right) \int_{c}^{x_{n}} \mathrm{~d} \rho_{\mathrm{R}} f(u) \mathrm{d} x_{n} \cdots \mathrm{~d} x_{1} \mathrm{~d}(G(t)-F(t)) \\
& +\sum_{i=0}^{n}\left(\int_{-\infty}^{c} a_{i} u_{i}(t) \mathrm{d}(G(t)-F(t))+\int_{c}^{\infty} a_{i} u_{i}(t) \mathrm{d}(G(t)-F(t))\right) \\
= & (-1)^{n+1} \int_{-\infty}^{c} \int_{-\infty}^{u} w_{n}\left(x_{n}\right) \int_{-\infty}^{x_{n}} \cdots w_{1}\left(x_{1}\right) \\
& \quad+\int_{c}^{\infty} \int_{u}^{\infty} w_{n}\left(x_{n}\right) \int_{x_{n}}^{\infty} \cdots w_{1}\left(x_{1}\right) \int_{x_{1}}^{\infty} w_{0}(t) \mathrm{d}(G(t)-F(t)) \mathrm{d} x_{1} \cdots \mathrm{~d} x_{n} \mathrm{~d} \rho_{\mathrm{R}} f(u) \\
& +\sum_{i=0}^{n} a_{i} \int_{i} u_{i} d(G-F) \\
= & (-1)^{n+1} \int_{-\infty}^{c}\left(G_{n}(u)-F_{n}(u)\right) \mathrm{d} \rho_{\mathrm{R}} f(u)+\int_{c}^{\infty}\left(\bar{G}_{n}(u)-\bar{F}_{n}(u)\right) \mathrm{d} \rho_{\mathrm{R}} f(u),
\end{array}
$$

where the third equality follows from Fubini's theorem and the last equality follows from (3.1). Note that, from (3.2), $\bar{G}_{n}-\bar{F}_{n} \geq 0$ is equivalent to $(-1)^{n+1}\left(G_{n}-F_{n}\right) \geq 0$. Hence, $\int f \mathrm{~d}(G-F) \geq 0$.

Next assume that $G>_{U} F$, and define a function $f_{t}$ as follows:

$$
f_{t}(x)= \begin{cases}w_{0}(x) \int_{t}^{x} w_{1}\left(x_{1}\right) \int_{t}^{x_{n}} \cdots w_{n-1}\left(x_{n-1}\right) \int_{t}^{x_{n}} w_{n}\left(x_{n}\right) \mathrm{d} x_{n} \cdots \mathrm{~d} x_{1}, & x \geq t \\ 0, & x<t\end{cases}
$$

It is then easy to show that $\rho_{\mathrm{R}} f_{t}(x)$ equals 1 for $x \geq t$ and 0 for $x<t$. Hence, by Lemma 2.4, $f$ is $U$-convex. An application of Fubini's theorem gives $\bar{G}_{n}(t)=\int f_{t} \mathrm{~d} G$ and $\bar{F}_{n}(t)=\int f_{t} \mathrm{~d} F$. Thus,

$$
\bar{G}_{n}(t)-\bar{F}_{n}(t)=\int f_{t} \mathrm{~d}(G-F) \geq 0
$$

## 4. $\boldsymbol{k}$-marts

In this section, $k$-mart structures are introduced and defined as follows.
Definition 4.1. Let $U=\left\{1, u_{1}, \ldots, u_{n}\right\}$ be a C-system and, for $k=\lfloor(n+2) / 2\rfloor$ (where $\lfloor\cdot\rfloor$ denotes the integer part of its argument), let $(\boldsymbol{X}, Y) \equiv\left(X_{1}, \ldots, X_{k}, Y\right)$ be jointly distributed random variables with $X_{1}, \ldots, X_{k}$ independent and identically distributed. We say
that $\left(X_{1}, \ldots, X_{k}, Y\right)$ has a $k$-mart structure (or is a $k$-mart) if, for $j=1, \ldots, n$,

$$
\begin{equation*}
\mathrm{E}\left(u_{j}(Y) \mid X_{1}, \ldots, X_{k}\right)=\frac{u_{j}\left(X_{1}\right)+\cdots+u_{j}\left(X_{k}\right)}{k}=: \bar{u}_{j}(\boldsymbol{X}) \tag{4.1}
\end{equation*}
$$

Remark 4.1. A 1-mart with respect to the C -system $\{1, x\}$ is a one-step martingale.
Blackwell (1951) proved that a dilation is related to a one-step martingale (see also Strassen (1965)). A similar result relating balayages and $k$-marts is presented in the next theorem.

Theorem 4.1. Let $U=\left\{1, u_{1}, \ldots, u_{n}\right\}$ be a C-system of continuous functions on a finite interval $[a, b]$ and let $F$ and $G$ be two distributions under which $\mathrm{E}\left(u_{j}\right)<\infty$. Then $G>_{U} F$ if and only if there exists a $k$-mart structure $\left(X_{1}, \ldots, X_{k}, Y\right)$ with $X_{1} \sim F$ and $Y \sim G$.

Theorem 4.1 is a direct consequence of the next two lemmas, where $E_{X}$ is a distribution placing equal masses $1 / k$ at $X_{i}, i=1, \ldots, k$, and $(Y \mid X)$ is the conditional distribution of $Y$ given $X$.

Lemma 4.1. Let $U=\left\{1, u_{1}, \ldots, u_{n}\right\}$ be a $C$-system of continuous functions on a finite interval $[a, b]$ and let $F$ and $G$ be two distributions under which $\mathrm{E}\left(u_{j}\right)<\infty$. Then $G>_{U} F$ if and only if there exist jointly distributed random variables $\left(X_{1}, \ldots, X_{k}, Y\right)$ with $X_{1} \sim F$ and $Y \sim G$ such that $\left(Y \mid X_{1}, \ldots, X_{k}\right)>_{U} E_{\boldsymbol{X}}$.

Proof. See Lynch (1988, Theorem 4.1) for details.
Lemma 4.2. The collection of random variables $\left(X_{1}, \ldots, X_{k}, Y\right)$ is a $k$-mart if and only if $\left(Y \mid X_{1}, \ldots, X_{k}\right)>_{U} E_{X}$.

Proof. If $\left(Y \mid X_{1}, \ldots, X_{k}\right)>_{U} E_{X}$ then it is trivial to see that (4.1) holds since both $u_{i}$ and $-u_{i}$ are $U$-convex for $i=0, \ldots, n$. To prove the converse, suppose that (4.1) holds. Then, by Theorem 2.1 of Lynch (1988), $\mathrm{E}\left(c(Y) \mid X_{1}, \ldots, X_{k}\right) \geq \mathrm{E}(c(Z))$ for any $U$-convex function $c$, where $Z \sim E_{\boldsymbol{X}}$; thus, $\left(Y \mid X_{1}, \ldots, X_{k}\right)>_{U} E_{\boldsymbol{X}}$.

Theorem 4.1 can be generalized to C -systems of continuous functions on an infinite interval, with some mild restrictions. For the C-system $U=\left\{1, u_{1}, \ldots, u_{n}\right\}$, suppose that there exists a positive, continuous function $w$ for which

$$
\lim _{|t| \rightarrow \infty} \frac{u_{i}(t)}{w(t)}=l_{i}
$$

exists and is finite for $i=1, \ldots, n$. Let $S$ be a strictly increasing function from $[-\infty, \infty]$ onto [ 0,1 ], and define

$$
v_{i}(t)= \begin{cases}\frac{u_{i}\left(S^{-1}(t)\right)}{w\left(S^{-1}(t)\right)}, & t \in(0,1), \\ l_{i}, & t=0,1,\end{cases}
$$

for $i=1, \ldots, n$. The next few results characterize the collection $V=\left\{1, v_{1}, \ldots, v_{n}\right\}$ and its relationship with $U$.

Proposition 4.1. If $U$ is a $C$-system of continuous functions on $(-\infty, \infty)$, then $V$ is a $C$-system of continuous functions on $[0,1]$.

Proof. Note that, for $0 \leq x_{0}<x_{1}<\cdots<x_{n} \leq 1$,

$$
\begin{aligned}
& \operatorname{det}\left[v_{i}\left(x_{j}\right): i=0, \ldots, n, j=0, \ldots, n\right] \\
& \quad=\frac{\operatorname{det}\left[u_{i}\left(S^{-1}\left(x_{j}\right)\right): i=0, \ldots, n, j=0, \ldots, n\right]}{w\left(x_{1}\right) \cdots w\left(x_{n}\right)}
\end{aligned}
$$

The result follows from the facts that $U$ is a C -system and $S^{-1}$ is a strictly increasing function.
Proposition 4.2. If $c(\cdot)$ is $V$-convex then $c(S(\cdot))$ is $U$-convex. Similarly, if $c(\cdot)$ is $U$-convex then $c\left(S^{-1}(\cdot)\right)$ is $V$-convex.

Proof. The proof is similar to that of Proposition 4.1, but uses the determinant displayed in Definition 2.4 (with the function $c$ replacing the function $f$ ).

Lemma 4.3. Let $F$ and $G$ be distributions on $[0,1]$ with no mass at 0 or 1 , and let $\mu(t)=$ $F\left(S^{-1}(t)\right)$ and $\nu(t)=G\left(S^{-1}(t)\right)$ be distributions on $[-\infty, \infty]$. Then $G>_{U} F$ if and only if $v>{ }_{V} \mu$.

Proof. Let $c(\cdot)$ be $V$-convex. Then, by Proposition 4.2, $c(S(\cdot))$ is $U$-convex. Therefore,

$$
\mathrm{E}_{v}(c(X))=\mathrm{E}_{G}(c(S(X))) \geq \mathrm{E}_{F}(c(S(X)))=\mathrm{E}_{\mu}(c(X)) .
$$

The proof of the converse result is analogous.
Theorem 4.2. Let $F$ and $G$ be two distributions on $(-\infty, \infty)$ under which $\mathrm{E}\left(u_{j}\right)<\infty$. Then $G>_{U} F$ if and only if there exists a $k$-mart $\left(X_{1}, \ldots, X_{k}, Y\right)$ with $X_{1} \sim F$ and $Y \sim G$.

Proof. Suppose that $\left(X_{1}, \ldots, X_{k}, Y\right)$ has a $k$-mart structure. Then, for a convex function $c$,

$$
\mathrm{E}(c(Y))=\mathrm{E}\left(\mathrm{E}\left(c(Y) \mid X_{1}, \ldots, X_{k}\right)\right) \geq \mathrm{E}\left(\frac{c\left(X_{1}\right)+\cdots+c\left(X_{k}\right)}{k}\right)=\mathrm{E}\left(c\left(X_{1}\right)\right)
$$

where the last equality follows from the fact that $X_{1}, \ldots, X_{k}$ are identically distributed. Therefore, $G>_{U} F$.

To prove the converse result, suppose that $G>_{U} F$. Then $\nu_{\nu_{V}} \mu$, by Lemma 4.3. By Lemma 4.1, there exists a random vector $\left(W_{1}, \ldots, W_{k}, Z\right)$ with a $k$-mart structure and with $W_{1} \sim \mu$ and $Z \sim v$. Define $X_{i}=S^{-1}\left(W_{i}\right)$ for $i=1, \ldots, k$ and define $Y=S^{-1}(Z)$. Then, for a $U$-convex function $c$,

$$
\begin{aligned}
\mathrm{E}\left(c(Y) \mid X_{1}, \ldots, X_{k}\right) & =\mathrm{E}\left(c\left(S^{-1}(Z)\right) \mid W_{1}, \ldots, W_{k}\right) \\
& \geq \frac{c\left(S^{-1}\left(W_{1}\right)\right)+\cdots+c\left(S^{-1}\left(W_{k}\right)\right)}{k} \\
& =\frac{c\left(X_{1}\right)+\cdots+c\left(X_{k}\right)}{k} \\
& =\bar{c}(\boldsymbol{X}),
\end{aligned}
$$

where the inequality follows from the fact that $c\left(S^{-1}(\cdot)\right)$ is $V$-convex.
The previous developments can be used to build complex models similar to (1.3) from a baseline distribution using the basic operations of mixtures and convolutions.

Definition 4.1 suggests that a population $Y$, with distribution $G$, can be modeled in terms of a $k$-fold convolution of a distribution $F$ plus an error term, i.e.

$$
\begin{equation*}
Y=\frac{X_{1}+\cdots+X_{k}}{k}+\varepsilon, \tag{4.2}
\end{equation*}
$$

where the error term, $\varepsilon$, must now have more structure than in (1.4); enough that ( $X_{1}, \ldots, X_{k}, Y$ ) is a $k$-mart with respect to the classical C-system $U=\left\{1, x, \ldots, x^{n}\right\}$. The next proposition describes such a $k$-mart structure.

Proposition 4.3. Let $U_{n}$ be the classical $C$-system $\left\{1, x, \ldots, x^{n}\right\}$, and let $X_{1}, \ldots, X_{k}$ be independent and identically distributed with $X_{1} \sim F$ for some distribution $F$ with respect to which the expectations of the functions in $U_{n}$ are finite. For some random variable $\varepsilon$ with $\mathrm{E}\left(|\varepsilon|^{j}\right)<\infty$, define $Y$ as in (4.2). Then $\left(X_{1}, \ldots, X_{k}, Y\right)$ has a $k$-mart structure if and only if

$$
\begin{equation*}
\mathrm{E}\left(\varepsilon^{j} \mid X_{1}, \ldots, X_{k}\right)=\frac{\left(X_{1}-\bar{X}\right)^{j}+\cdots+\left(X_{k}-\bar{X}\right)^{j}}{k} \tag{4.3}
\end{equation*}
$$

for $j=1, \ldots, n$, where $\bar{X}=\left(X_{1}+\cdots+X_{k}\right) / k$.
Proof. Assume that $\left(X_{1}, \ldots, X_{k}, Y\right)$ has a $k$-mart structure. Then

$$
\begin{aligned}
\mathrm{E}\left(\varepsilon^{j} \mid X_{1}, \ldots, X_{k}\right) & =\mathrm{E}\left((Y-\bar{X})^{j} \mid X_{1}, \ldots, X_{k}\right) \\
& =\mathrm{E}\left(\left.\sum_{l=0}^{j}\binom{j}{l}(-\bar{X})^{j-l} Y^{l} \right\rvert\, X_{1}, \ldots, X_{k}\right) \\
& =\sum_{l=0}^{j}\binom{j}{l}(-\bar{X})^{j-l} \mathrm{E}\left(Y^{l} \mid X_{1}, \ldots, X_{k}\right) \\
& =\sum_{l=0}^{j}\binom{j}{l}(-\bar{X})^{j-l} \frac{1}{k} \sum_{i=1}^{k} X_{i}^{l} \\
& =\frac{1}{k} \sum_{i=1}^{k} \sum_{l=0}^{j}\binom{j}{l}(-\bar{X})^{j-l} X_{i}^{l} \\
& =\frac{1}{k} \sum_{i=1}^{k}\left(X_{i}-\bar{X}\right)^{j},
\end{aligned}
$$

as required. Proving that $\left(X_{1}, \ldots, X_{k}, Y\right)$ has a $k$-mart structure given that (4.3) holds is similar.
The next few results give properties of $k$-marts and various useful relationships.
Proposition 4.4. The collection of random variables $\left(X_{1}, \ldots, X_{k}, Y\right)$ is a $k$-mart with respect to the C-system $\left\{1, u_{1}, \ldots, u_{n}\right\}$ if and only if $\left(\bar{u}_{j}(\boldsymbol{X}), u_{j}(Y)\right)$ is a one-step martingale for $j=1, \ldots, n$.

Proof. The proof follows straightforwardly from Definition 4.1.
Proposition 4.5. Let $U$ be the classical C-system $\left\{1, x, \ldots, x^{n}\right\}$. If $\left(X_{1}, \ldots, X_{k}, Y\right)$ is a $k$-mart with respect to $U$, then $\left(Z X_{1}, \ldots, Z X_{k}, Z Y\right)$ and $\left(Z+X_{1}, \ldots, Z+X_{k}, Z+Y\right)$, where $Z$ is independent of $X_{i}, i=1, \ldots, k$, and $Y$, are also $k$-marts.

Proof. The result is proved here for the multiplicative case. The proof for the additive case is similar. By direct calculation,

$$
\begin{aligned}
\mathrm{E}\left((Z Y)^{j} \mid Z X_{1}, \ldots, Z X_{k}\right) & =\mathrm{E}\left(Z^{j} Y^{j} \mid Z X_{1}, \ldots, Z X_{k}\right) \\
& =\mathrm{E}\left(\mathrm{E}\left(Z^{j} Y^{j} \mid Z, X_{1}, \ldots, X_{k}\right) \mid Z X_{1}, \ldots, Z X_{k}\right) \\
& =\mathrm{E}\left(Z^{j} \mathrm{E}\left(Y^{j} \mid Z, X_{1}, \ldots, X_{k}\right) \mid Z X_{1}, \ldots, Z X_{k}\right) \\
& =\mathrm{E}\left(Z^{j} \mathrm{E}\left(Y^{j} \mid X_{1}, \ldots, X_{k}\right) \mid Z X_{1}, \ldots, Z X_{k}\right) \\
& =\mathrm{E}\left(\left.Z^{j} \frac{X_{1}^{j}+\cdots+X_{k}^{j}}{k} \right\rvert\, Z X_{1}, \ldots, Z X_{k}\right) \\
& =\mathrm{E}\left(\left.\frac{\left(Z X_{1}\right)^{j}+\cdots+\left(Z X_{k}\right)^{j}}{k} \right\rvert\, Z X_{1}, \ldots, Z X_{k}\right) \\
& =\frac{\left(Z X_{1}\right)^{j}+\cdots+\left(Z X_{k}\right)^{j}}{k},
\end{aligned}
$$

as required.
Proposition 4.6. For the classical $C$-system $U$, if $Y>_{U} X$ and $Z$ is independent of $X$ and $Y$, then $Z Y>_{U} Z X$ and $Z+Y>_{U} Z+X$.

Proof. This result is a direct consequence of Lemma 4.1 and Proposition 4.5.
Proposition 4.6 can be used to study how, for scale and location families, balayage structures for mixing distributions are transmitted to the mixed distribution. Let $F_{\theta}(x)=F(x / \theta)$, where $F$ is a cumulative distribution function and $\theta \in \Theta$ is a scale parameter, and let $\mu$ and $\nu$ be two distributions on $\theta$. Let $X, Y$, and $Z$ be independent with $X \sim \mu, Y \sim \nu$, and $Z \sim F$. Then $X Z$ and $Y Z$ are random variables with respective mixed distributions $F_{\mu}=\int F_{\theta} \mathrm{d} \mu(\theta)$ and $F_{\nu}=\int F_{\theta} \mathrm{d} \nu(\theta)$.

More generally, a hierarchical balayage arises naturally when fitting more general mixtures using the 'method of moments'. To see this, for $r=1,2, \ldots$ let $W_{r}$ denote the probability distribution that places the masses $w_{r 1}, \ldots, w_{r r}$ at the respective positions $\theta_{r 1}, \ldots, \theta_{r r} \in \Theta$, where this is done in such a way that $W_{r+1}>_{U_{2 r-1}} W_{r}$. Then define ${ }_{r} F$ as the distribution of a mixture over the family $F_{\theta}, \theta \in \Theta$, such that

$$
{ }_{r} F=\int F_{\theta} \mathrm{d} W_{r}(\theta)=\sum_{i=1}^{r} w_{r i} F_{\theta_{r i}} .
$$

Assume that $F_{\theta}$ is a distribution with density $f_{\theta}$ with respect to some measure $\lambda$, and that $f_{\theta}(x)$ is totally positive in $\theta$ and $x$ (see Karlin (1968) for the definitions and its consequences). Then, by the variation diminishing theorem (Karlin (1968)), ${ }_{k+r} F-{ }_{k} F$ has at most $2 k-1$ sign changes, since the difference

$$
{ }_{k+r} f-{ }_{k} f=\int f_{\theta}\left(\mathrm{d} W_{k+r}(\theta)-\mathrm{d} W_{k}(\theta)\right)
$$

has at most $2 k$ sign changes. Assume also that

$$
\tilde{U}_{2 r-1}=\left\{\tilde{u}_{j}: \tilde{u}_{j}(\theta)=\int u_{j}(x) \mathrm{d} F_{\theta}(x), j=0, \ldots, 2 r-1\right\}
$$

is a C-system for $r=1,2, \ldots$ Then, by Theorem 3.1 of Lynch (1988),

$$
{ }_{k+r} F>_{U_{2 r-1} k} F
$$

Hence, by Lemma 4.1, there exist jointly distributed random variables with a $k$-mart structure and marginal distributions ${ }_{k} F$ and ${ }_{k+r} F$.

Vera and Lynch (2005a) used these ideas to fit a binomial mixture.

## 5. Synthetic data

The ideas presented in the previous sections can be applied to problems of statistical disclosure control, which is defined as 'the discipline concerned with the modification of statistical data, containing individual information about entities..., in order to prevent third parties working with these data to recognize individuals in the data' (Willenborg and de Waal (2001a)).

Statistics such as the mean and the variance are not enough for many statistical analyses, and the original data may be required. Nevertheless, because of disclosure limitations, sometimes it is not possible to release the original version of the data to the parties doing the statistical analysis. It could be possible, however, to release a data set similar to the original one, keeping some of its properties but concealing any sensitive information (see, e.g. Dalenius and Reiss (2002)).

In this section, some techniques for data disclosure are presented which use the ideas of balayages and $k$-marts. In particular, a modification of microaggregation resulting in a balayage structure is proposed in Subsection 5.1, and the generation of synthetic data through the generation of $k$-marts is discussed in Subsection 5.2.

### 5.1. Moment-preserving microaggregation

One technique of data disclosure is microaggregation, which consists in grouping the data and replacing the values within each group by their mean (Defays and Anwar (1995)). If there were only one group then all of the original data would be replaced by one value, the mean. If each group were to contain one data point, then the disclosed data would be the original data.

Suppose that the original data are divided into groups of size $n$, let $x_{1}, \ldots, x_{n}$ denote the original values in one of the groups, and let $y_{1}, \ldots, y_{n}$ denote the released values for this group. Then, using microaggregation, $y_{i}=\bar{x}, i=1, \ldots, n$, i.e. the released version replaces the empirical distribution within this group by a distribution that places mass 1 at $z_{1}:=\bar{x}$. While this construction preserves the first moment of the group, it does not preserve higherorder moments; in particular, the released values for the group will have the smallest second moment among all those distributions having the same first moment. Moreover, the data in the group is a balayage of the released data with respect to the C -system $\{1, x\}$.

An alternative way of releasing the data within a group is by considering a distribution that matches the first $2 k-1$ moments of the group. Here we consider the narrow representation of those moments, which is a distribution with the specified $2 k-1$ moments that minimizes the $2 k$ th moment among all those distributions that match the first $2 k-1$ moments (Denuit et al. (2000)). A method of finding such a distribution, similar to that of Lindsay (1989, Theorem 2C), is presented in the following results, restricted only to moments of the classical C-system.

In preparation for the next proposition, the polynomial $Q$ is defined as

$$
\begin{equation*}
Q(z):=\left(z-z_{1}\right) \cdots\left(z-z_{k}\right)=: z^{k}+a_{k-1} z^{k-1}+\cdots+a_{1} z+a_{0} . \tag{5.1}
\end{equation*}
$$

Also, $H$ denotes a distribution whose support, $\left\{z_{1}, \ldots, z_{k}\right\}$, is such that $z_{1}<\cdots<z_{k}$.

Proposition 5.1. Let $Z \sim H$. Then

$$
\begin{equation*}
\mathrm{E}\left(Z^{j} Q(Z)\right)=0 \tag{5.2}
\end{equation*}
$$

for $j=0,1, \ldots, 2 k-1$, provided that the expectations exist.
Proof. The result follows from simply noting that $Q$ is equal to 0 when evaluated at the support points of $H$.

Proposition 5.1 can be used to find the support points, $z_{1}, \ldots, z_{k}$, of any distribution $H$, given the first $2 k-1$ moments of $H$, i.e.

$$
\begin{equation*}
\mu_{j}:=\int z^{j} \mathrm{~d} H(z), \quad j=0,1, \ldots, 2 k-1 \tag{5.3}
\end{equation*}
$$

by simply finding the roots of $Q$.
The next proposition tells us how to find the polynomial $Q$ (see (5.1)) from the moments $\mu_{j}$.
Proposition 5.2. The coefficients of $Q$, namely $a_{0}, \ldots, a_{k-1}$, are the solution to the system of equations

$$
\mu_{j} a_{0}+\mu_{j+1} a_{1}+\cdots+\mu_{j+k-1} a_{k-1}=-\mu_{k+j}, \quad j=0, \ldots, k-1
$$

Proof. The result is immediate from (5.2) and (5.3).
Remark 5.1. Note that the polynomial $Q$ is similar to the polynomial defined in Denuit $e t$ al. (2000, Equation 4.4). However, all the coefficients of $Q$ can be found by solving one system of equations, which is numerically more efficient than calculating a determinant for each coefficient.

The next proposition shows how to determine the masses $\alpha_{1}, \ldots, \alpha_{k}$ corresponding to $z_{1}, \ldots, z_{k}$ for the distribution $H$.

Proposition 5.3. Let $Z \sim H$. Then

$$
\alpha_{i}=\mathrm{E}\left(\frac{\left(Z-z_{1}\right) \cdots\left(Z-z_{i-1}\right)\left(Z-z_{i+1}\right) \cdots\left(Z-z_{k}\right)}{\left(z_{i}-z_{1}\right) \cdots\left(z_{i}-z_{i-1}\right)\left(z_{i}-z_{i+1}\right) \cdots\left(z_{i}-z_{k}\right)}\right) .
$$

Proof. The result follows from simply noting that the function inside the expectation is equal to 0 at all points of support except $z_{i}$, where it is equal to 1 .

Note that the function inside the expectation can be evaluated quickly from $Q$ using synthetic division.

Propositions 5.1, 5.2, and 5.3 yield an algorithm to find the principal representation (Karlin and Studden (1966, Chapter II)) of a finite moment sequence in the case of the classical C-system, when $n$ is odd. This algorithm has been implemented by the authors, using the computer language $R$. A description of this algorithm is as follows.

## Algorithm 5.1.

- Input $\mu_{1}, \mu_{2}, \ldots, \mu_{2 k-1}$.
- Solve for $a_{0}, \ldots, a_{k-1}$ using

$$
\mu_{j} a_{0}+\mu_{j+1} a_{1}+\cdots+\mu_{j+k-1} a_{k-1}=-\mu_{k+j}, \quad j=0, \ldots, k-1 .
$$

- Find the roots, $z_{1}, \ldots, z_{k}$, of $Q(z)=z^{k}+a_{k-1} z^{k-1}+\cdots+a_{1} z+a_{0}=0$.
- Perform synthetic division:

$$
Q_{i}^{\prime}(z)=\frac{Q(z)}{z-z_{i}}=z^{k-1}+b_{i, k-2} z^{k-2}+\cdots+b_{i 1} z_{1}+b_{i 0}, \quad i=1, \ldots, k
$$

- Let

$$
\alpha_{i}=\frac{\mu_{k-1}+b_{i, k-2} \mu_{k-2}+\cdots+b_{i 1} \mu_{1}+b_{i 0}}{Q_{i}^{\prime}\left(z_{i}\right)}, \quad i=1, \ldots, k .
$$

- Output $z_{1}, \ldots, z_{k}, \alpha_{1}, \ldots, \alpha_{k}$.


### 5.2. Generating $\boldsymbol{k}$-marts

One way to generate synthetic data is through the use of $k$-marts. Suppose that $X_{1}, \ldots, X_{k}$ is a sample from the original data. Let $Y$ be a random variable that is jointly distributed with the $X_{i}$ in such a way that $\left(X_{1}, \ldots, X_{k}, Y\right)$ is a $k$-mart. Then in the released data we could substitute the original values of this group with values generated from the distribution of $Y$ given $X_{1}, \ldots, X_{k}$.

We next present two ways of generating $k$-marts. The first is based on the construction of a discrete distribution for $Y$ given $X_{1}, \ldots, X_{k}$. In the second, the distribution of $Y$ given $X_{1}, \ldots, X_{k}$ is constructed to be 'most random' in the sense of maximum entropy. These two approaches are discussed in Sections 5.2.1 and 5.2.2, respectively.

Throughout this section, $U=\left\{1, u_{1}, \ldots, u_{n}\right\}$ is assumed to be a C-system and, for $k=$ $\lfloor n+2 / 2\rfloor, X_{1}, \ldots, X_{k}$ are assumed to be independent and identically distributed.
5.2.1. The discrete-distribution approach. Here we construct a $k$-mart $\left(X=\left(X_{1}, \ldots, X_{k}\right), Y\right)$ where $Y \mid X_{1}, \ldots, X_{k}$ has a discrete distribution, say $G_{\mathrm{d}}$. If $Y_{\mathrm{d}} \sim G_{\mathrm{d}}$ (for some random variable $Y_{\mathrm{d}}$ ), it is then necessary that

$$
\begin{equation*}
\mathrm{E}\left(u_{j}\left(Y_{\mathrm{d}}\right)\right)=\bar{u}_{j}(\boldsymbol{X}), \quad j=1, \ldots, n . \tag{5.4}
\end{equation*}
$$

One option would be to set the support points for $Y_{\mathrm{d}}$, say $y_{1}, \ldots, y_{k}$, to equal $X_{1}, \ldots, X_{k}$, and to set the probability masses all to equal $1 / k$. In such a case, it is trivial to prove that $Y$ is equal in distribution to $X_{1}$ and that $\left(X_{1}, \ldots, X_{k}, Y\right)$ is a $k$-mart.

Another option is to add an extra support point for $Y_{\mathrm{d}}$, say $y_{k+1}$, and to set the support points' respective probability masses to equal $p_{1}, \ldots, p_{k}, p_{k+1}$. This distribution is chosen such that (5.4) is satisfied, i.e. such that

$$
p_{1} u_{j}\left(y_{1}\right)+\cdots+p_{k} u_{j}\left(y_{k}\right)+p_{k+1} u_{j}\left(y_{k+1}\right)=\frac{u_{j}\left(X_{1}\right)+\cdots+u_{j}\left(X_{k}\right)}{k}, \quad j=1, \ldots, n .
$$

The support of a distribution $G_{\mathrm{d}},\left\{y_{1}, \ldots, y_{k}, y_{k+1}\right\}$, satisfying

$$
\mu_{j}=\int y^{j} \mathrm{~d} G_{\mathrm{d}}(y)=\frac{X_{1}^{j}+\cdots+X_{k}^{j}}{k}, \quad j=1, \ldots, 2 k-1,
$$

can be found using Propositions 5.1 and 5.2. However, $2 k+1$ moments are needed.
Let $\theta_{j}=\int y^{2 k-1+j} \mathrm{~d} G_{\mathrm{d}}(y), j=1,2$, be parameters associated with $G_{\mathrm{d}}$. The space, $\Theta$, of possible values for the pair $\left(\theta_{1}, \theta_{2}\right)$ was studied in detail for C -systems by Karlin and Studden (1966, Chapter II, Section 7). Lindsay (1989, Theorem 2A) gave a simple solution for $\Theta$ in the
case of classical C-systems. According to his result, $\theta_{2}$ can be any scalar but $\theta_{1}$ must satisfy the determinant condition

$$
\left|\begin{array}{ccccc}
1 & \mu_{1} & \cdots & \mu_{k-1} & \mu_{k} \\
\mu_{1} & \mu_{2} & \cdots & \mu_{k} & \mu_{k+1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\mu_{k} & \mu_{k+1} & \cdots & \mu_{2 k-1} & \theta_{1}
\end{array}\right|>0
$$

Note that the above condition determines a lower bound, $L$, for $\theta_{1}$. Karlin and Studden (1966, Chapter II, Section 6) proved that $L$ is the $2 k$ th moment of the principal representation of $\left(1, \mu_{1}, \ldots, \mu_{2 k-1}\right)$. In this case, the principal representation of these moments is the distribution putting equal masses $1 / k$ at $X_{1}, \ldots, X_{k}$.

The above discussion gives the following result.
Lemma 5.1. For the moment sequence $\left(1, \mu_{1}, \ldots, \mu_{2 k-1}\right)$, the space, $\Theta$, of possible values of $\mu_{2 k}$ and $\mu_{2 k+1}$ is

$$
\Theta=\left\{\left(\theta_{1}, \theta_{2}\right): \theta_{1}>L, \theta_{2} \in \mathbb{R}\right\}
$$

with

$$
L=\frac{X_{1}^{2 k}+\cdots+X_{k}^{2 k}}{k}
$$

where $X_{1}, \ldots, X_{k}$ is the principal representation of $\left(1, \mu_{1}, \ldots, \mu_{2 k-1}\right)$.
The procedure presented above can be used to model a population that is a balayage of a baseline model, by adding one or two parameters for the $2 k$ th and $(2 k+1)$ th moments of the distribution of $Y \mid X_{1}, \ldots, X_{k}$. This model may be closer to the real population, while still keeping the salient features of the population in terms of the baseline model.
5.2.2. A maximum-entropy approach. A distribution for $Y \mid X_{1}, \ldots, X_{k}$, say $G_{\mathrm{e}}$, can be constructed in such a way that $\left(X_{1}, \ldots, X_{k}, Y\right)$ is a $k$-mart and $G_{\mathrm{e}}$ is most random or most uncertain in the sense of information entropy. We focus on C -systems with $u_{0} \equiv 1$. For a distribution $\mu$ with density $f_{\mu}$ with respect to some measure $v$, the entropy of $\mu$ is defined as

$$
\operatorname{ent}(\mu)=-\int \log \left(f_{\mu}\right) \mathrm{d} \mu
$$

It is well known (see Jaynes (1957a), (1957b)) that if, for some given moment sequence $\eta_{1}, \ldots, \eta_{n}$, the entropy is maximized over all distributions $\mu$ satisfying

$$
\int u_{j}(y) \mathrm{d} \mu(y)=\eta_{j}, \quad j=1, \ldots, n
$$

then the maximum is attained at $\mu^{*}$, where

$$
\mathrm{d} \mu^{*}(y)=\exp \left\{-\sum_{j=1}^{n} \lambda_{j} u_{j}(y)+\psi\left(\lambda_{1}, \ldots, \lambda_{n}\right)\right\} \mathrm{d} \nu(y)
$$

Here $\psi\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ is a normalizing constant (such that the density integrates to 1 ) and $\lambda_{1}, \ldots, \lambda_{n}$ are the solutions to the system of equations

$$
\frac{\partial \psi\left(\lambda_{1}, \ldots, \lambda_{n}\right)}{\partial \lambda_{j}}=\eta_{j}, \quad j=1, \ldots, n
$$

For $\boldsymbol{x}=\left(x_{1}, \ldots, x_{k}\right)$, define $\lambda(\boldsymbol{x})$ to be the solution to the normal equations

$$
\begin{equation*}
\frac{\partial \psi\left(\lambda_{1}, \ldots, \lambda_{n}\right)}{\partial \lambda_{j}}=\bar{u}_{j}(\boldsymbol{x}), \quad j=1, \ldots, n . \tag{5.5}
\end{equation*}
$$

Suppose now that $\left(X_{1}, \ldots, X_{k}\right)$ has a distribution $F$ with support $\&$, and that (5.5) has a solution for every $\boldsymbol{x} \in T \subset f$. Define $G_{\mathrm{e}}$, the distribution of $Y \mid X_{1}, \ldots, X_{k}$, by

$$
\mathrm{d} G_{\mathrm{e}}(y)= \begin{cases}\exp \left\{-\sum_{j=1}^{n} \lambda_{j}(\boldsymbol{X}) u_{j}(y)+\psi(\lambda(\boldsymbol{X}))\right\} \mathrm{d} v(y), & \boldsymbol{X} \in T \\ \frac{1}{k} I_{X_{1}}+\cdots+\frac{1}{k} I_{X_{k}}, & \boldsymbol{X} \in T^{\mathrm{c}}\end{cases}
$$

where $I_{X}$ denotes the density (with respect to $v$ ) of a distribution that places mass 1 at the point $X$. For $\boldsymbol{X} \in T, G_{\mathrm{e}}$ is the most random or most uncertain distribution among all those distributions $G$ satisfying

$$
\int u_{j}(y) \mathrm{d} G(y)=\bar{u}_{j}(X), \quad j=1, \ldots, n .
$$

Also, the marginal distribution of $Y$ is a balayage of the marginal distribution of $X_{1}$.
When fitting a model to a population, this approach allows us to improve the fit without adding any extra parameters. Moreover, if (5.5) has a solution for every $\boldsymbol{x} \in \ell$, then a model fitted in this way maximizes the entropy of the conditional distribution of $Y \mid \boldsymbol{X}$, thus accounting for a 'worst-case scenario', while matching several moments of the target population.

## 6. Construction of a 1-mart with 'most nearly identical' elements

Theorems 4.1 and 4.2 imply the existence of a transition kernel from $\left(X_{1}, \ldots, X_{k}\right)$ to $Y$, given the marginal distributions $F$ and $G$. Blackwell (1951) gave a construction of such a transition kernel for the C-system $\{1, x\}$ where the desired kernel is obtained as an iterative procedure each iteration of which is a dilation and which converges to the required transition kernel after an infinite number of steps. In this section, we construct such a transition kernel for the C-system $\{1, u(x)\}$ which is not iterative, but is direct, with the added benefit that the joint distribution is that which makes $X$ 'most nearly identical' to $Y$, i.e. maximizes $\mathrm{P}(X=Y)$.

The ideas in this section can be used to fit stochastic models in which the observed variable is a dilation of a latent variable that is of interest to the researcher, yet the probability that the two variables are equal is maximized. We require the following definition.

Definition 6.1. The jointly distributed random variables $(X, Y)$ are said to be a 1-mart structure if $\mathrm{E}(u(Y) \mid X)=u(X)$.

Let $F$ and $G$ be absolutely continuous with respect to the Lebesgue measure, $\sigma$, and let $f$ and $g$ be their respective densities. Assume that $g-f$ has a finite number of sign changes and that these sign changes occur at $\zeta_{1}, \ldots, \zeta_{2 m}$ for some $m \in\{1,2, \ldots\}$ (according to Vera and Lynch (2005b, Corollary 3.1), the number of sign changes is even).

Define $p$ by

$$
p=\frac{1}{2} \int|f-g| \mathrm{d} \sigma=\int(f-g)^{+} \mathrm{d} \sigma,
$$

and let $\bar{p}=1-p$; thus defined, $p$ is just the Scheffé distance between $F$ and $G$. Also, let

$$
h_{0}=\frac{f \wedge g}{\bar{p}}, \quad h_{1}=\frac{(f-g)^{+}}{p}, \quad h_{2}=\frac{(g-f)^{+}}{p}
$$

where the binary operator ' $\wedge$ ' denotes the minimum of its arguments and $(\cdot)^{+}$returns its argument when it is positive and 0 when its argument is negative.

The next proposition gives a mixture representation for $f$ and $g$ in terms of $h_{i}, i=0,1,2$.
Proposition 6.1. The densities $f$ and $g$ can be represented as mixtures of $h_{0}, h_{1}$, and $h_{2}$ as follows:

$$
f=\bar{p} h_{0}+p h_{1}, \quad g=\bar{p} h_{0}+p h_{2} .
$$

Proof. To prove the result for $f$, simply note that $p h_{1}=(f-g)^{+}$and $\bar{p} h_{0}=f \wedge g$. Therefore,

$$
\bar{p} h_{0}+p h_{1}=f \wedge g+(f-g)^{+}=f
$$

The proof for $g$ is similar.
The following proposition gives a necessary and sufficient condition in terms of $h_{i}, i=1,2$, for $g$ to be a balayage of $f$ (with respect to $U=\{1, u(x)\}$ ).

Proposition 6.2. For the densities $f$ and $g$ and their mixture representation in terms of $h_{0}, h_{1}$, and $h_{2}$, we have $g>_{U} f$ if and only if $h_{2}>_{U} h_{1}$.

Proof. For any function $c$,

$$
\int c(g-f) \mathrm{d} \sigma=p \int c\left(h_{2}-h_{1}\right) \mathrm{d} \sigma
$$

Therefore,

$$
\int c g \mathrm{~d} \sigma-\int c f \mathrm{~d} \sigma \geq 0 \quad \Longleftrightarrow \quad \int c h_{2} \mathrm{~d} \sigma-\int c h_{1} \mathrm{~d} \sigma \geq 0
$$

Thus, if $c$ is $U$-convex then

$$
\int c g \mathrm{~d} \sigma \geq \int c f \mathrm{~d} \sigma \quad \Longleftrightarrow \quad \int c h_{2} \mathrm{~d} \sigma \geq \int c h_{1} \mathrm{~d} \sigma
$$

which completes the proof.
Propositions 6.1 and 6.2 suggest a method to construct jointly distributed random variables $X$ and $Y$ with respective marginals $F$ and $G$. In the case in which $g-f$ has a finite number of sign changes, say $2 m$, this method is as follows.

Define $\zeta_{0}=-\infty$ and $\zeta_{2 m+1}=\infty$, let $A_{j}=\left(\zeta_{2 j}, \zeta_{2 j+1}\right), j=0, \ldots, m$, and let $B_{j}=$ $\left[\zeta_{2 j-1}, \zeta_{2 j}\right], j=1, \ldots, m$. Notice that, by Vera and Lynch (2005b, Corollary 3.1), $g-f$ is positive on $A_{j}, j=0, \ldots, m$, and is negative on $B_{j}, j=1, \ldots, m$. Therefore, the supports of $h_{1}$ and $h_{2}$ are $B_{1} \cup \cdots \cup B_{m}$ and $A_{0} \cup \cdots \cup A_{m}$, respectively.

Let

$$
\begin{equation*}
\beta_{j}=\int_{B_{j}} h_{1} \mathrm{~d} \sigma \quad \text { and } \quad h_{1 j}(x)=\frac{h_{1}(x)}{\beta_{j}} 1_{\left\{x \in B_{j}\right\}}, \tag{6.1}
\end{equation*}
$$

for $j=1, \ldots, m$, and note that $\beta_{1}+\cdots+\beta_{m}=1$ and

$$
\begin{equation*}
h_{1}=\beta_{1} h_{11}+\cdots+\beta_{m} h_{1 m} \tag{6.2}
\end{equation*}
$$

Also, let

$$
\begin{array}{cc}
\alpha_{j \mathrm{~L}}=\int_{A_{0} \cup \ldots \cup A_{j-1}} h_{2} \mathrm{~d} \sigma, & \alpha_{j \mathrm{R}}=\int_{A_{j} \cup \ldots \cup A_{m}} h_{2} \mathrm{~d} \sigma,  \tag{6.3}\\
h_{2 j \mathrm{~L}}(x)=\frac{h_{2}(x)}{\alpha_{j \mathrm{~L}}} 1_{\left\{x \in A_{0} \cup \ldots \cup A_{j-1}\right\}}, & h_{2 j \mathrm{R}}(x)=\frac{h_{2}(x)}{\alpha_{j \mathrm{R}}} 1_{\left\{x \in A_{j} \cup \ldots \cup A_{m}\right\}} .
\end{array}
$$

Note that $\alpha_{j \mathrm{~L}}+\alpha_{j \mathrm{R}}=1$ and that

$$
\begin{equation*}
h_{2}=\alpha_{j \mathrm{~L}} h_{2 j \mathrm{~L}}+\alpha_{j \mathrm{R}} h_{2 j \mathrm{R}} \tag{6.4}
\end{equation*}
$$

for $j=1, \ldots, m$. Finally, let $\mu_{1 j}, \mu_{2 j \mathrm{~L}}$, and $\mu_{2 j \mathrm{R}}$ be the respective expectations of $u(Z)$ when $Z$ is distributed according to $h_{1 j}, h_{2 j \mathrm{~L}}$ and $h_{2 j \mathrm{R}}$, for $j=1, \ldots, m$, and let

$$
\begin{equation*}
h_{2 j}=\frac{\mu_{2 j \mathrm{R}}-\mu_{1 j}}{\mu_{2 j \mathrm{R}}-\mu_{2 j \mathrm{~L}}} h_{2 j \mathrm{~L}}+\frac{\mu_{1 j}-\mu_{2 j \mathrm{~L}}}{\mu_{2 j \mathrm{R}}-\mu_{2 j \mathrm{~L}}} h_{2 j \mathrm{R}} . \tag{6.5}
\end{equation*}
$$

We now generate ( $X, Y$ ) jointly according to the following construction.
Construction 6.1. (Joint distribution for $(X, Y)$.)

1. Generate $U$ from a uniform random variable in the interval $(0,1)$.
2. If $U>p$ (i.e. with probability $\bar{p}$ ),

- generate $X$ from $h_{0}$ and
- set $Y=X$.

3. If $U \leq p$ (i.e. with probability $p$ ),

- generate $X$ from $h_{1}$ and,
- for $X \in B_{j}$, generate $Y$ from the mixture

$$
\frac{\mu_{2 j \mathrm{R}}-u(X)}{\mu_{2 j \mathrm{R}}-\mu_{2 j \mathrm{~L}}} h_{2 j \mathrm{~L}}+\frac{u(X)-\mu_{2 j \mathrm{~L}}}{\mu_{2 j \mathrm{R}}-\mu_{2 j \mathrm{~L}}} h_{2 j \mathrm{R}} .
$$

This construction produces a 1-mart $(X, Y)$ where $X$ and $Y$ are most nearly identical and have respective marginals $F$ and $G$. This is stated formally in the next theorem. For its proof, the following result (see Lemma 2.1 and Equation (2.5) of Sethuraman (2002)) is needed.
Lemma 6.1. Let $F$ and $G$ be two distribution functions and let $p$ be the Scheffé distance between $F$ and $G$. Then

$$
\inf \mathrm{P}(X \neq Y)=p
$$

where the infimum is over all jointly distributed random variables $X$ and $Y$ with respective marginals $F$ and $G$.
Theorem 6.1. If $X$ and $Y$ are generated using Construction 6.1, then $\mathrm{E}(u(Y) \mid X)=u(X)$ and $\mathrm{P}(X=Y)$ is maximized among all jointly distributed random variables $X$ and $Y$ with respective marginals $F$ and $G$.

The above theorem is a consequence of the following propositions. By $q$ we denote the density of the conditional distribution of $Y$ given $X$, given by the second step of Construction 6.1.

Proposition 6.3. If $(X, Y)$ is generated from Construction 6.1, then

$$
\mathrm{E}(u(Y) \mid X)=u(X)
$$

Proof. By direct calculation,

$$
\begin{aligned}
\mathrm{E}(u(Y) \mid X)= & \mathrm{E}(\mathrm{E}(u(Y) \mid X, U)) \\
= & \mathrm{E}\left(\mathrm{E}\left(u(Y)\left(1_{\{U>p\}}+1_{\{U \leq p\}}\right) \mid X, U\right) \mid X\right) \\
= & \mathrm{E}\left(\mathrm{E}\left(u(X) 1_{\{U>p\}} \mid X, U\right) \mid X\right)+\mathrm{E}\left(\mathrm{E}\left(u(Y) 1_{\{U \leq p\}} \mid X, U\right) \mid X\right) \\
= & \mathrm{E}\left(u(X) 1_{\{U>p\}} \mid X\right)+\mathrm{E}\left(\mathrm{E}\left(u(Y) 1_{\{U \leq p\}} \sum_{j=1}^{m} 1_{\left\{X \in B_{j}\right\}} \mid X, U\right) \mid X\right) \\
= & \mathrm{E}\left(1_{\{U>p\}}\right) \mathrm{E}(u(X) \mid X)+\mathrm{E}\left(\sum_{j=1}^{m} \mathrm{E}\left(u(Y) 1_{\{U \leq p\}} 1_{\left\{X \in B_{j}\right\}} \mid X, U\right) \mid X\right) \\
= & \bar{p} u(X) \\
& +\mathrm{E}\left(\left.1_{\{U \leq p\}} \sum_{j=1}^{m}\left(\frac{\mu_{2 j \mathrm{R}}-u(X)}{\mu_{2 j \mathrm{R}}-\mu_{2 j \mathrm{~L}}} \mu_{2 j \mathrm{~L}}+\frac{u(X)-\mu_{2 j \mathrm{~L}}}{\mu_{2 j \mathrm{R}}-\mu_{2 j \mathrm{~L}}} \mu_{2 j \mathrm{R}}\right) 1_{\left\{X \in B_{j}\right\}} \right\rvert\, X\right) \\
= & \bar{p} u(X)+\mathrm{E}\left(1_{\{U \leq p\}}\right) \mathrm{E}\left(\sum_{j=1}^{m} u(X) 1_{\left\{X \in B_{j}\right\}} \mid X\right) \\
= & \bar{p} u(X)+p \mathrm{E}(u(X) \mid X) \\
= & \bar{p} u(X)+p u(X) \\
= & u(X),
\end{aligned}
$$

as required.
Proposition 6.4. The density $h_{2}$ can be represented as a mixture of the densities $h_{2 j}, j=$ $1, \ldots, m$, as follows, where $\beta_{j}$ is as defined in (6.1) and $h_{2 j}$ is as defined in (6.3):

$$
h_{2}=\sum_{j=1}^{m} \beta_{j} h_{2 j} .
$$

Proof. Let us try to represent $h_{2}$ as a mixture of $h_{21 L}, h_{21 R}, \ldots, h_{2 m L}, h_{2 m R}$. By (6.4), there are an infinite number of ways to do this, since this mixture is not identifiable. Let us suppose that

$$
\begin{equation*}
h_{2}=\sum_{j=1}^{m} \beta_{j}\left(\gamma_{j \mathrm{~L}} h_{2 j \mathrm{~L}}+\gamma_{j \mathrm{R}} h_{2 j \mathrm{R}}\right), \tag{6.6}
\end{equation*}
$$

where $\gamma_{j \mathrm{~L}}+\gamma_{j \mathrm{R}}=1, j=1, \ldots, m$. Note that if (6.6) holds then

$$
\mu_{2}=\sum_{j=1}^{m} \beta_{j}\left(\gamma_{j \mathrm{~L}} \mu_{2 j \mathrm{~L}}+\gamma_{j \mathrm{R}} \mu_{2 j \mathrm{R}}\right)
$$

Recall that $\mu_{2}=\mu_{1}$ since $h_{2}>_{U} h_{1}$. Also, from (6.2) it follows that

$$
\mu_{2}=\mu_{1}=\sum_{j=1}^{m} \beta_{j} \mu_{1 j}
$$

Therefore,

$$
\sum_{j=1}^{m} \beta_{j} \mu_{1 j}=\sum_{j=1}^{m} \beta_{j}\left(\gamma_{j \mathrm{~L}} \mu_{2 j \mathrm{~L}}+\gamma_{j \mathrm{R}} \mu_{2 j \mathrm{R}}\right)
$$

One way for this equality to hold is for $\mu_{1 j}=\gamma_{j \mathrm{~L}} \mu_{2 j \mathrm{~L}}+\gamma_{j \mathrm{R}} \mu_{2 j \mathrm{R}}$ to hold. This gives

$$
\gamma_{j \mathrm{~L}}=\frac{\mu_{2 j \mathrm{R}}-\mu_{1 j}}{\mu_{2 j \mathrm{R}}-\mu_{2 j \mathrm{~L}}} \quad \text { and } \quad \gamma_{j \mathrm{R}}=\frac{\mu_{1 j}-\mu_{2 j \mathrm{~L}}}{\mu_{2 j \mathrm{R}}-\mu_{2 j \mathrm{~L}}}
$$

for $j=1, \ldots, m$. This, together with (6.5), completes the proof.
Proposition 6.5. The variable $Y$ generated using Construction 6.1 has the required marginal distribution, i.e. $Y \sim G$.

Proof. By Proposition 6.1, all we need to prove is that $Y \sim h_{2}$ if $X \sim h_{1}$. To do so, note that

$$
\begin{aligned}
\int q(y \mid x) h_{1}(x) \mathrm{d} x & =\sum_{j=1}^{m} \beta_{j} \int_{B_{j}}\left(\frac{\mu_{2 j \mathrm{R}}-u(x)}{\mu_{2 j \mathrm{R}}-\mu_{2 j \mathrm{~L}}} h_{2 j \mathrm{~L}}(y)+\frac{u(x)-\mu_{2 j \mathrm{~L}}}{\mu_{2 j \mathrm{R}}-\mu_{2 j \mathrm{~L}}} h_{2 j \mathrm{R}}(y)\right) h_{1 j}(x) \mathrm{d} x \\
& =\sum_{j=1}^{m} \beta_{j}\left(\frac{\mu_{2 j \mathrm{R}}-\mu_{1 j}}{\mu_{2 j \mathrm{R}}-\mu_{2 j \mathrm{~L}}} h_{2 j \mathrm{~L}}(y)+\frac{\mu_{1 j}-\mu_{2 j \mathrm{~L}}}{\mu_{2 j \mathrm{R}}-\mu_{2 j \mathrm{~L}}} h_{2 j \mathrm{R}}(y)\right) \\
& =\sum_{j=1}^{m} \beta_{j} h_{2 j}(y) \\
& =h_{2}(y) .
\end{aligned}
$$

The results presented above can be generalized to the case in which the number of sign changes is countable.
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