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Abstract
The possibility of consciousness in human brain organoids is sometimes viewed as determinative in terms of
the moral status such entities possess, and, in turn, in terms of the research protections such entities are due.
This commonsense view aligns with a prominent stance in neurology and neuroscience that consciousness
admits of degrees. My paper outlines these views and provides an argument for why this picture of
correlating degrees of consciousness with moral status and research protections is mistaken. I then provide
an alternative account of the correlation betweenmoral status and consciousness, and consider the epistemic
ramifications for research protections of this account.
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As neuroscientific research involving human brain organoids (HBOs) progresses, commentators are
concerned about the degree of research protections such entities are due.1Much ismade of the possibility
that HBOs may develop the capacity for consciousness, which is seen as relevant to the question of
research protections.2 If an entity is conscious or capable of being conscious so the thinking goes, then it
deserves greater consideration in the research context than if it is not conscious or capable of being
conscious. Knowing that an HBO is conscious or capable of being conscious puts us well on our way of
knowing what kind of research protections it is due. While this stance is highly plausible, it fails to
sufficiently account for both the epistemological challenges associated with consciousness and the way in
which consciousness confers moral status. In this paper, I will show that what we can know about the
consciousness of HBOs is insufficient to determine the kind of research protections that are ethically
required.

My paper has four sections. Section 1 provides an overview of the relevant epistemological commit-
ments of the study of consciousness. Section 2 outlines a commonsense approach to correlating
consciousness, moral status, and research protections. Section 3 provides arguments against this
commonsense view and identifies the ramifications of this view being false. Section 4 presents an
alternative view and identifies the ramifications of this alternative view being correct.

1. Epistemological Considerations Regarding Consciousness

The term “consciousness” admits of several interpretations. In the neuroscience literature, for example,
consciousness is sometimes defined as comprising wakefulness and awareness of environment and of
self.3 While such a definition may be useful in clinical settings, it is too demanding for explorations
around HBOs. Consciousness is sometimes also conceived of as being a matter of “cognitive
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accessibility.”4 Such a conception is also too complex and demanding to capture the basic idea of
consciousness that is relevant for our purposes. The most fundamental conception of consciousness
identifies it as the phenomenon of subjective experience. When I am in a conscious state, there is
“something it is like” for me to be in that state.5 This conception of consciousness is sometimes called
“phenomenal consciousness” or “qualitative consciousness” or “qualia.” It is the least demanding
conception of consciousness and thus appropriate for investigating the ethical impact of entities with
inchoate consciousness at most. As such, it is the conception that will be employed in this paper.6

In the discussion around the ethics of HBO research, significant attention is focused on the ethical
implications of HBOs that may develop consciousness or the capacity for consciousness. Julian Koplin
and Julian Savluescu argue that if HBOs are conscious or “could plausibly be conscious,” stricter research
protections would be required, including minimizing possible suffering and minimizing the number of
HBOs used.7 Andrea Lavazza maintains that if HBOs “are endowed with some degree of consciousness
[…] strong ethical objections [to research use] should not be ignored.”8 Lavazza andMarcelloMassimini
suggest that if HBOs were to develop a “primitive level of consciousness,” it would be appropriate to
include them in the calculus of “hedonistic consequentialism.”9

Motivating the focus on consciousness in HBOs is the underlying assumption that consciousness
provides some grounds formoral status.10We view valanced experiences, such as pleasure and suffering,
as objectively, intrinsically good or bad, at least in part in virtue of their phenomenal character. In turn, as
the bearers of such value-laden states, entities capable of experiencing such states are themselves bearers
of some value. This implies that entities capable of experiencing such states have somemoral status.11 It is
important to note that the claim that consciousness is sufficient for somemoral status does not imply that
consciousness is necessary for some moral status. Indeed, patients in a permanent vegetative state (PVS)
are generally thought to possess somemoral status.While there is disagreement as to whether patients in
PVS have full moral status,12 medico-ethical norms maintain that such patients matter morally, despite
their permanent lack of consciousness. The grounds for such mattering may include membership in the
species of Homo sapiens,13 or a continued biological drive, or relational properties14. In any event, this
suggests that consciousness is likely not necessary for moral status. In addition, the claim that
consciousness is sufficient for some moral status also does not imply that consciousness is sufficient
for fullmoral status. We tend to view non-human animals as likely possessing somemoral status though
not full moral status. The non-human animals to whomwe accord this lesser degree of moral status tend
to be those we believe have some conscious experience. In general, animals that we think lack
consciousness, such as ants, are viewed as having less moral status than animals that we think have
potentially complex conscious states, such as chimpanzees.

In this paper, I merely maintain that consciousness is sufficient for some moral status. I remain silent
on whether it is necessary for moral status and whether it is sufficient for full moral status.15 As such,
when we consider the relationship between moral status and consciousness in HBOs, we are focusing
only onmoral status conferred via consciousness. I will refer to this as “moral status-qua-consciousness.”
This leaves open whether HBOs possess moral status that is grounded in sources besides consciousness.

With consciousness increasingly being discussed as a potential source of moral status for HBOs, it is
important to ask how we could know if an HBO is conscious or is capable of being conscious. Some
authors have explicitly taken up this challenge.16 This epistemic question is essential in understanding
how the possibility of consciousness in an HBO might determine the sorts of research protection it
should receive. How, indeed, could we know whether an HBO is conscious? How can we know that any
entity is conscious? And, how can we know anything about the nature of the conscious state of an entity?
The only entities for whomwe can have direct knowledge of conscious states are ourselves.17 For all other
entities, we must use inference to learn anything about their conscious state.18 In general, we use
inference from behavior. In entities that exhibit verbal behavior, such as neurotypical, verbal, human
adults, we ask them to provide us with verbal reports about their experience. Clinicians ask patients to
rate their pain on a 10-point scale.19 In non-verbal entities, such as babies or non-human animals, we use
non-verbal behaviors. If a baby winces and cries, we infer it is in pain.20 Even in non-human animals,
such as mice, we use behavioral coding systems that correlate the mouse behavior with subjective pain
experiences.21
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Of course, inference from behavior is not possible in non-behavioral entities. In non-behavioral
humans, for instance, we cannot use behavior to determine the presence of conscious states. Consider,
for example, patients misdiagnosed as being in the vegetative state22—a state which by definition
precludes consciousness—when in fact these patients retain “islands” of consciousness.23 In such
patients, the absence of behavior is mistakenly taken as evidence of the absence of consciousness.

Similarly, inference from behavior fails in alien entities for whomwe lack the “dictionary”with which
to decode the behavior. An alien arriving on Earth may exhibit very specific behaviors. These behaviors
may even be correlated in a nomological fashion with specific conscious states. But since this correlation
is alien, and we have no way of connecting behaviors and conscious states, we cannot infer anything
about the alien conscious states (neither their presence nor their nature) from the alien behavior.

Consequently, when inference from behavior is not possible to determine the presence or nature of
conscious states, we are left only with inference fromwhatever objectively observable phenomena we can
access. Given that we are interested in consciousness, we look at brain states. 24 The process here is
similarly one of inference. Consider two entities: Entity A is the brain of a non-behavioral entity and
Entity B is the brain of a verbal, neurotypical adult human of whom we know that she is conscious. If
Entity A’s brain is sufficiently similar to that of Entity B, and if we can identify those brain states in Entity
B that are sufficient for consciousness, we can infer from the presence of those brain states in Entity
A that A is also conscious.25 Indeed, this is the process utilized by Adrian Owen et al. in detecting
consciousness in a patient diagnosed as being in the vegetative state. 26 Owen and his colleagues
conducted functional magnetic resonance imaging (fMRI) on an unresponsive patient who fulfilled
all clinical criteria for the vegetative state diagnosis. On the fMRI, Owen et al. observed activation in areas
of the cortex indistinguishable from those in verbal, neurotypical adults having conscious experiences.27

From this, they concluded that this patient was conscious, despite an inability to manifest this
consciousness behaviorally.

2. The Neural Correlates of Consciousness and the Degrees View of Consciousness

Making inferences about the presence and nature of consciousness on the basis of brain states is, of
course, the central aim of the search for the neural correlates of consciousness (NCC). David Chalmers
defines the neural correlates of consciousness as follows: “A [neural correlate of consciousness] is a
minimal neural systemN such that there is amapping from states ofN to states of consciousness, where a
given state ofN is sufficient under conditionsC, for the corresponding state of consciousness.”28 If we can
identify the neural correlates of consciousness, it should be possible, at least in theory, to detect the
presence of consciousness simply by detecting whether or not the brain is in a certain state. This could be
very helpful in telling us about the presence of conscious states in non-behavioral entities, such as
patients diagnosed as being in the vegetative state, for whom inference from behavior is not possible. As
such, neuroscientists and philosophers have a long history of searching for the NCC.29

Identifying theNCC is also crucial to determiningwhether anHBO is conscious. Given thatHBOs are
non-behavioral entities, the only method we have of detecting consciousness in an HBO is via inference
from the neural correlates of consciousness. As noted earlier, this requires that the neural structure of an
HBO be sufficiently similar to that of a neurotypical human brain. I have not specified what it means for
two neural structures to be “sufficiently similar,” and it is not obvious how exactly this would be specified
across different types of entities, such as the brains of human individuals and HBOs. For the purposes of
this paper, it may suffice that such a similarity is possible, even if it cannot be precisely described.
Prudential reasons suggest embracing a latitudinarian stance toward this similarity, so that we err on the
side of inclusivity when it comes to detecting NCC.

Some may object that it is not accurate that HBOs are (or always will be) non-behavioral entities.
Advances are beingmade in assembling multiple brain organoids into what are known as assembloids.30

Moreover, given that the absence of blood flow to the organoid has been a major limiting factor to
maturation, efforts are underway to vascularize brain organoids.31 In addition, photoreceptor cells have
been connected with cerebral neurons in HBOs, making HBOs sensitive to the input of external light
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stimuli.32 Finally, HBOs have been connected with explanted mouse spinal cords, resulting in
HBO-caused contractions of adjacent muscle tissue.33 This all suggests that it might eventually be
possible for HBOs to exhibit what could be interpreted as “behavior.” However, while it is true that the
HBO would then not be a non-behavioral entity, the behavior would be so unlike what we understand,
that it would not permit inference on the basis of our own behavior. This kind of behavioral entity would
be akin to the alien discussed above. We lack the dictionary to translate such an entity’s behaviors into
conscious states.

Leading candidates for a theory of the NCC include the Integrated Information Theory (IIT), the
Global Workspace Theory (GWT), and the Higher-Order Thought Theory (HOT). In this section I will
focus on IIT, although I will return to the others later. IIT posits that a brain state is conscious if and only
if it carries “integrated information,”whichmeans that the effective informational content of thewhole is
greater than the informational content of the parts.34 Integrated information is a scalarmeasure, denoted
by ϕ. States that maximize ϕ are conscious.35 IIT predicts that the NCC are located in the posterior hot
zone, in the cerebral cortex.36 In addition, IIT permits for an empirical measure of brain complexity, the
Perturbational Complexity Index (PCI). The PCI is defined as the normalized Lempel–Ziv complexity of
the spatiotemporal pattern of cortical activation, measured via encephalography (EEG), triggered by a
direct transcranial magnetic stimulation (TMS) perturbation.37 To compute the PCI of a brain state, it is
sufficient to assess the EEG response to TMS. The PCI has been shown to discriminate reliably between
conscious and non-conscious individuals in various disorders of consciousness.38

The prevalent understanding of consciousness is informed by a conception of consciousness
admitting of degrees. Likely originating in the clinical study of disorders of consciousness, consciousness
is generally conceived of as existing on a single quantitative scale, with less conscious states toward one
end of the scale and more conscious states toward the other. The extent to which a state is conscious is
sometimes referred to as its “level of consciousness.”39 Consciousness is described as “a scale ranging
from total unconsciousness (e.g., death and coma) to vivid wakefulness,”40 and as “a continuous
variable.”41 Coma, general anesthesia, and the vegetative state (VS) are at the bottom of the scale,
making those states “less conscious,” sleep and the minimally conscious state (MCS) are toward the
middle, making those states “more conscious,” and wakefulness is at the top of the scale, making that
state “most conscious.” Figure 1, which is reproduced from a 2013 article byMelanie Boly and colleagues,

Figure 1. Levels of consciousness (reproduced from Boly et al.43).
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shows the ordering of conscious states along a single scalar dimension, with the y-axis representing the
level of consciousness. Indeed, the introduction of MCSþ and MCS� diagnoses further distinguish
between the levels of consciousness.42

Indeed, some theories of NCC lend themselves directly to quantifying levels of consciousness. Since
the PCI is a scalar measure, it can delineate between these “levels” of consciousness, with states at the
lower end of the scale having a lower PCI and states at the higher end of the scale having a higher PCI.44

Figure 2 shows the PCI computed from EEG measurements of patients who are unconscious in the
vegetative state (PCI < 0.31), at “low degrees of consciousness” in MCS or emerging from MCS (PCI
0.32–0.49), and at “high degrees of consciousness” in the locked-in state (LIS) (PCI 0.51–0.62). As
Adenauer Casali et al. state, the “PCI is sensitive to graded changes in the level of consciousness.”45 The
PCI, with its normalized values between zero and one, can quantify “how conscious” a brain state is.

3. A Neat Picture

The levels view of consciousness fits neatly with widely held intuitions about consciousness and moral
status, and as a corollary, with intuitions about consciousness and research protections. Many believe
that moral status admits of degrees.47 While both a person and sentient non-human animals, such as a
mouse, matter morally, the former is generally thought to have full moral status, whereas the latter only
has partial moral status. This explains why, ceteris paribus, it constitutes a greater tragedy if a person is
killed than if a mouse is killed. The difference in moral status is often attributed to a difference in
cognitive capacities, with persons, but not non-persons, thought to possess rationality, self-awareness,
and future-oriented plans.48 Assuming that it is correct that moral status admits of degrees, and
assuming that it is correct that consciousness is sufficient for some moral status, namely moral status-
qua-consciousness, then it is plausible that entities that are more conscious have more moral status-
qua-consciousness and entities that are less conscious have less moral status-qua-consciousness. This
would support the intuition that, ceteris paribus, it is more morally unproblematic to withdraw life-
sustaining treatments from a patient in PVS than from a patient in MCS.49 In part, it seems, this is
because the former lacks consciousness, whereas the latter has some consciousness, and because some
moral status is bestowed in virtue of consciousness.50

The view thatmoral status admits of degrees goes hand in handwith the view that entities with greater
moral status are due greater research protections and entities with lesser moral status are due lesser

Figure 2. PCI discriminating between the “levels of consciousness” (reproduced from Casali et al.46).
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research protections. This explains why, ceteris paribus, it is thought to be permissible to use mice (who
are generally thought to have only partial moral status) in research settings in which it would be
impermissible to use persons (who are generally thought to have full moral status).

Putting this all together, we are left with a neat picture. If the level of consciousness an entity is capable
of is correlated with the degree ofmoral status an entity has, and the degree ofmoral status an entity has is
correlatedwith the level of research protections that are due that entity, then the level of consciousness an
entity is capable of is correlated with the level of research protections that are due that entity. Moreover,
given that we can empirically measure the level of consciousness of an entity via the PCI, we can
empirically determine the level of research protections that are due to an entity.

Now, as I have stated, consciousness is only one possible source ofmoral status, and so themoral status
that is conferred through consciousnessmay not exhaust themoral status of an entity. This explains why a
patient in PVS is generally thought to possess a high degree of moral status, while a conscious non-human
animal is generally thought to possess a lower degree of moral status. As such, it is possible that an HBO
possesses moral status that is grounded in sources other than consciousness. However, it is plausible that,
unlike with other entities, consciousness is themain source ofmoral status for anHBO. Research has been
ongoing with human organoids of all sorts, including liver, kidney, prostate, and pancreas.51 With the
exception of the gonadal organoids, the discussion around ethical issues related to these organoids focuses
entirely on their provenance, in particular the issue of how to obtain consent from the stem cell donor.52

This suggests that such human non-brain organoids themselves are not seen as intrinsically morally
valuable, but only extrinsically so. The exception of gonadal organoids to the above pattern is telling,
because gonadal organoids may one day be used for reproductive purposes. As such, gonadal organoids
raise similar ethical issues to human embryos,which are thought bymany to possess (at least) partialmoral
status.53 What this suggests is that the source of intrinsic moral status of HBOs stems from the fact that
HBOs replicate the human organ that is the seat of cognition and consciousness. This suggests that the
capacity for consciousness (perhaps along with the capacity for cognition) is the main source of moral
status for an HBO.54 As such, the observation holds that if we can empirically measure the level of
consciousness in an HBO (e.g., via the PCI) and if this level is correlated with the degree of moral status-
qua-consciousness, which in turn is correlated with the degree of research protections, then the empirical
measure of consciousness informs us of the degree of research protections an HBO ought to receive.

4. An Alternative View

While the scenario painted in the previous section makes for a neat picture of how we can determine the
type of research protections an HBO deserves, it is based on a fundamental mistake: It is incorrect that
consciousness admits of degrees. Conscious states are not ordered along a single dimension of “more
conscious” on one end, and “less conscious” on the other. The notion that consciousness admits of
degrees or comes in levels is tempting. It makes sense to think of slowly waking up as slowly “turning up
the dimmer” on consciousness. But on further reflection, it is clear that this is not how consciousness
works. If there is a phenomenal experience, then that phenomenal experience has a determinate
phenomenal content. Certainly, this content may be more or less varied, may be more or less bright
or clear, may be more or less multi-sensory, and may be more or less mediated by concepts. But it makes
no sense to suggest the content is more or less phenomenally determinate. There either is a phenomenal
“what-it’s likeness” or there is not. Andrew McKilliam sums this up by stating, “An entity either
instantiates a determinate experience and is […] conscious, or does not and is […] not generically
conscious.”55 Alternatively, in the words of Bayne and colleagues, “A sighted person might be conscious
of more than someone who is blind, but they are not more conscious than the blind person is.”56

The ramification is clear. If there are no levels of consciousness, then the level of consciousness cannot
be correlated with the degree of moral status (or degree of moral status-qua-consciousness). This
suggests that we cannot infer the degree of research protections an HBO deserves from an empirical
measurement of the “degree of consciousness.”

An alternative to the levels view and the view that I am advocating for is that moral
status-qua-consciousness is differentiated not according to the “level of consciousness” but according to
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the content of the conscious experience. In other words, moral status is conferred not in virtue of how
conscious a state is, since all states are either conscious or not, but rather in virtue of what the phenomenal
content of the state is, that is, what it is like to be in that state.57 There are different properties that differentiate
the contents of conscious states. Determining these properties is the subject of phenomenological explora-
tion.58 A thorough such exploration is beyond the scope of this paper. However, for our purposes, it is helpful
to at least gesture at some such properties. A state may have phenomenal content from one, two, three, four,
five, ormore senses integrated in the phenomenal experience. Itmay be reflexive, in that the statemay include
the phenomenology of awareness of the conscious experience. It may include a conscious experience of the
self as distinct from the world. This phenomenological experience of self may be rudimentary or sophisti-
cated. A state may possess phenomenological diachronicity, that is, the sense of experiences existing over
time.Aphenomenological experiencemay bemediated by conceptual awareness. Itmay also be embedded in
a narrative. Finally, the experience may be valenced, that is, there may be a “goodness” or “badness” to the
phenomenological experience, such as we see in affective states of pleasure and suffering.

I posit that entities capable of more distinct and complex phenomenal states possess greater moral
status-qua-consciousness than entities capable of fewer distinct and complex phenomenal states.59 I will
provide an example to elucidate this claim. Imagine an entity that is capable of experiencing either a light
state or a dark state, and nothingmore. This entity can be in three possible states: (1) unconscious, that is,
there is nothing it is like to be this entity, (2) conscious and experiencing light, or (3) conscious and
experiencing dark. Contrast this entity with an entity that has a thousand possible phenomenal states.
Both entities have the capacity for consciousness. Both entities have the same “level” of consciousness.
But, I argue, the latter entity possesses more moral status-qua-consciousness than the former. Note that
this is not because the latter creature may be capable of behaving in more ways. That may or may not be
true. But imagine that neither of these creatures exhibits any behavior. I maintain that if the latter
creature were to die, it would be a greater loss than if the former were to die. This is because there is value
and thus moral status in the experiencing or potential to experience itself. Moral status-qua-
consciousness is bestowed simply in virtue of phenomenal experiences, that is, what it’s like to be that
entity. There is no additional value to the entity’s moral status-qua-conscious when such experiences are
veridical, useful, or anything else. Such considerations may feature in other sources of moral status, but
not in moral status-qua-consciousness.

It is conceivable that with respect to moral status, some phenomenal states are more important than
others.60 Indeed, several commentators have argued that it is the potential for suffering that would make
interventions in HBOs morally problematic.61 Perhaps pleasure and suffering, that is, valanced phe-
nomenal states, are particularly relevant with respect to moral status-qua-consciousness? While this is a
sensible suggestion, it may be premature to grant valanced states special status in this respect. Valanced
phenomenal states may lose their luster or sting in the absence of other phenomenal features, such as
phenomenal diachronicity.62 Is a negatively valanced phenomenal state more morally weighty than, for
example, a blue phenomenal state, when neither state contains a phenomenal property of continuity
through time? Perhaps, but this is far from obvious. Rather than apportioning valanced phenomenal
states particular importance with respect to moral status-qua-consciousness, what this suggests is that
determiningmoral status-qua-consciousness is not a simple task of summing up all possible phenomenal
states of a given entity. Rather, it may be the case that determining such moral status must take into
accountmore nuanced dependence relations between different types of phenomenal states (e.g., negative
valence has added moral weight if there is potential for phenomenal diachronicity and no added moral
weight if there is no potential for phenomenal diachronicity). It certainly seems plausible that certain
phenomenal properties loom larger with respect to moral status-qua-consciousness, in virtue of their
being enabling conditions for other, more complex phenomenal properties.

Let us return to our considerations of HBOs. If I am correct that moral status-qua-consciousness is
correlated with the number and complexity of phenomenal states an entity is capable of, then one
ramification is that the neat picture correlating empiricalmeasurements to research protections inHBOs
falls apart. If it is properties of the content of possible states of consciousness that confer moral status-
qua-consciousness onto an HBO, then we need to have insight into that content to determine the moral
status-qua-consciousness of theHBO.As argued, the only way to have insight into the conscious states of
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non-behavioral entities such as an HBO is via NCC. However, it is not clear that the NCC can provide
such fine-grained insight into the conscious states of an entity.

IIT, as discussed above, generates the PCI as an empirical measure. The PCI is a normalized value
between zero and one.While such ameasure is well-suited to provide scalar information, it does not give
insight into the content of the experiences that give rise to the PCI value. Indeed, the PCI is designed to
abstract away from complexity and condense brain patterns into a single value. But of course, there are
other candidate theories for NCC.63 However, it is not clear that any NCC can provide insight into the
content of phenomenal experience in a way that would be sufficient to provide us with the information
required to make judgments about the moral status-qua consciousness. In addition to IIT, a leading
contender for NCC is the global workspace theory (GWT). GWT holds that a state is conscious if and
only if it is present in the global neuronal workspace. This makes the state accessible to multiple systems
including memory, attention, and perception.64 GWT predicts that certain pyramidal cells found in the
prefrontal, cingulate, and parietal regions, along with associated thalamocortical loops, form a “neuronal
workspace.”65 Conscious content, then, is encoded by the activation of a subset of these neurons.66While
GWT provides testable predictions about which brain regions are active during conscious experience, it
does not provide predictions so fine-grained as to be able to read off the precise content of the
phenomenal state. A further theory of the NCC, the higher order thought theory (HOT) posits that a
state is conscious if and only if one can represent oneself as being in such a state.67 This suggests
consciousness requires activity in the prefrontal cortex. While it is certainly testable whether there is
activation in the prefrontal cortex during a conscious experience, it is not clear what information this
provides about the specific content of the phenomenal experience.

In sum, while it is conceivable that we may one day have a way of empirically detecting the specific
content of the conscious experience of a non-behavioral entity, this does not seem likely. Without an
empirical means of gaining insight into the content attributes of conscious states that an HBO is capable
of, we will not be able to determine the moral status-qua-consciousness conferred upon that HBO in
virtue of such conscious states (or the capacity for such conscious states). This means we cannot rely on
considerations of the moral status-qua-consciousness of an HBO to determine appropriate research
protections. The upshot is that we need some other way, independent of considerations of consciousness,
to determine what sorts of research protections are appropriate for an HBO. This likely involves a value
judgment about the amount of tolerance we ought to have in conducting research for getting the moral
status of the research subject wrong. Further exploration of this problem is warranted.

In conclusion, in this paper, I present an argument for why the NCC are the only way of gaining
insight into the presence and nature of conscious states of an HBO. I consider a commonsense approach
to correlating “levels” of consciousness with moral status and, by extension, with research protections.
I show how empirical measurements generated by certain NCC fit neatly with this commonsense
view. I then present an argument for why this commonsense view is mistaken and offer an alternative
approach. Finally, I consider the ramifications of the failure of the commonsense view, including that it is
unlikely that what we can know about the conscious states of HBOs will ever be sufficient to provide
insight into the type of research protections they are due.
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