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#### Abstract

A recursive method of A. C. Mukhopadhay is used to obtain several new infinite classes of Hadamard matrices. Unfortunately none of these constructions give previously unknown Hadamard matrices of order $<40,000$.


1980 Mathematics subject classification (Amer. Math. Soc.) : 05 B 20.

## 1. Preliminaries

We refer the reader to Wallis, Street and Wallis (1972) or Geramita and Seberry (1979) for all the definitions and notation used in this paper.

## 2. First construction

Theorem 1. Suppose there exists a skew-Hadamard matrix $U$ of order $p+1$. Further, suppose there exist two $(1,-1)$ matrices $A_{r}, B_{r}$ of order $q$ satisfying:
(i) $A_{r} B_{r}^{\mathrm{T}}=B_{r} A_{r}^{\mathrm{T}}$,
(ii) $A_{r} A_{r}^{\mathrm{T}}+p B_{r} B_{r}^{\mathrm{T}}=q(1+p) I_{q}$.

Then there are two $(1,-1)$ matrices of order $p^{j} q, j \geqslant 0$ satisfying
(i) $A_{r+j} B_{r+j}^{\mathrm{T}}=B_{r+j} A_{r+j}^{\mathrm{T}}$,
(ii) $A_{r+j} A_{r+j}^{\mathrm{T}}+p B_{r+j} B_{r+j}^{\mathrm{T}}=q p^{j}(p+1) I$.

Also, there exists an Hadamard matrix of order $q p^{j}(p+1)$ for every $j \geqslant 0$.
Proof. Define $A_{r+1}=J_{p} \times B_{r}$ and $B_{r+1}=I \times A_{r}+S \times B_{r}$, where the rows and columns of $U$ are arranged until it is in the form

$$
\left[\begin{array}{rrrr}
1 & 1 & \ldots & 1 \\
-1 & & & \\
\vdots & I+S & \\
-1 & & &
\end{array}\right]=I+V
$$

with $V V^{\mathbf{T}}=p I_{p+1}, S^{\mathbf{T}}=-S, J S=0, S S^{\mathbf{T}}=p I-J$. Now we have
(i) $A_{r+1} B_{r+1}^{\mathrm{T}}=B_{r+1} A_{r+1}^{\mathbf{T}}$,
(ii) $A_{r+1} A_{r+1}^{\mathrm{T}}+p B_{r+1} B_{r+1}^{\mathrm{T}}=p J \times B_{r} B_{r}^{\mathrm{T}}+p I \times A_{r} A_{r}^{\mathrm{T}}+p(p I-J) \times B_{r} B_{r}^{\mathrm{T}}$

$$
=q p(1+p) I_{q p} .
$$

We proceed by induction to obtain the matrices of order $p^{j} q, j \geqslant 0$.
The required Hadamard matrix is now obtained by considering $I \times A_{j+r}+V \times B_{j+r}$.

It now remains to find initial matrices $A_{r}$ and $B_{r}$. If there is a skew-Hadamard matrix or order $\mathrm{p}+1$ written in the form

$$
\left[\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
-1 & & & \\
\vdots & & I+S & \\
-1 & & &
\end{array}\right]
$$

then $A_{r}=J_{p}, B_{r}=I_{p}+S_{p}$ are suitable matrices. If there exists a symmetric Hadamard matrix of order $p+5$ written in the form

$$
\left[\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
1 & & & \\
\vdots & M & & \\
1 & & &
\end{array}\right]
$$

then $A_{r}=J_{p+4}-2 I_{p+4}, B_{r}=M$ are suitable matrices. Further, if $Q$ is the backcirculant $(1,-1)$ incidence matrix of a cyclic $(v, k, \lambda)$ difference set and there exists a cyclic $(v,(v-1) / 2,(v-3) / 4)$ difference set with $(1,-1)$ incidence matrix $L$ where
$p=v-4 k+4 \lambda$, then $A_{r}=Q$ and $B_{r}=L$ are suitable matrices. We summarize these results for convenience :

Corollary 2. Suppose there exists a skew-Hadamard matrix of order $p+1$. Then (a) there exist Hadamard matrices of order $p^{j+1}(p+1, j \geqslant 0$;
(b) when there exists a symmetric Hadamard matrix of order $p+5$ there exist Hadamard matrices of order $p^{j}(p+1)(p+4), j \geqslant 0$;
(c) when there exists a cyclic $(v, k, \lambda)$ configuration and a $(v,(v-1) / 2,(v-3) / 4)$ configuration with $p=v-4(k-\lambda)$, there exist Hadamard matrices of order $v p^{j}(p+1), j \geqslant 0$.

Example. (a) gives Hadamard matrices of orders $2^{3} \cdot 7^{j+1}, 2^{2} \cdot 3 \cdot 11^{j+1}$, $2^{2} \cdot 5 \cdot 19^{j+1}, j \geqslant 0$.
(b) gives Hadamard matrices $2^{3} \cdot 11 \cdot 7^{j}, 2^{2} \cdot 45 \cdot 11^{j}, 2^{3} \cdot 19 \cdot 3^{j} \cdot 5^{j}, \mathrm{j} \geqslant 0$.
(c) gives Hadamard matrices of order $2^{2} \cdot 3 \cdot 31 \cdot 11^{j}, j \geqslant 0$.

Comment. The matrices just constructed of orders $7^{j+1}$ and $11 \cdot 7^{j}, j \geqslant 0$, have been called 8-Williamson matrices as there are eight of them and they can be used in a Plotkin array.

Hence, since there is an orthogonal design of type ( $3,3,3,3,3,3,3,3$ ) in order 24 (see Geramita and Seberry (1979)) there are Hadamard matrices of order $8 \cdot 3 \cdot 7^{j+1}$ and $8 \cdot 3 \cdot 11 \cdot 7^{j}, j \geqslant 0$.

Now suppose there is a conference matrix of order $p+3$ which can be written as

$$
\left[\begin{array}{cccc}
0 & 1 & \ldots & 1 \\
1 & & & \\
\vdots & & X & \\
1 & & &
\end{array}\right]
$$

where $X^{\mathbf{T}}=X, X J=0, X X^{\mathbf{T}}=(p+2) I-J_{p+2}$. Then

$$
A_{r}=\left(\begin{array}{cc}
J & J-2 I \\
-J+21 & J
\end{array}\right) \quad \text { and } \quad B_{r}=\left(\begin{array}{cc}
X+I & X-I \\
X-I & -X+I
\end{array}\right)
$$

satisfy

$$
\begin{aligned}
A_{r} A_{r}^{\mathbf{T}}+p B_{r} B_{r}^{\mathrm{T}} & =I_{2} \times[(p+2) J+(p-2) J+4 I]+2 p I_{2} \times\left(X X^{\mathrm{T}}+I\right) \\
& =I_{2} \times[2 p J+4 I-2 p J+2 p(p+3) I] \\
& =2(p+2)(p+1) I .
\end{aligned}
$$

This gives Mukhopadhyay's Theorem 3.1 as a corollary to the theorem :

Corollary 3. Suppose there exists a skew-Hadamard matrix of order $p+1$ and a symmetric conference matrix of order $p+3$ then there is an Hadamard matrix of order $2 p^{j}(p+1)(p+2)$ for $j \geqslant 0$.

Example. This means there are Hadamard matrices of orders $2^{3} \cdot 3^{j} \cdot 5,2^{4} \cdot 7^{j} \cdot 9$, $2^{3} \cdot 11^{j} \cdot 3 \cdot 13,2^{5} \cdot 15^{j} \cdot 17,2^{4} \cdot 23^{j} \cdot 3 \cdot 25,2^{3} \cdot 27^{j} \cdot 7 \cdot 29, j \geqslant 0$ an integer.

Using the result of Mathon (1978) that there are symmetric conference matrices of order $(q+2) q^{2}+1$ when $q$ is a prime power and $q+3$ is the order of a conference matrix we have :

Example. There exist Hadamard matrices of order 8.11.45.43 , $16 \cdot 3^{2} \cdot 5 \cdot 7^{2} \cdot 11 \cdot 439^{r}$ for every $r \geqslant 0$.

## 3. Second construction

Suppose there exist amicable orthogonal designs of types $((1, p) ;(1, p))$ in order $p+1$ which can be written in the form

$$
\left(^{*}\right) X=\left[\begin{array}{rrrr}
x & y & \ldots & y \\
-y & & & \\
\vdots & x I+y S \\
-y & &
\end{array}\right] \text { and } Y=\left[\begin{array}{rll}
-u & \ldots & v \\
v & & \\
\vdots & u U+v V \\
v & &
\end{array}\right]
$$

where

$$
\begin{gathered}
S^{\mathrm{T}}=-S, \quad U^{\mathrm{T}}=U, \quad V^{\mathrm{T}}=V, \quad S J=0, \quad V J=0, \quad U J=0, \\
S S^{\mathrm{T}}=W W^{\mathbf{T}}=p I-J, \quad U U^{\mathrm{T}}=I, \quad S U^{\mathbf{T}}=U S^{\mathbf{T}} \quad \text { and } \quad S V^{\mathbf{T}}=S^{\mathrm{T}} .
\end{gathered}
$$

In Geramita and Seberry (1979), Theorem 5.52, it is proved these amicable orthogonal designs exist whenever $p \equiv 3(\bmod 4)$ is a prime power.

Theorem 4. Suppose there exist amicable orthogonal designs of types ( $(1, p) ;(1, p))$ in order $p+1$ which can be written in the form (*). Further suppose there exist four ( $1,-1$ ) matrices $A_{r}, B_{r}, C_{r}, D_{r}$ of order $q$ satisfying
(i) $X_{r}^{\cdot} Y_{r}^{\mathbf{T}}=Y_{r} X_{r}^{\mathbf{T}} \quad$ when $\quad X_{r}, Y_{r} \in\left\{A_{r}, B_{r}, C_{r}, D_{r}\right\}$,
(ii) $A_{r} A_{r}^{\mathrm{T}}+B_{r} B_{r}^{\mathrm{T}}+p C_{r} C_{r}^{\mathrm{T}}+p D_{r} D_{r}^{\mathrm{T}}=2(p+1) q I_{r}$.

Then there are four $(1,-1)$ matrices or order $p^{j} q$ satisfying
(i) $X_{r+j} Y_{r+j}^{\mathbf{T}}=Y_{r+j} X_{r+j}^{\mathbf{T}} \quad$ when $\quad X_{r+j}, Y_{r+j} \in\left\{A_{r+j}, B_{r+j}, C_{r+j}, D_{r+j}\right\}$,
(ii) $A_{r+j} A_{r+j}^{\mathrm{T}}+B_{r+j} B_{r+j}^{\mathrm{T}}+p C_{r+j} C_{r+j}^{\mathrm{T}}+p D_{r+j} D_{r+j}^{\mathrm{T}}=2 p^{j}(p+1) q I$. Also, there exists an Hadamard matrix of order $2 p^{j}(p+1) q$ for every $j \geqslant 0$.

Proof. Define $A_{r+1}=J_{p} \times C_{r}, \quad B_{r+1}=J_{p} \times D_{r}, \quad C_{r+1}=I_{p} \times A_{r}+S \times C_{r}$, $D_{r+1}=U \times B_{r}+V \times D_{r}$.

Now $A_{r+1}, B_{r+1}, C_{r+1}, D_{r+1}$ are four $(1,-1)$ matrices of order $p q$ for which
(i) $X_{r+1} Y_{r+1}^{\mathrm{T}}=Y_{r+1} X_{r+1}^{\mathrm{T}} \quad$ when $\quad X_{r+1}, Y_{r+1} \in\left\{A_{r+1}, B_{r+1}, C_{r+1}, D_{r+1}\right\}$,
(ii) $A_{r+1} A_{r+1}^{\mathrm{T}}+B_{r+1} B_{r+1}^{\mathrm{T}}+p C_{r+1} C_{r+1}^{\mathrm{T}}+p D_{r+1} D_{r+1}^{\mathrm{T}}=2 p(p+1) q I_{p q}$.

We proceed by introduction to obtain the matrices of order $p^{j} q, j \geqslant 0$.
We now note that if an orthognal design of type ( $1,1, p, p$ ) exists in order $2(p+1)$ then the $A_{r}, B_{r}, C_{r}, D_{r}$ are called 'suitable' matrices, that is they can be substituted for the variables of the orthogonal design to form an Hadamard matrix. We further observe that an orthogonal design of type ( $1,1, p, p$ ) exists in order $2(p+1)$ whenever there is a skew-Hadamard matrix of order $p+1$. This shows the required Hadamard matrices exist. //

We use the theory of cyclotomy to obtain possible starting 'suitable' matrices for our theorem. In Wallis (1973) it is shown that for a prime power $q=25+4 t^{2}=4 f+1$ ( $f$ odd) there are two supplementary difference with parameters $2-\left\{4 f+1 ; 2 f, f ; \frac{1}{4}(5 f-3)\right\}$ which have circulant symmetric $(1,-1)$ incidence matrices $A_{r}, B_{r}$ which satisfy

$$
A_{r} A_{r}^{\mathrm{T}}+B_{r} B_{r}^{\mathrm{T}}=(7 f+3) I+(f-1) J .
$$

Let $Q$ be the quadratic residue matrix (defined in Lemma 1.19 of Wallis et al. (1972)) then with $C_{r}=Q+1, D_{r}=Q-I$ and $p=\frac{1}{2}(f-1)$ we have

$$
A_{r} A_{r}^{\mathrm{T}}+B_{r} B_{r}^{\mathrm{T}}+p C_{r} C_{r}^{\mathrm{T}}+p D_{r} D_{r}^{\mathrm{T}}=(f+1)(4 f+1) I .
$$

Hence, using the theorem we have
Corollary 5. Let $q=25+4 t^{2}=4 f+1[f \equiv 7(\bmod 8)]$ be a prime power. Suppose there exist amicable orthogonal designs of types $\left(\left(1, \frac{1}{2}(f-1)\right) ;\left(1, \frac{1}{2}(f-1)\right)\right)$ in order $\frac{1}{2}(f+1)$ which can be written in the form (*). Then there exists an Hadamard matrix of order $2^{-j}(f-1)^{j}(f+1)(4 f+1)$ for every $j \geqslant 0$.

Example. The conditions are satisfied for $f=7,15,447, \ldots$ and so there are Hadamard matrices of orders $8 \cdot 3^{j \cdot} 29,16^{\cdot 7^{j}} \cdot 61,2^{6 \cdot} \cdot 7 \cdot 223^{j} \cdot 1879, \ldots, j \geqslant 0$ an integer.

There will of course be many other sets of matrices satisfying the conditions of the theorem. For example, suppose there is a symmetric conference matrix of order $q+1=p+3$. Write it in the form

$$
C=\left[\begin{array}{cccc}
0 & 1 & \ldots & 1 \\
1 & & & \\
\vdots & & N & \\
1 & & &
\end{array}\right]
$$

where $N J=0, N N^{\mathbf{T}}=(p+2) I-J, N^{\mathbf{T}}=N$.
Then, choosing

$$
A_{r}=J_{p+2}, \quad B_{r}=J_{p+2}-2 I_{p+2}, \quad C_{r}=N+I, \quad D_{r}=N-I,
$$

we observe (i) and (ii) of the theorem are satisfied. This gives the following corollary of the theorem which is very similar to Theorem 3.1 of Mukhopadhyay (1978) :

Corollary 6. Suppose there exists amicable orthogonal designs of types ((1,p); $(1, p))$ in order $p+1$ which can be written in the form $\left(^{*}\right)$. Further, suppose there is a symmetric conference matrix of order $p+3$. Then there is an Hadamard matrix of order $2 p^{r-1}(p+1)(p+2)$ for every non-negative integer $r$.

## 4. Third construction

The proof of the next theorem is quite straightforward :

Theorem 7. Suppose there exists an orthogonal design of type (a,a,ap,ap) in order $2 a(p+1)$. Now suppose there exist two $(1,-1)$ matrices $A_{r}$ and $B_{r}$ of order $q$ such that
(a) $A_{r} B_{r}^{\mathrm{T}}=B_{r} A_{r}^{\mathrm{T}}$,
(b) $A_{r} A_{r}^{\mathrm{T}}+p B_{r} B_{r}^{\mathrm{T}}=(1+p) q I$.

Further suppose $X^{\mathbf{T}}=X, X J=0, X X^{\mathbf{T}}=p I-J$ and $X+I$ is a $(1,-1)$ matrix then

$$
\begin{gathered}
A_{r+1}=J \times B_{r}, \quad B_{r+1}=J \times B_{r}, \\
C_{r+1}=I \times A_{r}+X \times B_{r}, \quad D_{r+1}=I \times A_{r}-X \times B_{r}
\end{gathered}
$$

are four matrices of order pq satisying the conditions
(i) $X_{r+1} Y_{r+1}^{\mathrm{T}}=Y_{r+1} X_{r+1}^{\mathrm{T}} \quad$ when $\quad X_{r+1}, Y_{r+1} \in\left\{A_{r+1}, B_{r+1}, C_{r+1}, D_{r+1}\right\}$,
(ii) $A_{r+1} A_{r+1}^{\mathrm{T}}+B_{r+1} B_{r+1}^{\mathrm{T}}+p C_{r+1} C_{r+1}^{\mathbf{T}}+p D_{r+1} D_{r+1}^{\mathbf{T}}=2 p(1+p) q I$.

Hence, using the orthogonal design of type ( $a, a, a p, a p$ ) in order $2 a(p+1)$, we have Hadamard matrices of order $2 a p(p+1) q$.

Now if there is a symmetric Hadamard matrix of order $p+3$ which can be written :

$$
\left[\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
1 & & & \\
\vdots & & G & \\
1 & & &
\end{array}\right]
$$

then

$$
A_{r}=\left(\begin{array}{cc}
J & J-2 I \\
-J+2 I & J
\end{array}\right) \quad \text { and } \quad B_{r}=\left(\begin{array}{cc}
G & G \\
G & -G
\end{array}\right)
$$

satisfy

$$
A_{r} A_{r}^{\mathrm{T}}+p B_{r} B_{r}^{\mathrm{T}}=2(p+2)(p+1) I .
$$

Hence we have

Corollary 8. Suppose $p \equiv 1(\bmod 4)$ is a prime power and there is a symmetric Hadamard matrix of order $p+2$. Then there is an Hadamard matrix of order $8 p(p+1)(p+2)$.

Proof. This follows because an orthogonal design of type ( $2,2,2 p, 2 p$ ) in order $4(p+1)$ exists.

Example. Since there are orthogonal designs of types (1, $1,5,5$ ), ( $1,1,9,9$ ), $(1,1,13,13)$ and $(2,2,34,34)$ known in orders $12,20,28$ and 72 respectively we have Hadamard matrices of order $8 \cdot 3 \cdot 5 \cdot 7,8 \cdot 5 \cdot 9 \cdot 11,8 \cdot 7 \cdot 13 \cdot 15,16 \cdot 9 \cdot 17 \cdot 19, \ldots$

## Final remarks

Whiteman (1976) was able to show that matrices of the same order as those obtained by Seberry Wallis (1973) could be obtained which were circulant and symmetric. It is possible that his methods could be used on the results of this paper to obtain circulant, symmetric matrices. Such matrices are far easier to use in orthogonal designs to obtain further results.
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