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#### Abstract

It is known that there exists a canonical system for every finite real reflection group. In a previous paper, the first and the third authors obtained an explicit formula for a canonical system. In this article, we first define canonical systems for the finite unitary reflection groups, and then prove their existence. Our proof does not depend on the classification of unitary reflection groups. Furthermore, we give an explicit formula for a canonical system for every unitary reflection group.


## 1 Introduction

Let $V$ be an $n$-dimensional unitary space and let $W \subseteq U(V)$ be a finite unitary reflection group. Each reflection fixes a hyperplane in $V$ pointwise. Let $S$ denote the symmetric algebra $S\left(V^{*}\right)$ of the dual space $V^{*}$, and $S_{k}$ the vector space consisting of homogeneous polynomials of degree $k$ together with the zero polynomial. Then $W$ acts contravariantly on $S$ by $(w \cdot f)(v)=f\left(w^{-1} \cdot v\right)$ for $v \in V, w \in W$, and $f \in S$. The action of $W$ on $S$ preserves the degree of homogeneous polynomials, and $W$ also acts on $S_{k}$. The subalgebra $R=S^{W}$ of $W$-invariant polynomials of $S$ is generated by $n$ algebraically independent homogeneous polynomials by Chevalley [2]. A system of such generators is called a system of basic invariants of $R$.

Let $x_{1}, \ldots, x_{n}$ be an orthonormal basis for $V^{*}$ and let $\partial_{1}, \ldots, \partial_{n}$ be the basis for $V^{* *}$ dual to $x_{1}, \ldots, x_{n}$. The symmetric algebra of $V^{* *}$ acts naturally on $S$ as differential operators (e.g., Kane [8, §25-2]). Let $\bar{c}$ denote the complex conjugate of $c \in \mathbb{C}$. For $f=\sum_{\boldsymbol{a}} c_{\boldsymbol{a}} x^{\boldsymbol{a}} \in S$, a differential operator $f^{*}$ is defined by

$$
f^{*}:=\bar{f}(\partial):=\sum_{a} \overline{c_{a}} \partial^{a}
$$

where $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{Z}_{\geq 0}^{n}, c_{\boldsymbol{a}} \in \mathbb{C}, x^{\boldsymbol{a}}=x_{1}^{a_{1}} \cdots x_{n}^{a_{n}}$, and $\partial^{\boldsymbol{a}}=\partial_{1}^{a_{1}} \cdots \partial_{n}^{a_{n}}$. Note that $(c f)^{*}=\bar{c} f^{*}, w \cdot\left(f^{*}\right)=(w \cdot f)^{*}$ and $w \cdot\left(f^{*} g\right)=(w \cdot f)^{*}(w \cdot g)$ for $c \in \mathbb{C}, w \in W$, $f, g \in S$.

Flatto and Wiener introduced canonical systems to solve a mean value problem related to vertices for polytopes in [3-5]. They proved that there exists a canonical system for every finite real reflection group. Later, Iwasaki [7] gave a new definition of the canonical system as well as explicit formulas for canonical systems for some types of reflection groups. The first and the third authors, in their previous work [9], obtained an explicit formula for a canonical system for every reflection group. In this

[^0]article, we extend the definition of canonical system to the finite unitary reflection groups as follows.

Definition 1.1 A system $\left\{f_{1}, \ldots, f_{n}\right\}$ of basic invariants is said to be canonical if it satisfies the following system of partial differential equations:

$$
f_{i}^{*} f_{j}=\delta_{i j}
$$

for $i, j=1, \ldots, n$, where $\delta_{i j}$ is the Kronecker delta.
Our main result is the following existence theorem.
Theorem 1.2 There exists a canonical system for every finite unitary reflection group.
Our proof of Theorem 1.2 is classification free. Furthermore, we give an explicit formula (Theorem 4.3) for a canonical system that is also classification free. This formula is the same as one obtained in [9] for the real case, and we improve the proof.

The organization of this article is as follows. In Section 2, we introduce Lemma 2.2, which will play an important role in Section 3 when we prove Theorem 1.2. In Section 4, we give an explicit formula for a canonical system.

## 2 Basic Invariants

Let $R_{+}$be the ideal of $R$ generated by homogeneous elements of positive degrees and let $I=S R_{+}$be the ideal of $S$ generated by $R_{+}$. We define a unitary inner product $\langle\cdot, \cdot\rangle: S \times S \rightarrow \mathbb{C}$ by

$$
\begin{equation*}
\langle f, g\rangle=\left.f^{*} g\right|_{x=0}=\left.\bar{f}(\partial) g\right|_{x=0} \quad(f, g \in S) \tag{2.1}
\end{equation*}
$$

where $x=\left(x_{1}, \ldots, x_{n}\right)$ and $\partial=\left(\partial_{1}, \ldots, \partial_{n}\right)$. Let $e_{H}$ be the order of the cyclic group generated by the reflection $s_{H} \in W$ corresponding to a reflecting hyperplane $H$. Fix $L_{H} \in V^{*}$ satisfying $\operatorname{ker} L_{H}=H$. Let $\Delta$ denote the product of $L_{H}^{e_{H}-1}$ as $H$ runs over the set of all reflecting hyperplanes. Then $\Delta$ is skew-invariant, i.e., $w \cdot \Delta=(\operatorname{det} w) \Delta$ for any $w \in W$. Set $\mathcal{H}:=\left\{f^{*} \Delta \mid f \in S\right\}$. The following lemma was obtained by Steinberg [12].

Lemma 2.1 Let $f \in S$ be a homogeneous polynomial. Then we have the following:
(i) $f \in$ I if and only if $f^{*} \Delta=0$;
(ii) $g^{*} f=0$ for all $g \in I$ if and only if $f \in \mathcal{H}$.

It follows from Lemma 2.1(ii) that $I$ is the orthogonal complement of $\mathcal{H}$ with respect to the inner product (2.1) degreewise.

In the sequel, we assume that $W$ acts on $V$ irreducibly. We fix a $W$-stable graded subspace $U$ of $S$ such that $S=I \oplus U$. It is known that the $U$ is isomorphic to the regular representation of $W$ (see Bourbaki [1, Chap. $5 \$ 5$ Theorem 2]). Hence the multiplicity of $V$ in $U$ is equal to $\operatorname{dim}_{\mathbb{C}} V=n$. Let $\pi: S \rightarrow U$ be the second projection with respect to the decomposition $S=I \oplus U$. Then $\pi$ is a $W$-homomorphism. Let $\left\{h_{1}, \ldots, h_{n}\right\}$ be a system of basic invariants with $\operatorname{deg} h_{1} \leq \cdots \leq \operatorname{deg} h_{n}$. The multiset of degrees $m_{i}:=\operatorname{deg} h_{i}(i=1, \ldots, n)$ does not depend on a choice of basic invariants.

There exists a unique linear map $d: S \rightarrow S \otimes_{\mathbb{C}} V^{*}$ satisfying $d(f g)=f d(g)+g d(f)$ for $f, g \in S$ and $d L:=1 \otimes L \in \mathbb{C} \otimes_{\mathbb{C}} V^{*}$ for $L \in V^{*}$. The map $d$ is called the differential map. The differential 1-form $d h$ is expressed as

$$
d h=\sum_{j=1}^{n} \partial_{j} h \otimes x_{j}=\sum_{j=1}^{n}\left(\partial_{j} h\right) d x_{j}
$$

for $h \in S$. Note that $d h$ is invariant if $h$ is invariant. Define a $W$-homomorphism

$$
\varepsilon:\left(S \otimes_{\mathbb{C}} V^{*}\right)^{W} \longrightarrow R_{+}
$$

by

$$
\varepsilon\left(\sum_{j=1}^{n} h_{j} d x_{j}\right)=\sum_{j=1}^{n} x_{j} h_{j} .
$$

Then $\varepsilon \circ d(h)=(\operatorname{deg} h) h$ for any homogeneous polynomial $h$. The projection $\pi: S \rightarrow$ $U$ is extended to a $W$-homomorphism $\widetilde{\pi}:\left(S \otimes V^{*}\right)^{W} \rightarrow\left(U \otimes V^{*}\right)^{W}$ defined by $\widetilde{\pi}\left(\sum_{j=1}^{n} g_{j} \otimes x_{j}\right):=\sum_{j=1}^{n} \pi\left(g_{j}\right) \otimes x_{j}$.

Lemma 2.2 Let $\left\{h_{1}, \ldots, h_{n}\right\}$ be a system of basic invariants. Put $f_{i}:=(\varepsilon \circ \widetilde{\pi})\left(d h_{i}\right)$, and $\left\{f_{1}, \ldots, f_{n}\right\}$ is a system of basic invariants.

Proof Since $h_{1}, \ldots, h_{n}$ are invariants, so are the 1-forms $d h_{1}, \ldots, d h_{n}$. Thus, each $f_{i}$ is invariant, because both $\varepsilon$ and $\widetilde{\pi}$ are $W$-homomorphisms.

Next we prove that $\left\{f_{1}, \ldots, f_{n}\right\}$ is a system of basic invariants. Define $f_{i j}:=$ $\pi\left(\partial_{j} f_{i}\right)$. Then $f_{i}=\sum_{j=1}^{n} x_{j} f_{i j}$. For $j=1, \ldots, n$, we express $\partial_{j} h_{i}=f_{i j}+r_{i j}$ for some $r_{i j} \in I$. Then $r_{i j}=\sum_{k=1}^{\ell} h_{k} g_{i j k}$ for some $g_{i j k} \in S$. Put $r_{i}:=\sum_{j=1}^{n} x_{j} r_{i j}$ for $i=1, \ldots, n$. Then we have

$$
m_{i} h_{i}=\sum_{j=1}^{n} x_{j} \partial_{j} h_{i}=f_{i}+r_{i}
$$

Since $f_{i}$ is invariant, the polynomial $r_{i}=m_{i} h_{i}-f_{i}$ is also invariant. This implies

$$
r_{i}=r_{i}^{\sharp}=\sum_{k=1}^{\ell}\left(\sum_{j=1}^{n} x_{j} g_{i, j, k}\right)^{\sharp} h_{k} \in I^{2} \cap R,
$$

where $\sharp$ denotes the averaging operator, i.e.,

$$
f^{\sharp}=\frac{1}{|W|} \sum_{w \in W} w \cdot f
$$

for $f \in S$. Thus, we have $\partial_{j} r_{i} \in I$ for $i, j \in\{1, \ldots, n\}$. Let $J\left(g_{1}, \ldots, g_{n}\right)$ denote the Jacobian for $g_{1}, \ldots, g_{n} \in S$. Then

$$
\begin{aligned}
J\left(m_{1} h_{1}, \ldots, m_{n} h_{n}\right) & =\operatorname{det}\left[\partial_{j} h_{i}\right]_{i, j}=\operatorname{det}\left[\partial_{j} f_{i}+\partial_{j} r_{i}\right]_{i, j} \\
& \equiv \operatorname{det}\left[\partial_{j} f_{i}\right]_{i, j}=J\left(f_{1}, \ldots, f_{n}\right)(\bmod I) .
\end{aligned}
$$

It immediately follows that $\Delta \notin I$ by Lemma 2.1(i). Since $J\left(h_{1}, \ldots, h_{n}\right)$ is a nonzero constant multiple of $\Delta$, we obtain $J\left(f_{1}, \ldots, f_{n}\right) \notin I$, and thus $J\left(f_{1}, \ldots, f_{n}\right) \neq 0$. By the Jacobian criterion (e.g., [6, Proposition 3.10]), $\left\{f_{1}, \ldots, f_{n}\right\}$ is algebraically independent. Therefore, $\left\{f_{1}, \ldots, f_{n}\right\}$ is a system of basic invariants because $\operatorname{deg} f_{i}=\operatorname{deg} h_{i}$ for $i=1, \ldots, n$.

Remark There exists a $W$-stable subspace $U^{\prime}$ of $S$ such that $S=I \oplus U^{\prime}$ and $d f_{1}, \ldots, d f_{n} \in\left(U^{\prime} \otimes_{\mathbb{C}} V^{*}\right)^{W}$. However, we do not know whether $U^{\prime}$ coincides with $U$ or not. In Section 3, we see that $U$ and $U^{\prime}$ coincide when $U=\mathcal{H}$.

## 3 Existence of a Canonical System

In this section, we prove Theorem 1.2, which is the existence theorem of a canonical system. The following lemma is widely known.

Lemma 3.1 Let $g \in S$ be a homogeneous polynomial, and put $g_{j}:=\partial_{j} g$ for $j=$ $1, \ldots, n$. Then, for any $h \in S$, we have $g^{*}\left(x_{j} h\right)=x_{j} g^{*} h+g_{j}^{*} h$.

Proof We only need to verify the assertion when $g$ is a monomial. We verify it by induction on $\operatorname{deg} g$. Let $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right)$ be a multi-index with $|\boldsymbol{a}|=\operatorname{deg} g$. Then

$$
\begin{aligned}
\partial^{\boldsymbol{a}}\left(x_{j} h\right) & =\partial^{\boldsymbol{a - e _ { j }}} \partial_{j}\left(x_{j} h\right)=\partial^{\boldsymbol{a}-\boldsymbol{e}_{j}} h+\partial^{\boldsymbol{a - \boldsymbol { e } _ { j }}}\left(x_{j} \partial_{j} h\right) \\
& =\partial^{\boldsymbol{a - \boldsymbol { e } _ { j }}} h+\left(x_{j} \partial^{\boldsymbol{a - \boldsymbol { e } _ { j }}} \partial_{j} h+\left(a_{j}-1\right) \partial^{\boldsymbol{a}-2 e_{j}} \partial_{j} h\right) \\
& =x_{j} \partial^{\boldsymbol{a}} h+a_{j} \partial^{\boldsymbol{a - e _ { j }}} h .
\end{aligned}
$$

By Lemma 2.1, $I$ is the orthogonal complement of $\mathcal{H}$ with respect to the inner product (2.1), and the $W$-stable graded space $S$ is decomposed into the direct sum of the $W$-stable graded subspaces $I$ and $\mathcal{H}$, i.e., $S=I \oplus \mathcal{H}$. Let $\pi: S \rightarrow \mathcal{H}$ be the second projection with respect to the decomposition $S=I \oplus \mathcal{H}$. Let $h_{1}, \ldots, h_{n}$ be an arbitrary system of basic invariants. Put $f_{i j}:=\pi\left(\partial_{j} h_{i}\right)$ for $i, j=1, \ldots, n$, and $f_{i}:=(\varepsilon \circ \widetilde{\pi})\left(d h_{i}\right)=\sum_{j=1}^{n} x_{j} f_{i j}$ for $i=1, \ldots, n$. Then $\left\{f_{1}, \ldots, f_{n}\right\}$ is a system of basic invariants by Lemma 2.2. We are now ready to give a proof of Theorem 1.2.

Let $g \in R_{+}$be a homogeneous invariant polynomial with $\operatorname{deg} g<m_{i}$. By using Lemmas 2.1 and 3.1 we obtain

$$
g^{*} f_{i}=\sum_{j=1}^{n} g^{*}\left(x_{j} f_{i j}\right)=\sum_{j=1}^{n}\left(x_{j} g^{*} f_{i j}+g_{j}^{*} f_{i j}\right)=\sum_{j=1}^{n} g_{j}^{*} f_{i j} \in \mathcal{H} .
$$

Meanwhile, $g^{*} f_{i}$ is an invariant polynomial of positive degree, since $g$ and $f_{i}$ are invariant and $\operatorname{deg} g<m_{i}$. Therefore, we have $g^{*} f_{i} \in \mathcal{H} \cap I=\{0\}$. In particular, when $g=f_{j}$ with $\operatorname{deg} f_{j}<m_{i}$, we have $f_{j}^{*} f_{i}=0$. It immediately follows that $f_{j}^{*} f_{i}=0$ if $\operatorname{deg} f_{j}>\operatorname{deg} f_{i}$. Applying the Gram-Schmidt orthogonalization with respect to the inner product (2.1), we obtain a canonical system of basic invariants. This completes our proof of Theorem 1.2.

The subspace spanned by a canonical system can be characterized as follows.
Proposition 3.2 Let $\left\{f_{1}, \ldots, f_{n}\right\}$ be a canonical system and $\mathcal{F}:=\left\langle f_{1}, \ldots, f_{n}\right\rangle_{\mathbb{C}}$. Then
(i) $\mathcal{F}=\oplus_{k=1}^{\infty}\left\{f \in R_{k} \mid g^{*} f=0\right.$ for $g \in R_{\ell}$ with $\left.0<\ell<k\right\}$, where $R_{k}:=R \cap S_{k}$,
(ii) $\left\langle d f_{1}, \ldots, d f_{n}\right\rangle_{\mathbb{C}}=\left(\mathcal{H} \otimes_{\mathbb{C}} V^{*}\right)^{W}$,
(iii) $\mathcal{F}=\varepsilon\left(\left(\mathcal{H} \otimes_{\mathbb{C}} V^{*}\right)^{W}\right)$.

Proof Define

$$
\mathcal{G}:=\bigoplus_{k=1}^{\infty}\left\{f \in R_{k} \mid g^{*} f=0 \text { for } g \in R_{\ell} \text { with } 0<\ell<k\right\} .
$$

Let $f \in \mathcal{G}$ be a homogeneous polynomial. For any $g \in I$, it is not hard to see that $g^{*}\left(\partial_{j} f\right)=\partial_{j}\left(g^{*} f\right)=0$. Thus we have $\partial_{j} f \in \mathcal{H}$ for $j=1, \ldots, n$ by Lemma 2.1. This implies $d(\mathcal{G}) \subseteq\left(\mathcal{H} \otimes_{\mathbb{C}} V^{*}\right)^{W}$. The inclusion $\mathcal{F} \subseteq \mathcal{G}$ follows immediately, because $\left\{f_{1}, \ldots, f_{n}\right\}$ is a canonical system. Hence, we have the following commutative diagram:

$$
\begin{array}{ccc}
\mathcal{G} & \xrightarrow{d} & \left(\mathcal{H} \otimes_{\mathbb{C}} V^{*}\right)^{W} \\
\text { U। } & & \text { U। } \\
\mathcal{F} \xrightarrow{d} & \left\langle d f_{1}, \ldots, d f_{n}\right\rangle_{\mathbb{C}} .
\end{array}
$$

Since $\operatorname{ker}(d)=\mathbb{C}$ and $\mathcal{G}$ does not contain any nonzero constant, the horizontal maps $d$ are both injective. Recall that $V$ is an irreducible representation and that $\mathcal{H}$ affords the regular representation of $W$. Hence, we have $\operatorname{dim}\left(\mathcal{H} \otimes_{\mathbb{C}} V^{*}\right)^{W}=$ $\operatorname{dim} V=n$, because $\left(\mathcal{H} \otimes_{\mathbb{C}} V^{*}\right)^{W} \simeq \operatorname{Hom}_{W}(V, \mathcal{H})$; this isomorphism can be found in [10] or the proof of [11, Lemma 6.45]. By comparing the dimensions, we have $\mathcal{F}=\mathcal{G}$, which is (i). Sending both sides of this equality by $d$, we obtain

$$
\begin{equation*}
\left\langle d f_{1}, \ldots, d f_{n}\right\rangle_{\mathbb{C}}=d(\mathcal{F})=d(\mathcal{G})=\left(\mathcal{H} \otimes_{\mathbb{C}} V^{*}\right)^{W} \tag{3.1}
\end{equation*}
$$

so equality (ii) is proved. Moreover, we have

$$
\left\langle f_{1}, \ldots, f_{n}\right\rangle_{\mathbb{C}}=\mathcal{F}=\mathcal{G}=\varepsilon\left(\left(\mathcal{H} \otimes_{\mathbb{C}} V^{*}\right)^{W}\right)
$$

by applying $\varepsilon$ to (3.1). This verifies (iii).

## 4 An Explicit Construction of a Canonical System

The following is a key to our explicit formula for a canonical system.
Definition 4.1 (cf. [9]) Define a linear map $\phi: S \longrightarrow \mathcal{H}$ by $\phi(f):=\left(f^{*} \Delta\right)^{*} \Delta$ for $f \in S$. The map $\phi$ induces a $W$-homomorphism

$$
\widetilde{\phi}:\left(S \otimes V^{*}\right)^{W} \longrightarrow\left(\mathcal{H} \otimes V^{*}\right)^{W}
$$

defined by $\widetilde{\phi}\left(\sum f \otimes x\right):=\sum \phi(f) \otimes x$.
One has

$$
\begin{aligned}
w \cdot \phi(f) & =\left((w \cdot f)^{*}(w \cdot \Delta)\right)^{*}(w \cdot \Delta)=\left((w \cdot f)^{*}(\operatorname{det}(w) \Delta)\right)^{*}(\operatorname{det}(w) \Delta) \\
& =\overline{\operatorname{det}(w)} \operatorname{det}(w)\left((w \cdot f)^{*} \Delta\right)^{*}(\Delta)=\phi(w \cdot f)
\end{aligned}
$$

for $w \in W$ and $f \in S$. Therefore, $\phi$ is a $W$-homomorphism, and so is $\widetilde{\phi}$.
Let $\left\{h_{1}, \ldots, h_{n}\right\}$ be an arbitrary system of basic invariants, and assume $\operatorname{deg} h_{i}=m_{i}$ for $i=1, \ldots, n$. Let $\left\{f_{1}, \ldots, f_{n}\right\}$ be a canonical system with $\operatorname{deg} f_{i}=m_{i}$. We have already shown in Proposition 3.2(i) that $\left(\mathcal{H} \otimes V^{*}\right)^{W}=\left\langle d f_{1}, \ldots, d f_{n}\right\rangle_{\mathbb{C}}$.

Lemma 4.2 The restriction

$$
\left.\widetilde{\phi}\right|_{\left\langle d h_{1}, \ldots, d h_{n}\right\rangle_{\mathbb{C}}}:\left\langle d h_{1}, \ldots, d h_{n}\right\rangle_{\mathbb{C}} \longrightarrow\left(\mathcal{H} \otimes V^{*}\right)^{W}=\left\langle d f_{1}, \ldots, d f_{n}\right\rangle_{\mathbb{C}}
$$

is isomorphic.
Proof It is enough to prove the injectivity. Fix $h \in\left\langle h_{1}, \ldots, h_{n}\right\rangle_{\mathbb{C}}$ with $\widetilde{\phi}(d h)=0$. It follows from Lemma 2.1 that $\operatorname{ker} \widetilde{\phi}=\left(I \otimes_{\mathbb{C}} V^{*}\right)^{W}$. Then we have $d h \in\left(I \otimes_{\mathbb{C}} V^{*}\right)^{W}$. At the same time, since $\left\{f_{1}, \ldots, f_{n}\right\}$ is a system of basic invariants, we can write

$$
h=\sum_{k=1}^{n} \lambda_{k} f_{k}+P
$$

where $\lambda_{k} \in \mathbb{C}$ and $P \in I^{2} \cap R$. Then the 1-form $d P$ lies in $\left(I \otimes_{\mathbb{C}} V^{*}\right)^{W}$, and $d f_{k} \in$ $\left(\mathcal{H} \otimes_{\mathbb{C}} V^{*}\right)^{W}$ for $k=1, \ldots, n$ by Proposition 3.2. Hence, we have

$$
\sum_{k=1}^{n} \lambda_{k} d f_{k}=d h-d P \in\left(\mathcal{H} \otimes_{\mathbb{C}} V^{*}\right)^{W} \cap\left(I \otimes_{\mathbb{C}} V^{*}\right)^{W}=\{0\}
$$

This implies $\lambda_{k}=0$ for all $k=1, \ldots, n$, since $\left\{d f_{1}, \ldots, d f_{n}\right\}$ is linearly independent over $\mathbb{C}$. Thus, we have $h=P \in I^{2} \cap R$. The algebraic independence of $h_{1}, \ldots, h_{n}$ implies $\left\langle h_{1}, \ldots, h_{n}\right\rangle \cap I^{2}=\{0\}$. Therefore, $h=0$.

The image of $\left.\widetilde{\phi}\right|_{\left\langle d h_{1}, \ldots, d h_{n}\right\rangle_{\mathbb{C}}}$ coincides with $\left\langle d f_{1}, \ldots, d f_{n}\right\rangle_{\mathbb{C}}$ by Lemma 4.2. Therefore, we have a chain of the linear maps
$(4.1)\left\langle h_{1}, \ldots, h_{n}\right\rangle_{\mathbb{C}} \xrightarrow{d}\left\langle d h_{1}, \ldots, d h_{n}\right\rangle_{\mathbb{C}} \xrightarrow{\widetilde{\phi}}\left\langle d f_{1}, \ldots, d f_{n}\right\rangle_{\mathbb{C}} \xrightarrow{\varepsilon}\left\langle f_{1}, \ldots, f_{n}\right\rangle_{\mathbb{C}}$.
The image of $\left\{h_{1}, \ldots, h_{n}\right\}$ by the composition of all the maps in (4.1) forms a basis for $\left\langle f_{1}, \ldots, f_{n}\right\rangle_{\mathbb{C}}$. Thus, we have the following explicit formula for a canonical system of basic invariants.

Theorem 4.3 (cf. [9]) Let $h_{1}, \ldots, h_{n}$ be an arbitrary system of basic invariants. Applying the Gram-Schmidt orthogonalization to

$$
\left\{\varepsilon \circ \widetilde{\phi}\left(d h_{i}\right)=\sum_{j=1}^{n} x_{j} \phi\left(\partial_{j} h_{i}\right) \mid i=1, \ldots, n\right\}
$$

with respect to the inner product (2.1), we obtain a canonical system of basic invariants.
Remark Theorem 4.3 asserts the same formula as [9, Theorem 3.4] for the real case. In [9], to prove the theorem, we showed the symmetricity of $\phi$ with respect to the inner product (2.1) and considered eigenvectors of $\widetilde{\phi}$. In contrast, the proof of this paper does not require these arguments.
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