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INVOLUTIONS IN CHEVALLEY GROUPS
OVER FIELDS OF EVEN ORDER

MICHAEL ASCHBACHER* AND GARY M. SEITZ**

Let G = G(q9) be a Chevalley group defined over a field F, of char-
acteristic 2. In this paper we determine the conjugacy classes of invo-
lutions in Aut (G) and the centralizers of these involutions. This study
was begun in the context of a different problem. Namely, we wanted
to find those groups H containing a standard component A satisfying
A|Z(A) = G and m,(Cyx(4)) > 1. Such groups H are determined in [3],
where the results of this paper are crucial. In dealing with groups H
as above a very important consideration is the tightly embedded sub-
groups in Aut(G@). Consequently we study such subgroups in this paper.

The classical groups and the exceptional Chevalley groups are treated
separately. Finding the involutions in the classical groups is accom-
plished using the underlying vector space and regarding the group as a
group of matrices. The results give an explicit matrix representation
for the involutions in G and their centralizers. For the exceptional
groups the (B, N)-structure is used. Representatives for the classes of
involutions are given as explicit products of elements of root groups.
The centralizers are determined completely; one could obtain precise
generators and relations if needed. One useful piece of information is
the complete list of parabolic subgroups containing a given centralizer
of an involution.

The analysis of outer automorphisms is carried out in the context
of the (B, N)-structure, with the exception of the orthogonal groups where
certain information is already available from the linear algebra.

We remark that for ¢ an involution in G, C4(t) is known to be 2-
constrained with 0,(Cq()) = 1. It turns out that 0,(C4(t)) is always of
class at most 3; for the classical groups the class is at most 2.
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The paper is organized as follows. §2 contains preliminary results
and §3 contains a discussion of groups with (B, N)-pairs, giving com-
mutator relations and root systems for the exceptional Chevalley groups.
Sections 4-8 are concerned with the involutions in the classical groups.
Included is a description of the underlying geometric configuration.
Sections 9-11 give technical information needed in the analysis of the
structure of the centralizers and for finding the tightly embedded sub-
groups. The involutions in the rank 2 Chevalley groups have been pre-
viously determined, so in §12 we find the involutions in the remaining
exceptional Chevalley groups. Then Sections 13-18 contain the precise
information on the centralizers of these involutions. §19 is concerned
with the outer automorphisms. In §20 we prove that certain types of
tightly embedded subgroups in Aut (G) have all their involutions in G.
Finally in §21 and §22 we return to the classical groups with a dis-
cussion of exceptional Schur multipliers and further analysis of tightly
embedded subgroups.

Section 2. Preliminaries.

In this section we record some preliminary lemmas to be used in
later sections, especially Section 20.

(2.1) Let G = PQA be the semi-direct product of the product of the p-
group PG and the group QA. Assume that A is a cyclic p-group
acting fixed-point-freely on Q, and that Cp(Q) = 1. Then all complements
to PQ in G are conjugate.

Proof. This is contained in Theorem 3.3 of [20].

(2.2) Let t be an tnvolution in a group D. Then L(C,(t) < L(D) and
if F*(D) is a 2-group then O(Cp(t)) = 1.

Proof. See 2.6 and 2.7 of [2].

(2.3) Let G be a finite Chevalley group (normal or twisted) defined over
o field of characteristic p. Then p-local subgroups of G are contained
i proper parabolic subgroups.

Proof. Borel-Tits, 3.12 of [4].

(2.4) Let G be a finite Chevalley group (normal or twisted) defined over
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o field of characteristic p. Then for any p-element x #+ 1, F*(Cy(x)) is
a P-group.

Proof. This follows from 2.3 and the fact that for proper parabolic
subgroups, P of G, F*(P) is a p-group.

2.5) If X is a 2-group of rank > 1 acting on a group Y of odd order,
then ¥ = {Cy(x): xe X*> = I', x(Y).

Proof. See Gorenstein [12].

Section 3. The (B, N)-structure of the exceptional groups.

Throughout most of this paper we will be concerned with deter-
mining the involutions, and their centralizers, in the Chevalley groups
G defined over fields of characteristic 2. In the case of the classical
groups the representation of G on its natural module is used to obtain
this information. However in the case of the exceptional groups we
must utilize the (B, N)-structure of G and work entirely within local sub-
groups. Moreover in the case of the classical groups our results are
stated in terms of the natural modules while in the case of the excep-
tional groups our results are given explicitly in terms of the (B, N)-
structure.

Therefore in this section we record notation and basic facts con-
cerning the (B, N)-structure of the exceptional groups.

We write G = G(g¢) to meap that G is defined over a field F, of
characteristic 2. Fix a Tit’s system for G. So let U be a Sylow 2-
subgroup of G with B = N4U) and U = 0,B). Then B = UH where
H is an abelian 2’-group normal in N. Write W = N/H, the Weyl group,
W ={s,-+,s8,>, where the s; are the fundamental reflections. Associ-
ated with W is a root system 4 in R with positive roots 4* and funda-
mental system {a, ---,@,}. We label the Dynkin diagram of G and the
roots in 4 as in Bourbaki [5].

For each root re 4 there corresponds a subgroup (called a “root
group”) U, < G such that G = (U,:re 4> and U = [] U, in some fixed

red+
ordering of 4*. Then H normalizes each U, and the permutation rep-

resentation of W on 4 and on {U,:re 4} are equivalent under the cor-
respondence <« U,. For i=1,...,n let s; = U_, (DU, U_,(1). Here
we are labeling the elements of U, by using the base field (or other
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fields for the twisted groups) and we are identifying s, as both a coset
of H in W and as an element in G. This will not cause difficulty and
it is true that U_,(HU, DU_,,(DH = s,e W.

For i=1,.--,n let ¥ be the set of all roots in 4 with positive
coefficient of «;. Then ¥*C 4*. If i=1,...,n and m >0, let ¥
denote the set of long roots with coefficient of «; equal to m (respec-
tively &% for the short roots). We write @, = (U,:re %" and set
Qi = {U,: se &3}

For Sc{l,-..,n} we let Py =<B,s;:ieS)>. The conjugates of the
subgroups Pg are called the parabolic subgroups of G, and some informa-
tion concerning the structure of Pg can be obtained simply by looking
at the Dynkin diagram. Namely Py = QgLcH, where Qg = O,(Pyg),
Ly =(U,.,.:t28S) =<U,,s;:12¢S) and the structure of Lg as a Chevalley
group can be read off from the Dynkin diagram. The group Qg is the
product of the groups U, for rel J Z-

i€y
We will need the following cases of the Chevalley commutator rela-
tions.

(3.1) Let a,ped.

i) If a + Bed, then U, U,] =1.

i) If a,ppa+ p are all in 4 and of the same length, then
[U.(8), Uy®)] = U.,,x(st).

iii) If G = F(q), @ and p short roots, and « + B a long root in 4,
then [U,, U,] = 1. .

iv) If G =*E(q), « and B short roots, and « + B o long root in 4,
then [U(s), U,()] = U, (8% + st9), for s,t e Fg.

v If G=FJ(q9),q>2, a is a long root, B a short root such that
a+ Bed, then U, U,] = U,, U,y

vi) If G =2E{(q),a a long root, B a short root and « + fe 4, then
[U.(¢), Ud)] = U,,(cD)U,,,,(cdd?), for ceF, and de F.

Basic facts involving parabolic subgroups and the Bruhat decomposi-
tion of G will be used repeatedly. Also we will need a list of some of
the roots in 4+ for 4 of type F,,E;, E,, and E,. These are given in the
following tables and are based on the following labeling of the Dynkin
diagram
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L
L

1 3 4 5 6
E, J N
2
1 3 4 5 6 7
E, [
2
1L 3 4 5 6 7 8
E, J -
2
TABLE 1
Roots in 4+ for 4 of type F,
Z1 % £ P}
1. 1000 9. 1110 15. 0100 18. 0010
2. 1100 10. 1111 16. 0120 19, 0110
3. 1120 11. 1121 17. 0122 20. 0111
4. 1220 12. 1221 21. 0121
5. 1122 13. 1231 22, 0001
6. 1222 14. 1232 23. 0011
7. 1242
8. 1342
£
24, 2342
Let 7 = 7y
s=17,
=Ty
B=mr
TABLE 2
Roots in 4* for 4 of type E;
£ 21— 21 4 — gt — 41
1. 10000 17. 00000 27. 01000
0 1 0
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2. 11000 18. 00100 28. 01100
0 1 0
3. 11100 19. 01100 29. 01110
0 1 0
4, 11100 20. 00110 30. 01111
1 1 0
5. 11110 21. 00111 31. 00100
0 1 0
6. 11110 22. 01110 32. 00110
1 1 0
7. 11111 23. 01111 33. 00111
1 1 0
8. 11111 24. 01210 34. 00010
0 1 0
9. 11210 25. 01211 35. 00011
1 1 0
10. 11211 26. 01221 36. 00001
1 1 0
11. 12210
1
12. 12211
1
13. 11221 r =Ty =Ty
1
14. 12221 o =17y, 0 =1y,
1
15. 12321 B=1y e=1y,
1
16. 12321
2
TABLE 3

Roots in 4* having non-zero coefficient of «, or «;, for 4 of type E,.

LI N L LN £ 1N %3

1. 000001 7. 001111 22. 123211
0 1 2

2. 000011 8. 011111 23. 123221
0 1 2

3. 000111 9. 111111 24. 123321
0 1 2

4. 001111 10. 012111 25. 124321

0 1 2
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5. 011111 11. 112111 26. 134321
0 1 2
6. 111111 12. 012211 27. 234321
0 1 2
13. 112211
1
r =17y 14. 122111 LINLNZ
1
a =1y 15. 012221 28. 000000
1 1
B =1y 16. 122211 29. 001000
1 1
7= Ty 17. 112221 30. 011000
1 1
8 =Ty 18. 122221 31. 001100
1 1
= Ty 19. 123211 32. 001110
1 1
@ = Ty 20. 123221 33. 011100
1 1
Y= Ty 21. 123321 34. 011110
1 1
0 =1y 35. 012100
1
36. 012110
1
LI N LN L 37. 012210
1
38. 111000 41. 112100 44. 112210 47. 123210
1 1 1 1
39. 111100 42, 112110 45. 122110 48. 123210
1 1 1 2
40. 111110 43. 122100 46. 122210
1 1 1
TABLE 4
Roots in %8, for 4 of type E,.
LN Z
1. 0000001
0
£ N Z7
2. 0000011 9. 1111111 16. 0122211 23. 1232111
0 0 1 2
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3. 0000111 10. 1111111 17. 1222111 24. 1232211

0 1 1 2

4. 0001111 11. 0121111 18. 1122211 25. 1233211
0 1 1 2

5. 0011111 12. 1121111 19. 1222211 26. 1243211
0 1 1 2

6. 0011111 13. 0122111 20. 1232111 27. 1343211
1 1 1 2

7. 0111111 14. 1122111 21. 1232211 28. 2343211
0 1 1 2

8. 0111111 15, 1221111 22. 1233211
1 1 1

LN (LU LD
29. 1343221 37. 1233221 44. 2343321 51. 2454321
2

2 2 2
30. 1243321 38. 1233321 45. 1344321 52. 2454321
2 1 2 3
31. 0122221 39. 1243221 46. 1354321 53. 2464321
1 2 2 3
32. 0122221 40. 1233321 47. 2344321 54. 2465321
1 2 2 3
33. 1222221 41. 2343221 48. 1354321 55. 2465421
1 2 3 3
34. 1232221 42, 1343321 49. 2354321 56. 2465431
1 2 2 3
35. 1232221 43. 1244321 50. 2354321 57. 2465432
2 2 3 3
36. 1233221
1

r =1y B =1y =17y ¢ = 2343210 0 =1y
2
o =Ty 7T="Ta € =Ty Y= Ty @ = Ty

Section 4. The unimodular group.

Let V be an n-dimensional vector space over GF(q), where n > 3,
and q is even. SL(V) is the group of all linear transformations of V
of determinant 1. Given an ordered basis {z;} of V and ge SL(V), as-
sociate with g the n X n matrix (g;;) where

®f = D5 9i5%y -

In considering such matrices we follow the notation of M. Suzuki in [22].
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Given an involution a in SL(V), define the rank of a to be the di-
mension of the commutator space [V,a] of a. The rank of a is also the
number of Jordan blocks of (a;;) of size 2 with respect to a basis of V
in which a is in Jordan form. Hence

(4.1) Let a and b be involutions in SL(V). Then a and b are conjugate
in SL(V) if and only if they have the same rank.

Fix an ordered basis for V and associate each element of SL(V)
with its corresponding matrix. Following Suzuki, given an integer ¢ in
the range 1 < £ < n/2, define the involution 7, of SL(V) by

1,
j: = In—u .
I, 1,

Here 1,, is the m X m identity matrix and I, is taken to be void.
7. has rank ¢ and is referred to as the Suzuki form of its class.
We conclude

4.2) The tnvolutions j,, 1 < £ < n/2, are a set of representatives for
the conjugacy classes of involutions of SL(V).

(4.3) The centralizer C, in SL(V) of the tnvolution j, consists of those
matrices g of the form

X(9)
g=1|P(g) Y9 such that (det (X))*det(¥) =1,
Q@ R X9

where X(g) and Q(g) are of size £ X 4, Y(g9) has size (n — 2£) X (n — 24),
P(g) has size (n — 24) X ¢, and R(g) has size £ X (n — 24). Further the
map 9 — (X(9), Y(9) is a homomorphism of C, into GL(q) X GL,_,(q)
with the image containing SL,q) X SL,_,(q), and covering both factors
if n+24. The kernel T, is equal to 0,(C)).

Proof. See Suzuki [22], pages 1048 and 1049,

The remaining three lemmas in this section follow by direct com-
putation.

4.4 For g,heC,
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X(9)X(h)
gh = | P(9)X(h) + Y(9)P(h) Y(9)Y(h) ]
QX (h) + R(9)P(h) + X(9QM) R(@Y(h) + X(9R(h) X(9)X(h)
4.5) Let g,heC, with

D X
B C D Q R X
Then

DX
ht = [Y"I(PDX + AX + WP) wx
Q%) XY(RWY + CY + DR) DX

where
Q%) = X '[RY(PD* + AX + WP) + BX + CP + DQ + QD~*] .

Further if heT, then

1
' = [Y"‘AX I ] .

XY(BX 4+ CP + RY'AX) XCY 1
Certain subgroups of C, are of interest:

Z,={9eT,: P(9) = R(9) = 0}
={9€eZ,: Q) = al, a e GF(q)}
={g9eC,: P(9) = Q(9) = R(9) = 0}

L,={geL}:det(X(g) =1}.

4e6) (1) C,=T.L}

@ Z,=2T).

B If n=2¢ then T,=Z,.
@) If n+2¢ then Z, = O(T)).

Section 5. Unitary, symplectic and orthogonal groups.

We continue the hypothesis and notation of Section 4.

Let 6 be an automorphism of GF(q) with ¢ =1. A 6-symmetric
bilinear form on V is a map (,) from V XV to GF(q¢) such that for
each z,y,2¢V and a e GF(qQ)
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@+ 9,2 =2+ W2,
(ax, 2) = a(x,2) , (2,2)" = (z,2) .

The form is symmetric if § =1 and hermitian symmetric if 6 is an
involution. v»e V* is singular if (v,v) = 0. The form is symplectic if
it is symmetric and each vector of V* is singular.

Given a matrix M = (M,;) over GF(q) let M* = (M,;) be the trans-
pose of M and M’ = (M!,). Define = = *4.

(5.1) Let (,) be a g-symmetric form on V and {x;} an ordered basis of
V. Define J = (J;;) to be the n X n matriz with J,; = (x;, ;). Then
g € SL(V) preserves the form (,) if and only if

J = gJg* .

Proof. Straightforward calculation.
For veV and X € V define

vt ={xeV:(x,v) = 0}
Xt =Nyvt.

The form is said to be nondegenerate if V1 = 0. A space V with a non-
degenerate hermitian symmetric form is called a unitary space. A space
with a nondegenerate symplectic form is called a symplectic space.

It is well known that

(5.2) Let V be a unitary space. Then there exists a basis of V in
which V has form J(V) = I,.

Define E,, to be the 2m X 2m matrix with 1 in the (2¢,2¢ — 1) and
(21 — 1,27) positions and 0 elsewhere.

(5.3) Let V be a symplectic space. Then n is even and there exists a
basis of V in which V has form J(V) = E,.

5.2 and 5.3 imply that, up to isomorphism, there is a unique unitary
space of dimension n over GF(¢*) and a unique symplectic space of di-
mension 2m over GF(q). An ordered basis for V in which V has form
I, or E,, for V unitary or symplectic, will be referred to as a unitary
or symplectic basis, respectively.

Denote by SU(V) and Sp(V) the subgroup of SL(V) which preserves
the corresponding unitary and symplectic form, respectively. GU(V)
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denotes the full group of automorphisms of the unitary space. As
det (9) = det (¢*) and E, is nonsingular, 5.1 and 5.3 imply Sp(V) is the
full group of automorphisms of the symplectic space.

A quadratic form on a symplectic space V is a map Q of V to
GF(q) such that for each 2,y ¢V and each a e GF(q)

Q(ax) = a’Q(x) , QR+ v = Q@ + QW) + (x,v) .

A symplectic space with a quadratic form will be referred to as an
orthogonal space.

Suppose {u, v} is a symplectic basis for V. Define Q:V — GF(q) by
Qlau + bv) = ab .

Then @ is a quadratic form. Denote the 2-dimensional orthogonal space
with this form by D = D,.
Let ax® +  + « be an irreducible polynomial over GF(q). Then

Qlau + bv) = aa® + ab + ab?
is a quadratic form on V, and the space with this form is denoted by
Q=D_
A singular point in an orthogonal space is a 1-dimensional subspace

{v)> with Q) = 0. It is well known that

(5.4) Up to isomorphism, D and Q are the only 2-dimensional orthogo-
nal spaces over GF(q). Q has no singular points. D has exactly two
singular points.

Denote by D™Q* the orthogonal sum of m copies of D with k copies
of Q. It is easy to check

(5.5) D? is isomorphic to Q.
It follows that

(5.6) Up to isomorphism, D™ and D™ 'Q are the only orthogonal spaces
of dimension 2m.

The orthogonal space D™ is said to have sign + and the space D™ 'Q
sign —. Denote by O«(V) the subgroup of Sp(V) preserving the quadratic
form on V of sign e.

Given an orthogonal space V of sign ¢, an orthogonal basis for V is
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a symplectic basis {x;} such that Q(x,) =0 for + <7n — 1 and

Q(az,_; + bxz,) = f.a, b)
f.(a,b) = ab f_(a,b) = aa® + ab + ab®.

By 5.6, V possesses an orthogonal basis.

SL,(@), SU,(@, Sp,(q@) and O0;(q)

denote the special linear, unitary, symplectic and orthogonal groups
determined by a space of dimension n over GF(q), or GF(q? in the unitary
case. SL,(q) has a center of order (¢ — 1,n) and SU,(q) has a center
of order (¢ + 1,n). L,(q¢) and U,(q) denote the factor groups over these
centers. £:(q) denotes the commutator group of 0:(q). As ¢ is even
2:(q) = SO*(n, @).

Section 6. Involutions in the unitary group.
We continue the hypothesis and notation of sections 4 and 5.

(6.1) Let a and b be involutions in SU(V). Then the following are
equivalent.

1) a s conjugate to b in SU(V).

2) a is conjugate to b in SL(V).

B) a and b have the same rank.

Proof. See [25], page 34.

(6.2) Let t be an involution in SU(V) of rank ¢. Then there exists a
basis for V in which t = j, is in Suzuki form and V has unitary form

I,
J(V) = [ In—u ] .
1,

Further ge C, is in SUV) if and only if

X=X Y=Y YR = PX"
XQ"+ RR*+ QX*=0.

The map g — (X(9), Y(9)) s a homomorphism of C = C(t) N SUV) into
GU/q) X GU,_,(q) with the image containing SU,q) X SU,_.(q), and
covering both factors if n + 24. The kernel is T, N C = O,(C).
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Proof. Let {x;} be a unitary basis for V. Define se SL(V) by

TS = Tp_yys 1<i< /¢
=, (<i<n—14¢.

Then s has rank £ and by 5.1, se SU(V). Hence by 6.1, we may take
t =s. Choose acFy such that « + o’ =1 and let g =1+ «. Define

Y =, + %} 1<i<d
Yy =% 6<i<n—14¢
Yi = a®;_nyy + P2 n—4<i1<n.

Then {y;} is the desired basis. Calculating using 5.1, we determine the
conditions on g. This together with 4.3 yields the remaining conclu-
sions.

Section 7. Involutions in the symplectic groups.

In this section we assume V to be a symplectic space and ¢ an in-
volution in Sp(V). It is well known that

(7.1) Let ULV. Then dim (V) = dim (U) + dim (UY). Therefore if U
is non-degenerate then V is the orthogonal sum of U and U-*.

Given an involution ¢t e Sp(V) define
Vi) ={veV:@®,v) =0}
V(t) is the kernel of the additive map v — (v, v?), so
(7.2) V() is a subspace of V of codimension at most 1 with V(t)+ < V(¥).

Given subspaces U and W of V with UN W =0 and (U,W) =0,
write <U, W) =U®W. That is U® W is the orthogonal sum of U
and W.

(7.3) Assume V = V(t). Then
V=QV.®W
where [W,t] =0 and each V, is a 4-dimensional symplectic space with

symplectic basis {y;;} such that ', = y;; and ¥, = y,. In particular t
has even rank ¢ = 2m.
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Proof. Choose ueV with u*edlu>. Set u =y, and w' =y, Let
ve W)t —ut. Then v eut — (u)l, so v = v'. By choosing a suitable
multiple of v we may take (u,v) =1. Set y,=v and ¥, = v*. Then
V,=<¥;:1 <7< 4) has the properties claimed above. V, is nondegen-
erate, so by 7.1, V=V, ® Vi, with V{ a t-invariant symplectic space.
Hence the result follows by induction on the dimension of V.

The following lemma is immediate.

(7.4) Assume ueV with (u,u’) =0. Then for o = (u,u?)™', 2, = au and
z, = ot is a symplectic basis for {u,u).

(7.5) Assume U=V(@t) +#V and set X = UL. Let ¢ be the rank of t.
Then either

1) Z¢isodd, [V,t]=XPIU,t] and V=Y D YL where Y has symplectic
basis {y,y'} and [Y,t] = X.

Q) ¢ is even and V=Y ®D YL for some Y with symplectic basis
{::1 <1< 4} such that ¥ =¥,y =Y. Further [U,t] =[YLt1®X
has codimension 1 in [V,t] and X = Y(t)L.

Proof. Let P be maximal with respect to P = @ P, where P, has
a symplectic basis {x;,#{}. By 7.1, V= P@®PL. By 7.4 and maximality
of P,PL<U. [V,t]l =[P, t]1®[PLt], so £ =dim ([P, t]) + dim ([PL,{]) =
a+b. By 7.3, b is even, so £ =a mod2. Further U = PL® P(t)
and

Pt)y=Lz; +xpo;, +205:1 <t <a,1 <7< a).

Hence « = >, (x; + @) is a generator of X.

Assume ¢ is odd. Then a is odd, so setting y = >, ;, {y, ¥’} is a
symplectic basis for ¥ =<y,y*> and [y,t{]=X. By 7.1, V=Y @ YL
Then Y1 < XL < U and [V,t] =[Y,{]1D[YL,t] = XD I[U,1].

So assume ¢ is even. Let y,= ;. «; and y, =i ¢ is even so
a — 1 is odd and hence (¥, ) =1. Let ,=y, and ! =y, Then Y =
{¥;:1 <1< 4) is as claimed. By 7.1, V=Y®Y'. Then U=Y D Y(?)
and Y@) =<¥; + ¥;: 1 <i<ji<4). SolU,t] =[YLt]DIY(®),t] =[YL,¢]
@ X has codimension 1 in [V,{] = [Y4,{] D [Y, {].

(7.6) Let ¢ be the rank of t. Then there exists a basis {x;} of V
with form
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F
J = E,
F

i which t = j, and exactly one of the following holds:
@) ¢ is even, V=V({) and F =K,
@) ¢isodd, V) =Cxiii+=n— £+ 1,V = {x)

V@), tlr =<z:1<i<n— ¢+ 1)
V@), tl =<x;:1<i < &)

F= [1 EH] '

B) ¢ is even, V(t) =<x;: 1 < i <m), V(O = <&,

V), tH =<x;:1<i<n—4¢+1)
Vi), tl =<z, 1 <1 < 6

1
F = E,, .
1 1

Proof. Assume first V = V(¢). Then define V;,¥;;, and W,1<i<
£/2,1<j<4, as in 7.3. Define

Tyso1 = Y + Yis
Loy = Yo + .
2 Yiz T Yuu 1<i<2

Lnoprzic1 = Y

Lnotr2i = Yz

and let {x,,;: 1 <% < n— 2¢} be a symplectic basis for W.

Assume next that V() # V. Choose Y and its symplectic basis as
in7.5. If £isoddletx, =y, x,_,,, = ¥’ and choose {z;: 1 #<{#n — ¢ + 1}
to be a basis for YL = Y1(¢) as in the last paragraph. If ¢ is even de-
fine

x1=Zi?/i Ty =Y + Y,
Lpes1 = Y1 + Y, Lp =Yy »
Choose the remaining basis vectors as in the last paragraph.

We shall say an involution te Sp(V) is in symplectic Suzuki form
if the basis is chosen as in 7.6. Denote by a,b, and ¢, the Suzuki
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forms in (1), (2), and (3) of 7.6, respectively. It follows from 7.6 that

(7.7 Let t and s be involutions in Sp(V). Then the following are
equivalent :

(1) t is conjugate to s in Sp(V).

() t and s have the same symplectic Suzuki form.

B) t and s have the same rank ¢, and if ¢ is even then V() and V(s)
have the same dimension.

(7.8) Let F = F* be an ¢ X ¢ matrix and

J = En—u .
F

Let geC,. Then gJg* = J if and only if

XFX* =F YEY* = FE YER* = PFX*
0 = XFQ* + RER* + QFX* .

(7.9) Let t = a, be in Suzuki form, geC,, and E =K, or E,_,,. Then
g€ Sp(V) if and only if

XEX*=F YEY*=F YER* = PEX*
0 = XEQ* + RER* + QEX* .

The map g — (X(9),Y(g9)) is a homomorphism of C = C, N Sp(V) onto
SpA@) X SPu_2(q) with kernel T, N Sp(V) = 0,C).

Proof. 4.3,7.6, and 7.8.

(7.10) Let t =b, be in Suzuki form, let geC,, and E = E,_, or E,_,.
Then
Q) geSp(V) if and only if

X = [1 W] R= L‘ﬂ P = [YEa«* YEA*EW]

with a, B and y* row wvectors and

WEW* =E  aEA* = y* + pEW*
YEY* =E  LEW* + WEL* = AEA* .
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2) The map g— (W(9),Y(9) is a homomorphism of C = C, N Sp(V)
onto Sp,_,(q) X Sp,_.(@) with kernel T, N C = 0,0).

(7.11)  Let t = ¢, be in Suzuki form, let g C,,E =FE,_, or E,_,, and

1
F = E -2 .
1 1
Then

@A) gecSp(V) if and only if
1 B
X = lWEa* } R = [A]
x 1 T

where B,7, 0, &, 1*, and p* are row vectors and

WEW* =FE YEY*=FE P =YER*F'X
0 = XFQ* + RER* + QFX* .

@2) The map g— (W(9),Y(Q) is a homomorphism of C = C, N Sp(V)
onto Sv,_,(qQ) X Sp,_.[qQ) with kernel 0,C).

(7.12) Assume the hypothesis of 7.11. Then
Q) If geZ, then ge Sp(V) if and only if

r+s+2=0 LE = EL*
7=Ep* (B =pF+ "

@) If geZ,L, with a =p=p=75=§&=0 then geSp(V) if and only if

YEY* = F WEL* = LEW*
WEW* = K r+z+s+x2=0.

(7.13) Let Q and X be as in 7.11. Then
QD If a=0and W =1 then
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r+ 20 0 z
QF = ©+ @y L 7
Yy+@r+s+2x)r &+ px s+ 2w

Q) If uy=9p=p=¢6=0,W=1Iand L =oal then

r 4+ 2x 2a P
Q= (r+ zx + a)Ea* L + zEa*a zEa* | .
Yy+@r+s+zo)r aloa+s+2x22) x2z+ 8

These last three lemmas follow from straight forward calculations.

Section 8. Involutions in the orthogonal groups.

In this section assume that V is an orthogonal space of sign e. It
is well known that

B8.1) () Oyq) is dihedral of order 2(q — &).

2) O0;(q) is the wreath product of L.q) by Z,.

B) O0;(q) 1s the split extension of L,q* by a field automorphism of
order 2.

4) Of(q) is the split extension of L,(q) by a graph automorphism.

B) O0;(q) is the split extension of UJlq) by a graph automorphism.

Given the isomorphisms in 8.1 we assume » > 8 in this section, al-
though most of the discussion remains valid without this restriction.

(8.2) Let t be an involution in O«(V) of type a,, Then there exists a
basis {x;} of V in which t is in its symplectic Suzuki form, Qx;) =0
for1<i<tand n—4<i<m,{z,:£<it<n—4} is an orthogonal basis
for the space W it generates, and W has sign e.

Proof. Choose {z;} so that ¢ is in Suzuki form. For 1 < ¢ < ¢ define

U, = assri-1» Tngrzs) -

Then V,=U,®@U: = U, ®U,, so by 5.5, V, is isomorphic to D? Thus
choosing the basis vectors {y,;} for V, in 7.3 to be an orthogonal basis
for V;, we have Q(x;) = 0. Further as V is the orthogonal sum of W
and the spaces V,, and each V, has sign -+, ¢ = sgn (V) = sgn (W). Hence
we need only choose the basis vectors z; in W to form an orthogonal
basis for W.
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(8.3) Let teO«(V) be the type b,. Then there is a basis {x;} of V in
which t is in symplectic Suzuki form, Q@) =1,X =&, %,_,.,> has
sign & Q) =0 for 1<i<fandn— 4+ 1<ig<n {z:4<i<n— 4}
18 an orthogonal basis for the space W it generates, and W has sign +.

Proof. Choose {x;} so that ¢ is in Suzuki form. Define
U=<(z;:1<i<4é,n—L+1<igny.

Considering t restricted to U, 8.2 implies U has sign 4+ and we may
choose the basis vectors z; in U to be singular. ¢ restricted to X is
the transvection with center z,, so Q(x,) = 1.

Suppose W has sign —. We may assume Y = {&,,;, %,,,» = Q. Let
@ = Q(Ty,), Ty = O, + By, aNd Ty_gy1 = Tpogyr + %y, Then Q(x7,,) =0
and {®,, ¥,_,,1 ;s ppo} is & symplectic basis for X + Y. As Qx},) =0,
Y =&}, %0y = D, so with this change of basis W has sign e. Hence
sgn (X) = sgn (V) =e.

The proof of the next lemma is similar to that of 8.2 and 8.3, and
is omitted.

(8.4) Let teO«(V) be of type ¢, Then there is a basis {x;} of V in
which t is in Suzuki form, Y = (&, Xy Tp_s1, Tn> has sign e Q(x;) =0
for 1<i<gand n— ¢+ 1<i<n{x:t<i<n— 4} is an orthogonal
basis for the space W it generates, and W has sign +. Also

Qax, + bx, + cXy_syy + dx,) = ad + b + ¢ + d) + (¢ + dIQ(x,) .

We shall say an involution ¢ in O«(V) is in orthogonal Suzuki form
if the basis for V is chosen as in 8.2-8.4 for the suitable type of ¢. In
particular if ¢ is in its orthogonal Suzuki form it is also in symplectic
Suzuki form. Therefore

(8.5) Let t and s be involutions in O«(V). Then the following are equiv-
alent :

Q) t is conjugate to s in O«V).

(2) t is conjugate to s in Sp(V).

@) t and s have the same (orthogonal or symplectic) Suzuki form.

(8.6) Let t = a, be in orthogonal Suzuki form and gc C, N Sp(V). Then
1) 9e0«(V) if and only if Y(9) e O;_,(q) and
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£4/2 (n—24)/2
Z:lgi(zj—l)gi(n-HZj) + GienGicn-tr2s-n = 25 Guuras-vJicsas -
I7=

Q) The map g— (X(9), Y(9) is a homomorphism of C=C,N O«V) onto
Sp,(q) X 0:_,(q) with kernel T, N C = 0,C).

Proof. Let G = Sp(V),H = O0«(V), and geC, N G. Then geH if
and only if Q(zf) = Q(x,) for each i. Define

U=<z:1<i<n—4£<i<n
W=<Kz:4<i<n—46.

Then V=U® W and from the form of J(V) in 7.6 and the value of the
quadratic form Q on {x;} given in 8.2 we determine that for w + w =

2 0%,
42
Qlu + w) = Z;azj—lan——l+21 T+ Qpjly_gy2j_1 + Qw)

and Q restricted to W has sign e.
Hence for 1 <7< 4, Q(x;) = 0 and

Q@) = Q. 9., = z GisFicnotssy = 0

since ¢;; = 0 for 7 > 4. That is Q(x,) = Q(x¢) for 7+ < ¢. Similarly for
2, W, Q@) = Q@,Y(9), so Q(x,) = Q) if and only if Y(9) e O:(W) =
0O;_.(q). Finally if Q(g9) = P(9) =0, then for i< 4,Q(x,_,.;) =0=
Q(?_,..). Therefore 7.9 yields the result.

(8.7 Let t=0b, be tn orthogonal Suzuki form. Then the map g —
(W(g), Y(9)) is @ homomorphism of C = C,N O«V) onto Sp,_(q) X SD,_»(q)
with kernel T, N C = 0,C).

Proof. The proof goes as in 8.6. The only problem is to show that
if p: 99— W(g),Y(9) then Cop covers Sp,_,(q) X Sp,_.(q). Proceeding as
in 8.6, Co covers Sp,_,(q) X O;_,(q). Let U=<;:¢4<i<n—£>and Y
the transvection in Sp(U) with center z,,,. Then Y ¢ O*(U). Further
O0*(U) is maximal in Sp(U), so Sp(U) = {Y,0*(U)>, and it suffices to
exhibit g e C with Y(9) = Y. Define g by
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where «* = (0,1,0,--+) and 8= (1,0,0,---).

(8.8) Let t = ¢, be in orthogonal Suzuki form and g e C, N Sp(V). Given
a matriz A = (a;;) let A; be the ith row vector of A and define

QA) = 215 Qyj-1y0ic2py
(4 B) = AiEBz* .

Then
1) geO0«(V) if and only if (i)-(iv) hold with notation for g as in 7.11
and 7.12.

(i) 22=QY, for1<i<n— 24.

(ii) 2z + 1) = Q).

(i) plp + (WEa*) ] + (WEa*)iQ(x,) + (Ly, W) = 0.

(iv) y+ss+ 2+ 1) + 2°Qx,) + (§,0) = 0.
(2) The map g— (W(g), Y(9)) is a homomorphism of C = O0«(V) N C, onto
SDo_@) X SPn_.(@) with kernel O,C).

Proof. The proof goes as in 8.6 and 8.7. We exhibit an element
g € C such that Y(g) = Y is the transvection with center z,,,:

where z* = (0,1,0, ---) and B = 1,0,0,--.).

(8.9) Let t = c, be in orthogonal Suzuki form and ge C, with notation
as in 7.11 and 7.12. Then

1) If geZ, then gecO(V) if and only if z=0.0r 1, y =8+ 58,7+ 8
+2=0,9=FEp* éE = p* + o*, L¥ = L*, and

n = (lea L21, L34’ L43, . .)* .
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@ If geZ,L, with a =p=p=9=£§&=0 then ge O(V) if and only if
WEW* =FE,YcO;_,(q), WEL*=LEW*,r +z+s+22=0,y+s(s+x2+1)
= 2Q(x,),z2 =0 or 1, and (L;,, W,) =0 for each 1 <1< ¢ — 2.

Proof. Calculate.

(8.10) The commutator group 2° of O° is a simple subgroup of index 2
n 0. tel if and only if t is of type a or c.

Proof. The first statement is well known. The transvections in O°
are not contained in £°. Further if ¢ is the rank of ¢ then { is the
product of m transvections where £ = m mod 2.

(8.11) Let t = ¢, and z are involutions in Z, N 2«(V). Then

Ae) = [’r(r:— 1) 2] )

Proof. By 8.9 if a is an involution in Z, N O«V) then

Q@) = [S(Z : i) i]

with 2=0 or 1. But if 2z =1 then a has rank 1, so a g 2«V).

(8.12) Let G = Q:(q) and t an tnvolution of G in Suzuki form. Then
Q) ¢ is a conjugacy class in 0i(q) unless n =24,¢e = +, and t = a,.
() Let n=2¢4,e= +, and t = a, Then the class of t in O:(q) splits
into two classes in G. If s is of type a, then set® exactly when
dim ([V,s] N [V,t]) is even. Further Cy(t) = <{t% N Cx()>0,(Cy(1)).

Proof. Unless t =a, n =2¢, and ¢ = +, t centralizes a transvec-
tion, so by 8.10, t¢ is a conjugacy class of O;. So assume n=2/¢,¢ = +,
and t = a,, Then, under the action of G, there are two classes of totally
isotropic ¢-dimensional subspaces of V. Moreover if U and W are two
such subspaces then U is conjugate to W under G exactly when
dim (U N W) is even. As [V,t] is such a subspace, the first two remarks
of (2) follow.

If /=0 mod4 then the involution seL with X(s) = F, is in t¢,
since dim ([V,¢] N [V,s]) = £/2 is even. Similarly if ¢ =2 mod4 then
the involution r e C, with
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xo=[ ] an=[ ]

is in 9. Also C(#)/O,(C({)) = L is simple unless ¢ =2 and n =4, in
which case (s> = L. So the last part of (2) follows.

Section 9. Two lemmas.

In this section we prove two lemmas which help describe the action
of the centralizer C, of an involution in the classical groups, on 0,(C).

Let G be the subgroup of SL,q),SU/q), or Sp,(q) generated by all
transvections, or a subgroup of Oiq) of index at most 2. Here ¢ is a
power of 2, £>1, and ¢ >4 if G < 0;(q¢). Consider G as a matrix
group with respect to a natural basis {x;} for the linear space V cor-
responding to G.

Let M be the ring of all n X ¢ matrices over the corresponding field,
1.¢. GF(q) unless G < SU(q), in which case the field is GF(g).

9.1) Let G act by right multiplication on M. Then Cy(G) =0 and G
has no orbits of length 2.

Proof. If PeM,ge @G, and Pg = P, then g fixes each of the row
vectors of P. Consequently Cy(G) = 0. If P is in an orbit of length 2,
then Cy(P) = H < G has index 2 in G and it is easy to check that this
forces P = 0, a contradiction.

(9.2) Let n = ¢ and exclude the case G < 0Yq). Let G act by conju-
gation on M. Then the centralizer in M of G s the set of scalar
matrices and if N is a G-invariant 4-group of M containing I with
[G,N] # 0, then one of the following holds:

(1) G = L,2) and N consists of

[0 O] [1 0] [1 1] [0 1]

0 ol'lo 1I'l1 oFl1 1l°

Q) G =U,2) and choosing o to be a generator of GF(4), N consists
of either

» P A P

or
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o LAB OB LY
0 ollo 1I'lo ol'lo 1
@) G < SU,2) and SU,22) does not act on N.

Proof. Cu(@) = <{al)> is well-known and equivalent to the fact that G
is absolutely irreducible on V. Assume that N is a 4-group as described.
Then G has an orbit of length 2 on N so ¢ =2 and G = L,2), U,2),
Sp(4,2), or the subgroup of SU,2) generated by transvectors.

If G = 9p4,2), then G’ < C(N), contradicting the fact that G’ is
absolutely irreducible on V. Similarly if G < SU,(2) and SU,(2) acts on
N, then 0,(SU,2)) < C(N), whereas 0,(SU,2)) is absolutely irreducible
on V.

If G =L,2) or U,2), we calculate to obtain (i) or (ii).

Section 10. Certain normal subgroups of centralizers.

In this section we assume G is equal to SL,(q),SU.(9), Sp.(q), or
2:(q),n > 4, and q a power of 2. We exclude the cases L,(2) = A, and
Sp,2) = S,. If G is orthogonal we take n > 8.

Let t be an involution of G of rank ¢4, C = Cgx(t) and 4 =1t¢ N C.
Let u be an involution in O,C) such that either [u, 4] =1 or {u,t><JC.
We wish to determine all possibilities for #. This is done in 10.6-10.8.

Let z2=2,NG, T=T,NG, and C=C/T. Set K= 0%(C), except
if t is of type ¢, we take only those matrices in (7.11) (1) having « = 0
and x = 0. Then K/T = L,/T x L,/T, where the factors are unimodular,
unitary, symplectic, or orthogonal groups.

Notice K N L; is quasisimple unless L, is 0:(q), L,(2), U,(2), SU,2), or
Sp,(2). Therefore

10.1) K N L, is generated by any one of its classes of involutions unless
L, = Sp,(2) and L, is generated by involutions of type a, or b, or
L, = 0:(9) and L, is generated by transvections.

10.2) K =<{K N 4.

Proof. Let D =<K N 4>. By 10.1 it suffices to exhibit conjugates
r and s of ¢ in K such that 1Fe¢ KN L, and § projects nontrivially on
K N L, with the projections of » and s in a suitable class if K N L, is
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Sp,2) or 0:(q). The case where G is unimodular or unitary is left to
the reader. Let G be symplectic or orthogonal. 7 and s are exhibited
below for a,b,, and ¢, In each case W is a suitable involution of
maximal possible rank. m =n — 24. J is the 2 X 2 matrix all of whose
entries are 1. If » = 2¢ and t = a,, then (10.2) follows from (8.12)(2).

1
” W
E,
a, I, I,
W1y 1,
L w
1
1 I, -
W
b, I E, ;
1 1 o
Wi,
I, I,
“ WJ
o 1
I,
1 ) W
w 1
1 z,
¢, I I
m—2
1 1 1 1
w 1, 1,
8 1 1 ’ W
y 1)

Let geC and set X = X(9), Y = Y(g), etc. Recall the definition of
.

(10.3) If ueT, then t = c, and

X) = Ez 1]

with d + 0. If G is symplectic then q = 2.

Proof. T = O,C) unless t = ¢,, so take t = ¢,. Then by (7.11) (1)
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1
X =|WEa* W
x a 1

and if g =u then W =1. Let U be the set of elements in O,(C) with
a = 0. Then by 4.5 the action of g on 0,C)/U is determined by a(x?)
= a(®)W. ¢ is even so by 10.2 and 9.1 we conclude ue U. So

1
X(u):[ I ]
d 1

Suppose ¢ > 2. By 7.11 and 7.13, if ge Z then
r oo % r + zd 0 2
Q= L y Q) = ¢+ dy L 7
y § s Y+ +s+zdd §+dp s+dz

so that [g,u] =1 exactly when z2=9p=p=0=7r+s. However if {2
then by 8.9 the element g ¢ Z with

1 11
1 1
Q= 1 1
1,
11 1

is in 4, so that [u, 4] # 1 and <{u,t)AC. Also by 7.12 and 8.9, |Z: C,(u)|
> 2 only if ¢ =2, G is symplectic, and q > 2.

(10.4) R = P(w) = 0.

Proof. Let ge K. By 4.5 and 10.3 the action of g on uZ is deter-
mined by P’ = Y 'Pw)X and Rw’) = X 'Rw)Y. As n >3, either
n — 24 or ¢ is greater than 1, and if ¢ = a, then ¢ > 1. Hence by 9.1
and 10.2, P(u) = R(u) = 0 if G is unimodular or unitary, or if ¢ = a,.

Suppose t = b,. Then by 7.10

R(u) = [Z] Pw) = ER*F X' = [1 W]

and then

rmor =[]
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As t=b,ueT, so Ruw) = X 'R(wY for every geC. By 10.2, K =
(K N 4). Further n — 2¢ is even so if n # 24 then n — 24 > 1. Thus
by 9.1, R(w) = 0.

A similar argument works if t =¢, and ueT. So assume ueT.
Then by 10.8,¢ = ¢,. If G is symplectic then by 10.3 ¢ =2, so »n > 4,
and L, = Sp,_,(q). If G is orthogonal then n>6, so n —2{=n—4>4
and L, = Sp,_(q). Hence by 9.1, R(u) = 0.

(10.5) uecZ.
Proof. Assume not. By 10.4, R(u) = P(u) =0, so u¢T. By 10.3,
t=c, and
1
X)) = [ ] .
(w) i1

As R(uw) = 0, the image of ¢gZ under u is determined by R(u?) = X(w)R.
Further

e[ sl

so u centralizes gZ exactly when 8 = 0. However as g ranges over C,
B ranges over all possible row vectors of length n — 4, so unless n = 4,
|uC| > 2. Also if n > 4 then

1

01 1
0 1 1

is in 4 by 8.9, while by 4.5, Qu?) # Qu).
So 7 = 4 and hence G is symplectic. Now by 10.3, G = Sp,(2), against
our hypothesis.

(10.6) Let t =4, or a,. Then

Q) of [u,4] =1 then ueld, and

@) if u® = {u,ut} then either

(i) G =S8L,©2) or Sp,(2), £ =2, and Q(u) s

Lol o [l
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(i) G =3U,2),4¢ =2, and Qu) is
o ol o o3l
Proof. u? is determined by Q(u¢) = Q(u)X. Thus the result follows

from 9.2 and 10.2.

(10.7) Let t =b,. Then
@ of [w, 41 =1, then

Qw) = [b aI] )

@) u° + {u,ut).
Proof. By 17.10,

wi=[l f) X[y o[y, 7

where g and y are respectively row and column vectors of even length
£—1. So by 9.2 and 10.2, y =8=0 and L =al if [u, 4] =1. Also
if u® = {u, ut} then

Q) + Qo) = [f: :] =1,

(10.8) Let t =c¢,. Then
@ if [u,41 =1 then

r
Qu) = [ rl }
Y r

and if G is orthogonal y = r(r + 1).
2) If u® = {u,ut} then G = Sp,(2), ¢ =2, and Q(w) is one of

i abhakle ol -

Proof. By 7.11
r 1
QR = l;z ] X = [WEa* w ] .
x a 1

m N
S

<
[V
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Choosing o« = ¢ = 0 we find

r oV 2
Q) = [W“ﬁ Lv W"lv]
y EW s

80 by 9.1 and 10.2, p=p=9p=8& =0 and L = al is scalar. Choosing
W =1, it follows from 7.13 that

r 4 2% Za z
Q) =1 (r + 22 + a)Eo* L + zEa*a 2Ea*
Yy+@r+s+zx)r ala +s+x2) x2z2+ 8

So as Cy(4) AC we conclude either /=2 or z2=0 and a=7r=s. Fur-
ther if G is orthogonal then by 8.9, ¥y = r(r + 1).

So take ¢ = 2. Then if G is orthogonal, 8.11 implies r = s, 2 = 0,
and ¥y = r(r + 1). So take G symplectic. Then for z %1

(1
z 1
g = I
1
1 z 1

is in 4, so if [u,4]1 =1 then z =0 and r =s. Also if [u, 4] #+ 1 then
as Q) = Qu?) + I for each such g,9 =2 and Q(u) is as claimed.

Section 11. Alpha and beta groups.

In this section we continue the hypothesis stated in the first para-
graph of Section 10. In addition we take ¢ > 2.

A primary involution is defined to be a transvection in the unimod-
ular, unitary, or symplectic group, and an involution of type a, in the
orthogonal group.

Given an involution f ¢ G define a(f) to be the set of elements ¢ in
G such that ¢ + I = a(t + I) for some scalar a. «(f) is the a-group of
G containing ¢. In addition if ¢ is of type ¢, or of type b, let p(t) be
the group generated by all involutions s in G such that V() = V() =U
and

d+ 9y =aol + Dy
I+ s=ad + t)mod Ut
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for some scalar a. pB(f) is the g-group of G containing t.

In this section we investigate the « and B-groups and the primary
involutions. The next two lemmas relate the « and g-groups to the results
in Section 10. For it is easy to check that

(11.1) Let t be tn Suzuki form. Then o(t) =J, N G.
(11.2) Let t =c,e 2. Then ze p(t) exactly when zeZ with

r
QR) = [ rl ] .
r(r + 1) r

Therefore the results in Section 10 imply «(t), or () if ¢ is of type
b, or ¢, is the center of the centralizer of t.

(11.8) Let t be an involution of rank ¢ > 1 in SL or SU. Then there
exists set® N C such that a(t)a(s) contains one a-group of rank 1, one
of rank £ — 1, and q — 1 a-groups of rank £.

Proof. Take t in Suzuki form and for scalars ¢ and b define
9(a, b) e C(¥) by

Let s=9(1,¢), 0£c¢+*1. Then
a(g(a, b)) = {g(da, db)}

9(1,0) is of rank 1, g(0,1) is of rank ¢ — 1, and the remaining «-groups
have rank 4.
The next two lemmas are proved in the same manner.

(11.4) Let t =a, ¢ > 2. Then there exists sct® N C such that a(t)a(s)
contains one a-group of type a, one of type a,_,, and ¢ — 1 of type a,.

(A1.5) Let t=¢, ¢ >2, or t=0b, ¢ >1. Then there exists sct® N C
such that B(t)B(s) contains one a-group of type a,_, or a,_,, one B-group
of type ¢, or b, and q¢ — 1 B-groups of type c, or b, respectively.

(11.6) Let t =a, or t =b,. Then there exists sct® N C such that a(t)
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and «(s) are the unique a-groups of type t in a(t)a(s) and the remaining
q—1 a or B-groups are of type c,.

Proof. This can be proved as above for the symplectic groups. In
the case of the orthogonal groups ¢t =a, and it is easier to recall
Q2:(q) = L), 25(9) = U,(q), and argue directly.

(11.7) Let t be a primary involution. Then Cgxt)” = TL.

Proof. Assume t is a transvection in Suzuki form. For xze¢ T and
geL, R(x) is a row vector of length m = n — 2 and R(x?) = R(x)Y(9).
Thus L acts on the space U of row vectors R(x) in its natural represen-
tation. L is irreducible on U. Hence U = [U,Ll, so T/Z =1T/Z, L]
and then T = [T,L]Z. So as L is quasisimple it suffices to show Z <
[T, L].

If G is unimodular or unitary then an easy calculation shows Z =
o(T), so Z <IT,L]. If G is symplectic Z < [T, L] follows from §3 of
[71.

Next assume G is orthogonal and ¢t = a,. Arguing as above T/Z =
[T/Z,L]. As 2#(@) = L,(9) and 2;(9) = U,(q), with a, corresponding to a
transvection under the respective isomorphism, Z < [T,, L,] where T, =
TNG, Ly,=LNT, and Z < G, < G with G, = 2¢(q).

(11.8) Let t,e G be tramsvections, {v;> = [t;, V], V; = C,({;), and W =
la(t), a(t)>. Then

Q) [t,t] =114f and only if v, eV, for ¢ + j.

©2) W = Ly(q) if and only if v,eV; for i + j.

3) G is transitive on subgroups isomorphic to L,(q) containing the -
group of a transvection.

@) If W =Ly(q) then CgzW) is isomorphic to GL,_ (@), GU,_)(q), or
Sp._@) for G unimodular, unitary, or symplectic, respectively. Further
WCs(W) is not centralized by an involutory automorphism of G. Unless
G = L,(q) or UJ(q), the same holds for WE(CzW)).

Proof. (1),(2), and the first part of (4) follow by calculation choos-
ing suitable bases for V. By [21] the automorphism group of G is known,
and the remainder of (4) follows by inspection.

A flag is an incident point hyperplane pair. The unimodular group
is transitive on pairs of flags ((v,, V), (0, V) with v, eV, i+ 4. If G
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is unitary or symplectic then V, = v{ and G is transitive on pairs (v, v,)
with v, ¢ V,. Hence (2) implies (3).

(11.9) Let G = 2:y(q), t=a, and sct®. Set U =[t, V] and W = {a(t), a(s)).
Then

Q) Z = ).

2) sea(t) if and only if U = [s, V].

@) Is,t]l =1 if and only if s stabilizes U.

@ tl=1+« U-N U +0.

(B) W is isomorphic to a Sylow 2-group of L.,(q) if and only if 0+
UtNUs+U.

6) W = L) if and only if 0 = U+ N U* if and only if U + U* = D
(M G is transitive on subgroups isomorphic to L,q) containing the o-
group of a primary tnvolution.

@B If W =Lyq) then Co(W) = Ly(q) X 25_4q), and WC4zW) is not cen-
tralized by an involutory automorphism of G.

Proof. (1) follows from an easy calculation. Assume U = [s, V1.
Then Cp(s) = U+ = C,(t), so seZ, and (1) implies (2). (3) follows from
).

Assume 0 #ueUrNU. Let veU—<uy. 0= w,U) = (u, U%.
setf so V(s)=V. Hence (v,v°) =0. So U* = {w,v*) < vt. Hence
Us < UL, so [USt] =0, and then [t5,t] = 1. This is (4).

Assume 0 £ ULtNU**+ U. Let A=1[s,V]. U+ A is contained in a
nondegenerate 6-dimensional space B. As U + A < B, B is W-invariant
so W< 2(B). £2(B)=L/J(qg or Uyuq) with t corresponding to a transvection
under the isomorphism, so W is isomorphic to L.,(q) or a Sylow 2-group
of L,(q). As [t,t*] =1, it is the latter. This proves half of (5).

IfUNUL=0then[V,s] <Y = U + U® is nondegenerate and W-in-
variant, so W < 2(Y). Hence Y = D? 2(Y) = L(q) X L,(q) and W is a
factor of 2(Y). Further Co(W)=(C(WW) N 2(Y)) X QY1) = L,(q) X 2:_.q).
This completes (5) and shows that (6)-(8) follow from (3) and (5).

(11.10) Let t be a transvection and s an involution in G such that
Co(t)” = Cy(s)™. Then either s is a transvection or G = Sp,(q), s is of
type a,, and t¢ is fused to s¢ by a graph automorphism.

Proof. Let X = Q’(t)“ and Y =C(s)”. X/0,X) = G,_,(q)0 where
G = SL,SU, or Sp. But the factors of Y/0,Y) are G,_;(q) and G.(q)
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where ¢ is the rank of sand k= 4¢,4—1 or £{—2. We may take ¢£>1,
so m—2<£{4<n/2. Thus n=4 and k= /¢ =2. However 0,C(j,) is
abelian while O0,(C(5)) is not. Hence G = Sp,(¢) and s is of type a,

(11.11) Let t = a,c 2:(q) and s an involution in G with C(s)*° = C@)~,
then s is primary.

Proof. C=]0,C) = Ly(q) X £:_,(q). Further unlessn =8 and ¢ = +,
Q:_,(q) is simple and only primary involutions have a factor of this
kind. If »=28 and e = + then £; ,(9) = L,(q) X L,(¢) and only primary
involutions have 3 factors.

(11.12) Let t=14, or b,. Let h be an involution in C — T and gecC

with
1 X
h=1|A H g=1|P Y .
B C 1 Q R X
Then

1 H*=I,HA =A,CH = C and CA = 0.
@) If [Y,H] =1 then

1
ht = Y '(AX + P + HP) H .
X'RY(P+HP)+RY''A+X'CP+B X' CY+RH+R) 1

(8) Assume A= (al, cee, Bp)¥, C=1(c,  ,¢cp), and

HZ[EZ 1]‘

Then a, = a, and ¢, = ¢,.
Proof. Calculation using 4.4 and 4.5.
(11.13) Assume the hypothesis of 11.12 with h as in 11.12.1 and

ez[l H 1].

Assume Cr(e) = Cr(h) and C* N Cle) = C> N C(h). Then heceZ.
Proof. Let geCr(h). Then by 11.12, P = HP and R = RH, so that
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Cr(h) < Cr(e). Thus as Cr(e) = Cr(h), even Cp(e) = Cp(h). Hence 11.12
implies RA = CP whenever g € Cr(¢). This implies a;, = ¢, = 0 for ¢ > 2.
By 1112, @, =a, and ¢, =¢,. Next as C~ N C(e) = C~ N C(h), h cen-
tralizes an element g with
b—l
Y= [b ] .
I

By 11.12, C = CY + RH + R, which implies ¢, = 0. Similarly a, = 0.
Therefore hceZ.

(11.14) Let t be a transvection and B an automorphism of C=. Let

1
Then ef is a transvection and ale)’ = al(ef).

Proof. Let h =ef?. By 11.7, C> =TL. Cgw,le) = Cgwir(h), so by
11.10 either 2T is a transvection in C/T or C/T = Sp,(q) and AT is of
type a,. However in the latter case ¢* = |C(e)| while ¢* = |Cr(h)|. Hence
conjugating if necessary in C~ we may take hceT.

Then by 11.13, heceZ. Further the involutions in a(e)Z = X are
precisely those with the same centralizer as e (or %) and thus g acts on
X. But ale) =[X,NX)], so a(e) = a(e). Hence hecale), so h is a
transvection and a(e)’ = a(e) = a(h).

(11.15) Let t = a,e 2:(q). Let B be an automorphism of C and

E,
e = 1 .
E,

Then ef is of type a, and a(e)’ = a(e?).

Proof. The proof is similar to that of 11.14 and is omitted.

Section 12. Involutions in Exceptional Chevalley groups of characteristic 2.

Recall the notation for groups with a (B, N)-pair established in Sec-
tion 3. Let G = G(q) be a Chevalley group with ¢ even, and G # F,(q),
PSp(n,q) n > 4. Let G have root system 4. For G # PSU(n,q) n odd,
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2F(q), S2(q),2G,(q) let r be the root of highest height in 4 and U, the
corresponding root subgroup. In the remaining cases let U, be the root
subgroup of order ¢, ¢% @% q° respectively, such that 2,(U,) = Z(U). For
se 4 write Z, = 2,(U,). In all cases Z, < Z(U) and, unless G = PSL(n, q),
P = N4(Z,) is a maximal parabolic subgroup of G.

The structure of P is described in [7]. In particular P = QLH where
Q = 0,P), L is a Chevalley group (or a direct product of Chevalley
groups in case GG is an orthogonal group of dimension > 8), QL P and
QL < C(Z,) 4 P.

(12.1) Two conjugates of Z, generate a 2-group or a conjugate of
{Z,, Z_.y = SL(2, q).

Proof. Let 2 ={Z9:9¢G}. Then from 2.8 and 4.2 of [7] we see
that (1¢,1%) = m is the number of orbits of P on £ and

m = 2 if G has rank 1

m = 8 if G is unitary or symplectic of rank > 2.

m =4 if G = G,(q) or *D,(q)

m =5 if G is an exceptional group of rank > 3 or if G = *F,(q).

m = 6if G = PSO~(2n, q), n > 4, PSO*(n, q) n > 4, or PSL(n,q) n > 8.

m =1 if G = PSO*(8,q) (there is an error in [7] for this case).
We will do the case m = 5, the other cases being quite similar. Con-
sider the following subsets of Q.

‘Q1={Z1}’ Qz={Z2:Z,;éZ23Q}, Qsz{Zg:ZgSP—Q},
R, ={Z¢:<{Z,,Z%y is isomorphic to a Sylow 2-subgroup of L. (q)},
2y =1{29:4Z,,2% =<Z,,Z_,> = SLZ2, @)} .

We first note that each of these subsets is P-invariant and it is easy to
verify that @, # @ for ¢ =1,...,5. This requires information concern-
ing the root system 4 and commutator relations, but is elementary.
Consequently these are the orbits of P in Q. If Z/¢ 2, U 2, U 2, U 2,
then <Z,,Z¢> is a 2-group. The result follows.

We remark that for G = PSO*(2n, q) n > 4 (G + PSO*(8, q)), we have
L = L, X L, with conjugates of Z, in each of L,,L,. If G = PSO*(8, q),
then L = L, X L, X L, with each L; = L,(q). This accounts for the extra
orbit. In PSL(n,q) Q = Q,Q, with Q, <{P,Q, < P. This also gives an
extra orbit.

(12.2) Let t be an involution in G. Then there is a conjugate Z? of Z,
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such that {Z%, 21" ~{Z.,Z_,).

Proof. If G has rank 1 this is obvious. For G of rank 2 the
classes of involutions are known (see Section 18) and we check this
directly (keeping in mind G % Sp(4,q)). So we may assume G is of
rank n > 3 and we proceed by induction on %n. Since n > 3 L contains
a conjugate of Z,. We first conjugate, if necessary, replacing ¢ by an
element of U. Suppose t¢@. Then considering the image of ¢ in
LQ/Q = L we inductively see that there is a conjugate Z¢ of Z, such
that (Z¢,Z%") is not a 2-group. So (12.1) yields the result. Consequently
we may assume that ¢e Q.

If teZ, = @, then we obtain the result by considering ¢t e¢<U,,> =
SL(2,q). So assume that te @ — Z, and consider the image ¥ of ¢ in
Q=Q/Z,. Write Q = [[i, U,, when the product is over a certain set
of roots in 4* such that g, = for some ¢ and such that @ = U,
X oo X U Also P=<(B,8;, - ~+,8;_1,8j.15 -~ *» Sy for some j or G =
PSL(n +1,q9) and P =<B,s,, --+,8,.,». In the latter case let j=1.
We choose notation so that U, = U,, and U, = U,,,., where 4,7 are
given as follows

i) G = PSO*(4,q) ¢ even, £ > 8 =2 i=1

il) G classical not in (@) j=1 i=2
iii) G = Fy(@),’E(q) 7i=1 1=2
iv) G = Ey(9 i=2 1=4
vy G=FE(@Q j=1 ¢=3
vi) G = Ey(q) =8 1="T.

Suppose that for some ¢ T projects non-trivially to U,, and B, ~ «;.
Then from (2.4) of [7] and the choice of ¢ we have an element we W
N L such that # projects non-trivially to U, = U,,,.,. Using (3.1) (i)
we can find an element u of U_,, < L such that £“* projects trivially to
U,, and non-trivially to U,,, Then conjugation by s, shows that t¥*/ ¢
U — @, reducing to a previous case.

Finally we have the case where no such ¢ exists. This only occurs
when all non-trivial factors in ¢ correspond to roots of length different
from that of «;. This can only occur when G = *E(q), PSU(4,q) ¢ odd,
PSO~(4,q). In these cases we check the possible roots y with U, < @
and argue essentially as above, using (3.1).

(12.3) O"(No(KZ,,Z_;))) = L X Z,,Z_,) .
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Proof. Let geNy(KZ,, Z_,)). Then setting X = {Z,,Z_,> there is
some 2 ¢ X such that gxre N(Z,) = P. Now P = QLH and LH < N(X).
So write gr = qy where qe¢ Q,ye LH. We then have qe Q@ N N(X) and
checking commutators we see that [Z_,, q] is a 2-group contained in U¥,
where w, is the word of greatest length in the generators {s, ---,s,}.
Consequently [Z_,,ql < U»NX=Z_,, and qe N(Z_,). Then qe P N P%
= LH and so ¢ = 1. Consequently g ¢ XLH and the result follows.

(12.4) Let te G be an involution. Then some conjugate of t lies in
LZ,.Q1).

Proof. Since t mnormalizes {(Z¢,Z?> this follows from (12.2) and
12.3).

We define roots r = ¢, ¢,, - - -, ¢, as follows. Let L be the Levi factor
of N(Z,). Then L is a Chevalley group if G is not an orthogonal group,
and L = X X Y with Y = SL(2, ¢) and X orthogonal if G is orthogonal.
(X = L,(q) X Lyq) if G = PSO*(8,q)). In the first case let ¢, be the root
of highest height in the root system 4, C 4 of L. In the second case let
t, be the unique root in 4 with U,, < Y and let ¢, be the highest root in
4,. Now continue the selection of t,’s by considering N.(Z,) (or Nx(Z,)
for G orthogonal). Then setting X, =<{Z,,Z_,,> we have X = SL(2, q).

12.5) a) X;:i=0,--,k>=X,X -+ X X
b) FEach involution in G is conjugate to one in X, --- X,.
¢) If G = PSL(n,q),PSU(n, q), E(q),’F(q) or *E«(q), then Ny(X,
- X,) induces S,,, on X,--- X, and each involution in G
s conjugate to y, for some i =0, - - -, k, where y, = Z,(1)Z,,(1)
e Z,,Q).

Proof. a) follows from the construction of the U,’s, noting that
at each stage X is contained in the Levi factor of N(Z,_,). Also b)
follows easily from (12.4) and construction. It remains to prove c).
From b) it suffices to prove that Np(X,--- X,) induces S,,, on X, .- X,.
But this follows using induction and calculating with roots to see that
there is an element we W stabilizing {X,--- X} and interchanging X,
and X,.

From (12.5) we obtain just a few possibilities for the conjugacy
classes of involutions. It remains to narrow this list still further and
to find representatives more convenient for finding the centralizers. We
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use the notation and labeling or roots as in Table 1,2,3,4 of Section 3.

We remark that the following results give representatives for the
classes of involutions, although we wait until later sections to prove
that no further fusion takes place among the involutions listed. We now
allow the case G = F,(q).

(12.6) (Guterman [14]) FEach involution in F,(q), q even, is conjugate to
one of the following :
) t=U,Q0
i) u=U,Q)
iii) tu = U, QU,Q)
iv) v =U0,0U,Q).

(12.7) Each involution in *E(q), @ even, is conjugate to one of the fol-

lowing :
i) t=U0,Q12)
i) uw=U,Q)

i) v = U0U,Q).

Proof. Here P= P, = QL\H = N(Z,), where L, = (U.,;,, U..,, U
= SU(6,q). Then t, = a, + 2a, + 2, = 71, t; = @, + 203, and ¢, = ¢, = «,.
Then by (12.5) ¢) each involution in 2E(q) is conjugate to one of

v, UMU,Q), UMDU,OU4w@) ;s UDU (DU 20, (DUL,QD) -

By (12.5) b) there is an element g € G such that g interchanges U,(1) and
U.,(1), and g interchanges U,, (1) and U,,,,,,1). Then (U,Q)U,,(1))""=® =
U, DU, 1., 1)) = U, DU, 1) and by (3.1) (U,D)T,, 1) ="7-= =
U,,..,(1) ~ Us(1), where § € Fy, satisfies § + 6 =1. Set x = gU,(DU_,, (D).
We have (U, (1)U, DU,,.2.,1))* = U,,,.,(DU,,,(1). Conjugating this last
element by s;s,8;8,8,8:8, we obtain U, (1)U,Q).

Finally consider the involution y, = U,Q)U,, DU, 2,1 U, (1). Con-
jugating by U, (1U_,(1)s, we have y, ~ U1U, MU, (1) =g. Next
conjugate g by U, (DU, 1)s,;s,8,U,,(1) to get

9 ~ U, WU, MU, @) .
Then conjugate this by s,U,,(1) to obtain
g ~ U MHU, DU, Q) (here use (3.1)(iv)) .
Next conjugate by U, (DU,(1) to get
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9 ~ U, MU, Q) .
Finally conjugation by s;s,8,8:8, gives

g~ UDUQ) .
This completes the proof of (12.7).

(12.8) FEach involution in E(qQ), q even, is conjugate to one of the fol-
lowing :
D »=1U,Q)
i) y=U,0U,Q)
iii) z=U,0UQU,Q).

Proof. We proceed as in (12.7). Here P =P, and L =<U.,,:t + 2>
=~ SL(6,q). The roots ¢, :---,t, are t, = 1,t, = 7y t, = 1y, t; = 7,. Con-
sequently each involution in G is conjugate to one of

v,m, v.owu,wm, UOLULU,.L, UOU.OU,O0U,.Q) .

Conjugating U,()U,,(1) by s,s,s; we obtain U,(1)U,(1) and conjugating
UMU, MU, 1) by 8,888, we obtain UD)U,1U.(1). It remains to
consider

g = U.0U, VU, MU, Q) .
Conjugating g by s,8,5,8,5,5;8;, we obtain
g ~ U, VLU, OHU,MDU,,Q) .
Conjugating by U, (1)U, (1) we have

g ~ U, LU, DU, DU, DU, DOU, DU, DU, DU, 1)
= U, WU, O, LU, M0U,,Q) .

Next conjugate by U,,(1) to obtain

g ~ U, LU, MU, OU,,OU,DOU,,DU,, D)
= U,,U,, U, OHu,.mo,,,0u,0u,,0u,, Q1)
= U,,LU,,,LU,1U,,Q1) .

Then conjugation by U,,.(1) we have

725

g ~ U, MU, MLU,,Q) .

Finally conjugation by s,s,8:8;5;8, shows that
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9 ~UMUOUQ) .
This completes this proof of (12.8).

(12.9) Each involution in E,(q), q even, is conjugate to one of the fol-
lowing :
D z=0,Q2)
i) y=U@U,Q
i) z2=UQU,1U.Q)
iv) u=UM0U,QU,1)
v) »=UQU0U,0U,Q).

In the proof of (12.9) we will use (12.4) as usual, and consequently
we need the involutions in L = L, = SO*(12,q). We have

(12.10) Let G =E(q) and L, =<U,.,,:t + 1>. Then each involution in
L, is conjugate to one of the following :
n U,

i U,,VU,,,1)

i) U, MU, Q)

ivy U, U, OU, 1)

v) U, DU, U, 1)

Vi) Up(DU, (DT, (D)

vii) U (DU, (DU, (DU QD).

Proof. L, has root diagram of type D, with fundamental system
{ozy a5, @y, @5, g, ). The highest root is U,,, = Z(U N L)) and N, (U,,) =
Q,L.H,, where Q, = O0,(Q,L,H),H,=H N L, and Ly=<{U,.,,:%t# 1,6) =
U, =2,3,4,5> X (U,,.» = SO*@8,q) X SL(2,q). Consequently each
involution in L, is conjugate to an involution in L, X {U,,,>. We first
find the involutions in <U,,,: 7 = 2,8,4,5> = SO*(8,q). For this we again
use (12.4) noting that the highest root is U,,, and the corresponding
Levi factor is <(U.,,> X (U..> X {U.,>. Conjugating by elements of
{8y, - -+, 8;» we obtain the fact that each involution in {(U.,:?=2,3,4,5)
is conjugate to one of

v,», UM, Q, UL, D,
v.u,,o», U OUOU,Q .
(For this use the fact that (U, (1)U, 1)U, DU,,Q) = U, OU,, DU, Q),
where ¢ = U,,..;(DU,..c. DU 1 (DU g1 0y os(1).)  Consequently each involu-
tion in L, is conjugate to one of

https://doi.org/10.1017/50027763000017438 Published online by Cambridge University Press


https://doi.org/10.1017/S0027763000017438

42 MICHAEL ASCHBACHER AND GARY M. SEITZ

v,,m», U000, U005, U,0U0,Q1,
v.myuv.,mnv, o, U0, O, UOHU, DU0,Q),
v.unu,unu,®, U000, 0U0,Q2,
U0, DU, DU, 1) .

We easily have U, (1) ~ U, (1). Conjugating U, A)U,, (1) DY $,8:5,5,5:5Ss
8,887y Ufy(DU, (1) DY  849,858,8384858:8685, and U,,, (DU, (1) by s,;s; we see
that each of these elements is conjugate to U, (1)U, (1). Conjugating
U, DU, (1) by ss,58, we have this element conjugate to U, (1)U,,Q).
Next conjugate U, (DU, (DU, (1) by $5:5,5,5:8:85, and obtain U, (DU, 1)
U,(1). Conjugate U, (DU, DU, (1) by s,5:5,5.5:5:5, and get this element
conjugate to U, DU, DU, 1). Next conjugate U, (1)U, 1)U, 1) by
848:8:8; and get U, 1)U, ,(1U,,1), and conjugate U, U, U, . bY 8,55:5:5:5:5;
getting U, U, DU, Q).

We now prove (12.9). Using (12.4) we have each involution in
G = E(q) conjugate to one in L,U,(1). Consequently each involution in
G is conjugate to gr for g one of the involutions in (12.10). We must
show that each of these is conjugate to one of x,v,z,u,v.

Conjugating U,,,(1)U,Q) by s,8,8,8, and U,, (DU, (DU,(1) by $,8;8,8:5:5
we see that U, 1)U,) ~y and U, W)U, AU,A) ~ z. Next conjugate
U, DU, DU,Q) by $,8:8,8,8:8,58; to obtain ». Transforming U,, (DU, Q1)
U,U,Q) and U,, DU, DU, QDU.(1) by 8,8;8;5,5:5:8,5:5:5; and 8,8,5,8;855:53,
respectively, we check that both of these involutions are conjugate to ».

We claim that g = U, (1)U, (DU, (1U,Q) is conjugate to z. To see
this first conjugate by s,8,8,8;8,8:8:8, to get

T35

g ~ U, U, ODVU, DU,,Q) .
Conjugate this by U, 1)U,,1) and obtain
9 ~ U, VU, DU, DU, DU,,Q1Q) .
Then conjugate by U,(1) to obtain

g ~ U, OU, U, DU, DU, DU, DU, Q)

=U,,u, oo, o0, 0., 0u,,00,,1)

= U, (U, OU,0T,,Q) .

T46 T4

744

Finally conjugating by U,,,(1)5:5:5:5:5,5:5:5,5; gives g ~ z.
The last case is g = U, (1)U, DU, DU, DU,1). Conjugate g by
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the element s,5;8,5,8,5,558,5,5;5,8;5:8:8;5:8,8, above to get

g -~ an1+a3+a4+a5+a5(1) .
Then conjugating by s,s,U, (1) we have

9 ~ U, DU, VU, DU, DU, DU, DU, 1) .

Conjugation by U, /(1) then gives

g ~ U,,0U, U, VU, U, DU, DU, DU, 0U,,D1U,,Q)
= Ufm(l) U'ru(l) Uru(l) Uru(]-) Urls(]-) Ur“(l) .

713 713

Next conjugate by U,(1) and get

9 ~ U, 1OU, U, DU, OHHU,,O, DU, 00, DU,,1)
= (U,..0U, DU, DU, DU, 1) = .

Consequently ¢ ~ U, U, (DU, OU, MU, (1) and conjugation by
U_. (1) and then by s,5,8,8,s, gives g ~ v. This completes the proof of

715

12.9).
(12.11) FEoach involution in Fy(q), q even, is conjugate to one of the fol-
lowing :

D »=U,Q)

i) y=U.U,1)
i) z=U0UMU.Q)
iv) »=U00U0,0U,0U,Q).

Proof. For G = Ey(q) we have P=P, and L=L,= FE/(q). By
(12.4) each involution in G is conjugate to one in L,U,1), so each in-
volution in G is conjugate to one of

v, U,0UOn, U,DU,DUQ),

v, o, VU, oo, , U,0U0, 00, QU,Q),
U, LU, DU, DU, DU, QD) ,

19 S14

S13 S14 S15

where our notation is combining that of Tables 3 and 4. We will write
U,, rather than U,, to indicate we are using Table 3 for E,. For example
Sy = .

Conjugating U,, (1DU,(1) by 45,5558, we see that this involution is
conjugate to y. Then conjugate U, (1)U, (1)U,(1) DY 8:5,:5555,5:5:5:5:Ss
obtaining z.
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Next we claim that ¢ = U, (1)U, 1)U, DU,Q1) ~ 2. To see this
first conjugate by $45,5:5:58,5:8,8,5,8;5:5:8, getting

g ~ U, DU, VU, OU,,Q) .
Conjugate this element U, (1)U, (1) to get
g ~ U, U, U, DU, DU,,Q) .
Then conjugate by U, (1) and obtain

g ~ U0, VU, DU, OHU, DU, 1)
= U, WU, OU,1U,,Q) .

734

Now conjugate by U,. (1) to get

g ~ U'rn(l)UTu(l)UTu(l) ’

and then by $,5,5,5,5,5;9,555:5:8:5,8:5:S; to get the claim.

The last case is U, )U,, (U, DU, DU,Q) = gU,,, (1) where g is
as in the preceding paragraph. The series of conjugations leading to
g ~ 2z when applied to gU,, (1) yields

9U,, (D) ~ 2U,, (D) .

From here conjugate by s,8;88,8:8;, and get gU
the proof of (12.10).

(1) ~ u. This completes

S48

Section 13. Centralizers of involutions in F',(q), ¢ even.

Let G = F,(q) with q a power of 2. Then W = (s, s, 8;, 8,> and the
action on {&;, o, @3, a,} is as follows

(ay)s; = a; if t—Jj>2.
(@)s, = —ay .
(e))s; = a; + oy if |t—7/=1and (7 + @G3,2).

(a)s; = @, + 205 .

We will distinguish the roots r = 2342, s = 1232,« = 1221, and 8 =
1242. Then r and p are long roots (hence conjugate under W) and s
and « are short roots (and conjugate under W). Also » is the root of
highest height.

In [14] Guterman determined the four conjugacy classes of involu-
tions in F,(¢) and their centralizers. So we simply use his results together
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with some necessary additional information concerning structural proper-
ties of the centralizers. From (12.6) we have

13.1) A F,(9) has four conjugacy classes of involutions with represento-
tives given by
i t=U,Q)
i) = U,Q)
iii) tu = U,Q)U,Q)
iv) »=U,DU,D).

We next discuss the centralizers of these involutions. Cgz(t) = O¥(P)
=QU.,:7=2,8,4> = Q,L,, where L, = Sp(6,q). Moreover Z(Cyx(t)) =
U, = Ql, Q, < Cx(ty, and P, contains a subgroup of order ¢ — 1 transitive
on U%. (The structure of P, is discussed in [7], Section 4.)

The graph automorphism interchanges » and s, fusing ¢ and wu.
Consequently Cg(w) = O*(P) = QU.,,:1=1,2,3> = Q,L,, where L, =
Sp6,q). Also Z(Cy(U) = U, = Q,, Q, < Ce(w), and P, contains a sub-
group of order ¢ — 1 transitive on U*.

Next consider tu, with centralizer C(tu) = O¥(P,,,) = Q,QKU .0y Uy
= Q,Q.L,, where L, = Sp(4,q). Using Table 1 together with (3.1) we
show that (Q,Q,) = UrmUruUruUns X U,U; and (Q,Q,) = Z(Q,Q,).

Now (3.1) shows that <U.,,»> = {U,,, s;> = SL(2, ¢) acts on U, U,,, as
it does on its natural 2-dimensional module over F,. Similarly <U.,>
= SL(2, ¢) acts irreducibly on U,,U,.. Consequently Z(Cy;(tw) N (Q,Q.)
= U,U,. Consider the elementary abelian group Q,Q,/(Q.Q))’, which is
acted on by L,,. Using the action of the groups <(U..> = SL(Z2,q) =
{U..> we see that in this action the trivial space for L,, is the image
of <U,, U,,>. Moreover L,, does centralize (U,,U,,>. However
[QQs L] = QiQ,.

We make one final observation concerning Cg(tw). Suppose P is
parabolic and contains Cg(tu). Then considering P/O,(P) we see that
P ~ P,P, or P,. On the other hand U < C4(t) < P, so Lemma 1.6 of
[19] implies that P = P, P, or P,,. So Cg(tu) is contained in only the
parabolic subgroups P,, P, P,,.

Next we consider Cgi(w). Guterman proves that Cy(v) = (U.,,,
Uiepp Ui >0, 7 #+ oy 005, 00 + oty a3 + >, Then Cg(v) < P,,, covers
O%(P,3/0,P,,), and setting U, = Cy(v) N O,(P,,), we have U, = 0,(Cs(v)),
|0x(P,5): Uyl = ¢, and Cs(v) = Uy{U...» X {U.a)-
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We will need information concerning the structure of U, and the
action of L,,=<U.,> X <U,,»> on U, First we note that U,=
U,:reP* U L7+ apag,a + apa, + . Next we use (3.1) and Table
1 to determine U; and Z(Uy). For example [U,,U,]l="U,,lU,,, U,,]

711

=U,,[0,,U,) = U, U, U] = U,,IU,, U,.) =U,, =U,IU,,U,,]
=U,,=U, So each of U,U,U,,U,,U,, and U,, are in U;.
Moreover we see that each of these is in Z(U, It is then easy to check
that U, =2Z2(U,)=U,U0, x U,U,,U,,U,, and that [U,L,,] = U, Also
3.1)({ii) shows that U,U, < Z(Cy(v)), whereas (3.1)(ii) shows that <U..,>
acts irreducibly on U,, X U,, (which affords the natural module for
SLZ, q)), and that {U.,,> acts irreducibly on U, X U,,,.

Assume ¢q > 2. Then using (3.1) and Table 1 we have [U,, U, ] =
U,, so U,, and U% =U,, are in Cyx(v). Similarly [U,,U,]="U,,U,,
so U,,, U,, U =U,, are all in Cgz(»)’. Continuing we see that U, <
Cs(v) for each root re 4* satisfying U, < U,. In particular C;(v) =
0*(Cs(v)) = Cu(v)'.

Continue the assumption that ¢ >2. It is easy to see that there is
a subgroup H, < H such that H,= H, X H,, H, = H, is cyclic of order
g — 1, H, centralizes U, and is fixed-point free on U,, while H, centralizes
U, and is fixed-point-free on U,. For example this can be seen by
observing that <(U.,, U.,> = (U..» X {U.;»> = SLZ, @) x SLZ, q).

We claim that the set UiU% is uniquely determined by the abstract
structure of the group C4(v). Recall that Z(U) = U, U, X Y with
Y<dCs(w) and U, U, = Z(Cs(v)). So U,U, is uniquely determined. Con-
sider U, = U,/Y and let bars denote images. Using (3.1) we have U, =
B, X B, X B,, where B, is elementary and B, B, are both special of
order ¢*° with respective centers U, and U,. In fact for ¢ =1,2 B, =
(X;,Y;>, where X; and Y, are elementary of order ¢* and for each
z,e X4, |Cy(x)] = q. It is then easy to describe the elements of order
4 in U, and to compute their squares. We conclude that the elements
in WU% each have the same number of square roots, and this number
is different from the number of square roots of an element in m
This proves the claim.

Finally we claim that the only maximal parabolic subgroups of G
containing Cgz(v) are P,, P,, P32, and Pivs. We first check that C,(v) <
Pss2 and Pg:. Thig is easily done by showing that U, < @ N Qi and
noting that L,, < L{# N L,
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Suppose Cgz(v) < P! some ¢. First assume that U, N O,(P9) = 1.
Then U, N O,P% is abelian. The results in [7] Section 4 show that
[U, N O,(P)| < q° so that |U,0,P9/0,(P)| > q. On the other hand
L¢ = Sp(6, @) and C;(v)0,(P9)/0,P¢) is contained in a proper parabolic
subgroup of P{/O,(P{) that has a section isomorphic to <U.,> X {U..»>
= SL, q) X SL2, q). This is impossible. Consequently U, N O,(P{) # 1
and U¢NU,#1. Now Cq,(v) < O¥(P? = C(U9, so Ui N U, < Z(Cyxzw))
and consequently U’ = U,. Asr = p*, we have g ¢ P;s;s, and P{= Pj*.
Similarly (by applying a graph automorphism) if C,(v) < P!, then P§ =
Pisss,

Next suppose Cz(v) < P§. We consider two cases. First assume that
U, < O,(P%. From Table 1 and (3.1) we see that @, has class 3 with
@Q,Q,Q,l="U,U, and in P, <{U.,» acts irreducibly on [Q, Q, Q]
Now L, = SL(2, ¢) X SL(3,q). So Cs(w) must cover {U,, > if ¢ >2 and
0,KU..>" if ¢ = 2. In either case C4(v) acts irreducibly on [Q,, Q,, Q,]°.
Since |U,| = ¢*® and |Q%| = ¢®, we must have [Q,, Q,, Q,] < U, and hence
in Z(U) and normal in Cs(v). It then follows that [@Q,, Q,, Q,° = U,,U,,,,
geNU,U,,) =P, Now assume that U, £ O,(P{), so that Ce(v)Q4/Qf is
contained in a parabolic subgroup of P{/Q¢. This group has the form
Pg N P for xe P]. As SL(2, q) X SL(2, ¢) is involved in C;(»), ¢ = 3 or 4.
Now gx = p,g for some p,eP, so (PN P¥®) =P, N P)Yrs. If ¢=3,
then since P, N P, = N4z(OLP, N P,))) = Ng(Uy) and U, < O,(P¢ N P,
we have P, N P, = (P, N P)P, p,ge P, N\ P,,ge P,, as desired. If ¢ =4,
then C,(v) < (P, N P)P¢ < P35, But then (P, N P,)?* is a parabolic sub-
group of P and it is easy to see that this must be (P, N P)*s. Con-
sequently (P, N P)P9 = (P, N P)** and p.9s,s,¢ P, N P,. Again ge¢P,.
So in all cases P{= P,. Similarly we show that C;(v) < P{ implies P =
P,. This proves the claim.

We have now proved

(18.2) The maximal parabolic subgroups of G containing the centralizers
of the involutions in (18.1) are as follows:
D Ce®) <P,
ii) Cegw) < P,
iii) Cg(tu) < P, P,
iv) Cgy() < P, P,, P32, Psess,

(13.3) With notation as in (13.1) we have
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) Co®) = (Ce(®) = O (P). Z(Ce®) = Q1 =TU,.
i) Cew) = (Co)) = O"(P). Z(Cow) = Q; = U,.
i) Ce(tw) = 0¥ (Py) = QQ.Ly,, and Q,Q, = [Q,Qs, Ly, 1.

Z(Q,Q) = (Q\Q) and Z(Ce(tw) = U, U, .

iv) Cev) = <Uia1’ U:l:u4’ U,: r>0,r+# gy Olzy Oy + Gy Oty + 054> = U0L2,3’
where U, = 0,(Ce(@)) = Ce(v) N Q,Q; and L,, = SL2, q) X SL(2,q). U;=
Z(Uy, U, U, = Z(Cs)), Uy = [Uy, Lysl, and for q>2 Cgw) = Cew) =
0*(Ce()).

(13.4) For q > 2 there is a subgroup H,= H, x H, < H such that H,,
H, are cyclic of order q — 1, H, centralizes U, and is fixed-point-free on
U,, and H, centralizes U, and is fixed-point-free on U,. Also q > 2
implies that ULU% is determined uniquely by the abstract structure of
the group Cs(v).

For the case ¢ > 2 we consider the centralizer of a certain subgroup
of H.

(18.5) Let ¢q>2 and set Wy =H N<U,,>, W,=HNU.;>. Then Cx(W),)
= Wz X Li’ when Lo = <U;ta,9 Uia3: U:l:a4> and Ll = <U:ta1’ U:I:ag’ U;ta3>- More-
over L, = L, = Sp(6, 9).

Proof. We deal with W,, the proof for W, being similar. Let P =
NgU,) = QL, x W), where Q = O,P). Then W, is fixed-point-free on
Q. Similarly W, is fixed-point-free on O,(N4(U_,)). We conclude that
Ly,=<U,:ye4,U,<C(Wy)>. In particular L, is invariant under Cy(W,),
where N/H = W, the Weyl group. The Bruhat decomposition gives
Co(Wy) = Cy(W)Cy(W)Cy(Wy) = {Cx(Wy), Cxy(Wy)>. Now Ng(Ly) > Ly X
{U.,» and Ly X<U,,> =<U;:0€ 4,U, < N(Ly», so Cy(Wy) < N(Ly X U,,))
and it follows that Cy(W,) < L, X <U.,>. The result follows.

Section 14. Centralizers of involutions in *F(q).

In this section let G = 2E(q), ¢ even. Then G has Weyl group of
type F, and roots will be labeled as in Section 13 and Table 1. The
action of W on 4 is as in Section 12.

From (12.7) we have

(14.1) Each involution in *E(q), q even, is conjugate to one of the fol-
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lowing
p t=0U,Q)
i) u= U1

iil) v = U MU,QD).

We now find the centralizers of ¢,%, and v. For this we will use
the results of Section 4 in [7] for information concerning the parabolic
subgroups P, and P,. For P, we have Q, special of order ¢* with
ZQ)=U,=0U,, and L, = SU(6, @) acts irreducibly on Q/Z(Q,). In ad-
dition Q,L, = Cg(U,) = Ce(t), L, = Lj, [Ly, Q] = @y, Cs(t) = Cs(t)’, and
H, = Cyxz(L) acts regularly on U:. For P, we have Q,= 0,P,) and
R, = Z(Q) has order ¢°. Moreover L, = SO~(8,q) acts on R, preserving
a non-degenerate quadratic form and in this action the isotropic 1-spaces
are conjugates of U,,« long. We will use the following notation for «
a short root:

V,={UJc):ceF}.

Then V, has index ¢ in U,.

Consider # = U,(1), an anisotropic vector in E,. Consequently C; (u)
=~ SO0(7,q). From (3.1)(Qiv) we see that CU¢.3(%) =V,. Moreover s,¢
Voo V_oyp = SL(2, ).

Then U,U,,V,U,V,,U,.V,U,U, has order ¢° and hence equals
U N Cy(w). The Bruhat decomposition can now be used to show that
<Ua1’ Uag’ Vag’ S15 Sy 83> = CL,(’“)-

Suppose P = P¢ is parabolic and Cgs(u) < P. Since Cgi(u) involves
SO(M1,q),i=1 or 4. If ¢ =1, then since |Q, = ¢* > ¢* = |Q,], Q. £ Qf
and (Co(w))YQ¢/Q¢ is in a proper parabolic subgroup of L, = SU(, q).
But again there is no room for SO(7,q). So ¢ = 4. The above argu-
ments easily imply that Q, = Qf, so g e N(Q) = P,. Then 2.3 guarantees
that Cgz(u) < P for some proper parabolic subgroup P, so together with
the above we have Cg(u) = Cp,(u) = Q(K, X H,).

Next we determine C4;(v), where v = U, (1)U (1). We first note that
(@)s, = a = (a)s, and (B)s, = B = (P)s,. Also U,, centralizes U,U,. How-
ever, U,, N C(») = U, N CWU, Q) =V,, a subgroup of order q. Indeed
if yed and a+yed, then Cw) N U, =V, (see (3.1)(vi)). Then the
Chevalley relations imply that s,e<{V.,> = (V,,8> = SL2,q). So<U..>
X LV ey = Cr, ,(V).

Next use (3.1) and Table 1 to verify that

T19 Tig
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CZ/‘(Ua) = <Ur: T F Qg 0y + Oy Ay Oy -+ 2“3 + oy + a, + 20‘3 + C(4>
Co(Up) =<U,: 1 # ayyo; + ) .

But also v is centralized by V., V.ioeier 804 Voiwrisagsa,e CoOn-
sequently if we set U, = C(w) N Q,Q; = C(w) N Oy(P,,) we can use (3.1)
to check that

CU(/U) = UO(qu X VaA)
and

U, = <U1' 21 €Ly U Ly 7 7 Tigy P15 T Tags Tt 7"11>V721V'ru .

In particular |U: Cy(v)| = @° and |U,| = ¢*. We first determine the
structure of U, and the action of <U.,> X V.,> on U, TUsing (3.1
and Table 1 we have [U,,,U,]l=1U0,,,U,,U,,)=U, =U,I[U0,,U,,] =

U’l'uUTs’ [UTs’ Ufza] = U?’m = Ua’ [UTzu’ U73] = UnsUTs’ [U7‘19’ Urg] = U“, and
U, U,) =U,. Itis easy to see that

U6 = (UaUﬁ) X (UTBU724) X (UhaUTu) X (U"'AU"'G) M

If we set U =U,: 7L, U Ly 1 5 Tig T1gy oy Tay Tapy T, then we
also have

U; = Ug» [Uv Ul’ UI] = UrsUrM ’ and Ui n Z(Ul) = UaUﬁUrgUT“ .
We then find that
[Um Uor Uo] = UraUru and UﬂUnUr“ < Z(Uo) n U(’) .

It is easy to see that (U,,» acts irreducibly on U,U,, and <V_ >
acts without fixed points on U, U,,. Also (V. > acts irreducibly on
v,)u,u,U,0,,U,,U,, From here and (3.1) one easily determines the
action of (U,,> X <V.,> on U;. Also it is easy to see that [(U.,> X
V 2a0» Uy Ul = U,/ U; and all composition factors for <(U.,,» X <V.,> on
U,/U; are of order ¢* and isomorphic to the usual module for SL(2,q)
= (U,.> =<{V,u». In particular if X = U(U..,> X {V..>), then X' =
X if ¢ > 2 and X' = Uy Oy((U..,) X V. if g =2.

From (3.1)(vi) we have V,=Cy(V,,) and V,= Cy(V,,). Conse-
quently V,U, = Z(X). Next we note that since some element of W con-
jugates the pair (@, p) to (@, a), H contains a subgroup H,= H, X H,
such that H, = H, is cyclic of order ¢ — 1, H, is regular on U} and
centralizes V,, while H, is regular on V, and centralizes U,. Also we
see that |Cn(U,Uy)| = |Cy(@)| = (¢ — 1)*(¢ + 1) so there is a subgroup
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H,. < H such that H, is cyclic of order ¢ + 1 and XH = Cp, ,(v).

The next step is to determine the maximal parabolic subgroups of
G containing XH,.. Once we have this information we will be able to
prove that XH, = Cgz(v). The claim is that the only maximal parabolic
subgroups of G containing XH, are P,, P,, Pi*2, and Pjs.

Suppose Cz(v) < P¢. As in the case of F,(q) we first assume that
U, N 0,(P7)Y =1. Then U, N O,(P¢) is abelian and the structure of @,
forces |U, N O,(PN| < ¢°. Hence |U,0,(P)) /0P > ¢ = |L,,, As XH,,
involves SL(2, q) X SL(2, ¢) this is impossible. Consequently U, N O,(P9)’
#1, and so U,NUL+#1. As before X < O0¥(P) = C(UY) implies Uz N U,
< Z(X) = V,U;, and consequently U? = U,. Also r = *, s0 g€ P,s,s,
and P§ = P,

Suppose that XH, < P{. As before we obtain a contradiction if
U,NO, P =U,N(QY =1. Since {U,.,,> acts irreducibly on [U, U,, U,]
=U,U,,, either U,U,, < Q) or U,U,, NQ) =1 If U,U,, <@,
then Q¢ < C(U,,U,,). But NUU,U,,) = P, so we have Q] < P,. In fact
Q¢ < CWU,U,,) implies that Qf < Q,L,,. Write g = bwu where beB,
weW,ueU. Then Q¥< Q,L,, = QU.,.,U.. >, and so there is an ele-
ment w, € {s;, s, such that Qy* < U. But it is easily checked that for
w,e W, (L)w, C 4+ implies w,e (s, s, 8;». Consequently w e Ps;, 8,>-
As (U..> X<KV.> < P{= Py, we have we P,s,s,. Using the Bruhat
decomposition we may assume that weU,U,,,, and from here we get
# = 1. Consequently P = Pi** as claimed. So assume U, U,, N (Q) = 1.
As (U, U0,U)=0,U,,,U; N (Q)) < Z(U, and hence U; N (Q)) < V,U,.
As |U,| > |Q¢],X/U, is in a proper parabolic subgroup of (P,/Q)¢ and
[UQ7/Q¢| < ¢°. Hence |U,N Qf] > ¢*°. The commutator relations in (3.1)
imply that for g ¢ U, — Uj, there is an element % e U, such that [g, h] <
V,Us,. Consequently ge U,N(Q))" and U,N Q) <V, U,. Thus |U,N Qf|
< ¢*% and since Uy Q) # Q4 |U, N Q¢ < ¢®* and |UQ{/Q{ > q". As
UQ) +Q4, V.U, N(QY +1 and so X fixes a 1l-space of the orthogonal
space R{. Since XQ¢/Q{ has Sylow 2-subgroups of order at least 2¢°
this space must be singular. Then consideration of the parabolic sub-
groups of (P,/Q)? contradicts the fact that XQ7/Q¢ involves SL(2, q) X
SL(2, q).

If XH, < P{, then we argue as in the case of F,(q) to get P] = P,.
So we are left with the case XH_ < P{. Here the situation is a little
different than in F,(q) as the parabolic subgroups are not permuted by
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a graph isomorphism centralizing the involution. First we note that
U, £ Q¢. Indeed |U,/Uj| = ¢ while Q; = <U,:re U & for ¢ > 2> and
1Q:/ Q% = g So XQ4/Qf is contained in a proper parabolic subgroup of
O¥(P§/Q9. As X involves SL(2, ¢) X SL(2, q) this parabolic subgroup has
the form P¢ N P¢* for some x ¢ P{ and ¢ = 1 or 2. At this stage we can
use the same argument presented for F,(q). We have now determined
the necessary information on parabolic subgroups.

At this point we can prove that XH,_, = Cz(v). We know by (2.3)
that Cgz(v) < P for some proper parabolic subgroup P. Consequently
XH,<Cgz®) <P and P =P,, P,, P, or Py, If Cp(v) < P,, then g e Cy(v)
implies g = bwu where we s> X <{s;, 8> and it is easy to check that
weds)y X <{sy. Then Cs(v) < P,N P, and XH, = Cp,qp,(v). Similarly
we are done if Cy(v) < P;. If Cy(v) < Py = Ng(Us) = Ng(U,), then it
will follow that Cg(v) N QL < Cp(U,) N Cu(v) < Ce(U, 1) < Pi#s.  Then
Ce(v) < Py N P3* and again it is easy to check that C,(v) <P,N P, and
hence Cy(v) = XH,.,. Say Cz(w) < Pi**. Then we are done if 0,(Cy(v))
£ Qs by a previous case. So 0,(Cz(v) = Ce(v) N Oy(Py*) and this is
easily seen to be U, N O,(P%). Then (U, N O,(Pi**)) generates a subspace
of Ry stabilized by Cg(v). But (U, N O(Pi)) = U,U,, is an isotropic
2-space of R and hence Cy(v) < P3N P,. From here we get Cp(v) <
Q5 U,,.,, U., > H and checking we have Cq;(v) = XH...

As in the case of F',(q) we show that ViU% is determined uniquely
by the abstract structure of Cg(v). Summarizing

(14.2) The maximal parabolic subgroups of G containing the centralizers
of the involutions in (14.1) are as follows:
D Ce®) <P
ii) Ce(w) < P,
iii) Cg() < P,, P,, P32, Py,
In particular G has 3 classes of itnvolutions.

(14.3) With notation as in (14.1) we have
i) Cgt) = (Co(®)) = O¥(P), Z(Cs(t)) = @ = U,.
il) Ce(u) = QK, X H,). Here H, = Cx(Q)) is cyclic of order q + 1,
K, =<U,,, Upy, V.o, 81 80y 85 = SO(T, @), where V, =Cw) N U,, and |V,
=gq. Also [K,Q]=Q,Cs(w) = Ce(w), and Z(Q.,L) =V, = Z(Ce(w)) =
{Ufe): ce Fy}.
iii) Ce() = U(U,; 8> X V,»8oH., where Uy=<U,:re¥, U &,
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T 5 Ty V115 T3 T1gs Yoy Tz Vi, Voo Ve = U, N C(v) is elementary of order q,
and H. is cyclic of order q + 1. Moreover [U, U, Ul = U, U,, and
Z(Cew) =V, U,, where V,= Cy(V,). Also 0Y(Cs(»)/U,) = SL(2,q) X
SL(2, ¢) and [U,, Co()] = U,. If ¢>2then Co() = UyU,,» 81> X {V,,, 8).
If q =2, then Ce() = UyOy((U., 81 X (Vo 8,)) I Cg(0).

(14.4) For q > 2 there is a subgroup H, = H, X H, < H such that H,,
H, are cyclic of order q — 1, H, centralizes V, and is fixed-point-free on
U,, while H, centralizes U, and is fived-point-free on V,. The set ViU
18 uniquely determined by the abstract structure of Cg(v).

We complete this section by finding the centralizer of a certain sub-
group of H.

(14.5) Let q > 2 and set Wy =H N U5 W, =H N U, and W, =
(W)e*'. Then Co(Wy) = WL, and Ce(W) = W,L,, when L, = (U,.,, U...,
v..,) and L, =<U,,,U..,U..>. Moreover L,=SU®6,q and L, =
SO-(8, q).

Proof. The proof is similar to the proof of (13.5).

Section 15. Centralizers of involutions in F(q), ¢ even.

Let G =FE{(q with ¢=2% Then H|l=(@ — 18,9 -1 W=
{8, +++,8> and the action of W on 4 is determined by

(ar)8) = (a)S; = ) + g
(a)s; = (a8, = a, + a,
(@)s: = a; + a, if |i — | =1 and G, 7} # (1,2}, 2,3}

(@)s; = —ay,

with (a;)s; = «; for all other pairs (¢,7). We remark that in computa-
tions with commutators (3.1)(ii) is the only relevant commutator, making
such calculations particularly easy.

We use the notion of Table 2, distinguishing the roots 7,a,8,7,0,¢
in 4*. By (12.8) we have

(15.1) FEach involution in E(q), q even, is conjugate to one of the fol-
lowing
) 2=0U0,Q)
i) ¥ = U.DU,WD
iii) 2z = U0)U,1)U,1).
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We will see in (15.4) that no two of x,¥,z are conjugate. This
will be clear from the structure of the centralizers of these involutions.

Let © = U,(1). We use the results in Section 4 of [7] to see that
Ce(x) = O¥(P,) = P, = Q,L,. Also P, = Q,L,W,, where [L, W] =1, W,
is cyclic of order ¢ — 1, and W, N L, = Z(L,). Cz(W,) = W,L,.

The method for finding the other centralizers is as follows, and will
be used repeatedly in Section 16 and Section 17. Say ¢t = U, (1) --- U, 1)
is one of the involutions in (15.1), (16.1), or (17.1) with £>1. We will
exhibit a certain parabolic subgroup P> B with Levi factor L such that
C.(t) > L,, where L, is generally obtained from L as the fixed points of
a graph automorphism. TUsually L, will be maximal in L and since
L £ C(t), we obtain L, = C.(tf). Then we find C,, (), Cy(t), and hence
Cx(%).

By (2.3) we know that C4(t) is contained in a proper parabolic sub-
group of G. We find all parabolic subgroups of G containing Cp(t).
There are very few of these and we are able to conclude that Cg4(t) =
Cp(t).

We obtained L, as follows. From the action of W on the set of
root groups we know that Cy(t) is just the stabilizer in W of {t,, -- -, ¢,}.
This can be found by first finding C,(¢) N --- N Cw(t,) and then study-
ing the induced group. The roots ¢, ---,¢, have been chosen so that
Cw(t) is clearly the set of fixed points of a parabolic subgroup of W
under a graph automorphism. From here P, L, L, are obvious.

Consider Cy(y) where y = U,(1)U,(1). The root groups U, < U not
centralizing U,(1) and U,1) are as follows:

U.1) {3 = T34 V325 7'20} {3 + = 1y T, 7"16}
Uﬁ(l) {3 = Ty15 V255 7‘19} {3 + B = Ty T 7'16} .

It is then straightforward to check that

Cy(U, Uﬂ) = <U'r 2T EAT, T FE Tig Tagy s Tars Tagy Tz ""34>
Cy(y) =<Cy(U, Uy, U, (U, (0, U, (0)U,,(c), U,, (U

In particular |Cy(U.Up| = ¢*,|Cv(¥)| = ¢*, and |U: Cy(®)| = ¢°.

Let L, = U, (0)U,(0), U,,, U, 8585 84 S;: ¢ € Fy». Then L, < L, where
L is the Levi factor of P,;. Moreover it is straightforward to check
that L, < C(y) and L £ C(y). Now L = D,(q) and L, is obtained as the
fixed group of a graph automorphism of L. It follows that L, = B,(q).

(@©:ceFy).

728 719
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Let w = 5,8:5:5:5,5:5:5:5:8:8» Then (U Up* = U, X U,, < (U..»> X
{U..p, so H is transitive on UtU%. Setting H, = Cy(y) we have |H,| =
(@ —D'G,g — D

Next we set U, = Q,Q; and H,= Cy/(L). Then L, X H, normalizes
U, and we set X = Uy(L, X H). The first observation is that U,L, =
{Cy(¥), Cy(y)>. Consider the action of L, on @,Q, Since Q,, Q, are ele-
mentary it is easy to check that Z(U, = Q, N @, = U; and that |Z(U,)|
= ¢°. Using Table 2 and (3.1) we also check that [L,, U] = U,. As UiU%
is fused by H we see that (U,U,)* contains (¢ — 1)’ conjugates of y and
2(¢ — 1) conjugates of x. Set P = (U,(c)Uyc):ceF,>. Then choosing
h e H such that h centralizes U, but not U, we have PP* = U, U,. Also
P =7Z(X).

We will show that X = C,;(y) and that P,, P, are the only parabolic
subgroups of G containing X. Suppose that P = P? > X. Since X/0,X)
involves Sp(6,q) we must have ¢ =1 or 6. Then Oz(ﬁ) is abelian and
80 O0,(X) £ 0,P) and X is contained in a proper parabolic subgroup of
P. This parabolic subgroup has the form P? N P%, where je{l,6} —
{&} and ke P¢. This implies that X < (P, N Py*¥, for some p,e P,. On
the other hand at this point we must have 0,X) < O,((P, N Py)P¥) and
by orders, equality holds. Since P, N P, = Ngy(Q.Qy), 0,9 P, N P, and
P! =P,.

To see that X = C,;(y) we note that Cy(y) is contained in a parabolic
subgroup of G and the graph automorphism of G centralizes y. Con-
sequently Cs(y) < P, N Ps. Now L,, operates on Z(@,Q,) = (Q,Qy)’ and
using Table 2 it is easy to see that L,, preserves a non-degenerate
quadratic form on Z(Q,Q,) in which Z(Q,Q,) is the orthogonal direct sum
of hyperbolic planes U,U,,U,,U,,, U,U,,, and U,U,, In this action
the elements of U* for se 4* are singular vectors, and y is an aniso-
tropic vector. So C. (¥) = SO(7,q) = Sp(6, q9) = L, and it follows that
X = Co(y)-

Now we consider Cg(2),z = UQDU,1U.(1). We proceed as before
by first finding Cy(z) and Cu(2). The root groups U, for se 4* not
centralized by U,, U,, and U, are as follows:

UT {3 =TT T3 7"4} {3 7 = Tias Tras Tiss "'16}
U, {S + Ty Taa9 Tag Toa} {S + 0 = Tip T35 15 ""16}
U. {s= 74 T T3 7‘21} {3 + € = P15 T'ras T15s Tig} -
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It is then easy to check that Cy(UU,U,) = U;:se d* and s # 7,7y, 75, 7y
Ta1s Tazs Tars Tagy T'33s Taas Tass T3s - Also it is easily seen that z is centralized by
each of U(p(c) U,(e) for (p,v) € C = {(11, 735 ("5 T35), (15, T35)s (T35 Tag)s (Tags T33),
(ry 1), (ry 1)}, We then have Cy(2) = {Cy(U.U,U), U, (c)U,(c): ceFy,,
(¢, ) e C>. In particular |Cy(2)| = ¢*.

Let Ly = (U 885 8386 U (U, (¢), U, (U, (c): ce F,>. Then L, <L,
where L is the Levi factor of P,, and it is easy to see that L, = C.(2).

Ly = U, .p» 8185 8380 U, (0)U, (), U, (0)U,(c): ce F,)>

15.2)
=~ SL2, q) x SL3, q) .

Now we set

U, =<C(U,U,U0), U, (0)U,,(0), U,,(0)U,.(c), U, () U,,(c),
(15.3) U.@U,,(c):ceF)>
X =UL, = Cp,2) .

Next consider the structure of U, and the action of L, on U,. We
have |U)| = ¢ and X < P,. Checking Table 2 and (3.1) we easily see
that U; = P; = Q3Q3, where Q; =<(U;:se %3 and Qt=U,, x U,,. Also
we check that [U,, U, U] = @ < Z(U,) and that <U,,,> acts irreducibly
on [U,U,U,). Next we can use Table 2 and (3.1) to verify that
[Ly, U,/ Ul = U,/ U;, so that [L,, U] = U, In doing so it is useful to
note that modulo U, we have

<’,U,,le),U,, U, (), U, U, U (U, (c): ce F>
= (U (OU,,,(0), U, (AU, ,(0) : c € Fpp X (U, (0)U,,(c), U, ()U,,(c): c e Fp»

and that <U.,,> acts on both factors as on the natural module for
{Usuyy = SL2, ).

Say g > 2. For w = 8,5;8;5:5,5:5:5:5:5:5:5:5s» We have {7, d, e}* = {a;, a3, s},
so (UUU) =U,, X Uy X Upyy < KU.py> X U,pyy X {Uv.py. Therefore
there is a subgroup of H of the form H, X H, X H, such that H, is
regular on U! and centralizes U,U,, and H, is regular on U! and cen-
tralizes U,U,, and H, is regular on U! and centralizes U,U,, Let P =
UUc)U(c): ce F,y>. We check that P = Z(X). Let he H! Then
PP = U()U(0)U (), U(de)Uy(c)U (c): c e F,» for some fixed 1+ deFL
It follows that PP* = U, X P and that PP" contains q¢ — 1 conjugates
of z,q — 1 conjugates of ¥, and (¢ — 1) conjugates of z.

We must still show that X = Cg(2) and find the parabolic subgroups
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of G that contain X. Suppose that X < P?. We note that for ¢ =+ 4,
&t =@ and consequently Q, has class at most 2. Therefore ¢ # 4 implies
that U, £ Q¢. First assume that i =4. If U, < Q¢ then [U, U, U, =
[Qf, Qf, Q¢] and P, = Ne(U, U, Uy))) = P{. Say U, £ Q{. Then XQf/Q{
is contained in a parabolic subgroup of P{/Q¢. Say XQJ/Q{ is contained
in Pg® for pe P{. Since U, = [U, L), U, is contained in a conjugate Q‘
of @ = Q,Q,. Using Table 2 and (3.1) we check that [Q, Q, Q] = QiQ}
and [@,Q,Q,Q] = Q. Now X/U, involves SL(3,q) and consequently X
covers the conjugate of L,,,;, = U.., U.,» in P{ N P§/O,(P] N P{).
However it is easy to see that this group acts without fixed points on
[Q4 Q4 Q1/1Q%4 Q4 Q4 @4, while [U, U, Uy is centralized by the corre-
sponding factor isomorphic to SL(3,q). It follows that [U, U, U,] <
Q% Q% Q% Q1 and by orders these must be equal. Then P, = N4(Qf) =
N(Q% Q% Q% Q°]) = P{. But then ge P, and U, < Qf, a contradiction.
By symmetry we have X@{/QJ not contained in P¢* for p e P. Also this
argument works to eliminate the cases of X<P¢ N P¢® or P{ N P. So
we are left with the case of X < P{ N Pg?. As the other parabolics have
been eliminated we must have U, < O,(P{ N P¢?) but U, £ O,(Pf). Since
P,/OP)=<U,.,» x SLE3, q) X SL(3, q¢), we must have 0*(X) < X, whereas
we have already seen that O¥(X) = X. So this is also a contradiction.

We now assume X < P¢ ﬂPgP:ﬁ for 17 and 4,7 #4. Say i =1,
j=2. Then |Q,,] = ¢* implies that U, £ O,(P! N P%) and X is in a
proper parabolic subgroup P of P¢ N P%. By the above P ~ P, ,, and
X covers O¥(P/O,P)). Then U, < O,P) and ze U; < OP). Let Ly, <
L, = SL(2, q) X SL(3,q) be a direct sum of Singer cycles. Then check-
ing the action of L, on K = O,P) we have Cg(L,) ~ U,,U,,. But
,,U,,)t < x° and P, is the unique parabolic subgroup of G containing
Ce(x). This is a contradiction. Similarly (z,7) # (1, 3), (1, 6).

Next assume that (i,7) = (1,5). By the above U, < O0,(P) ~ Q,Q..
From Table 2 and (3.1) we have [Q,Q;, Q,Q;, Q,Q,] of order ¢* and cen-
tralized by <U..>. Now 07(P/0(P)) = SL(4,q) x SL(,q), where the
factor of SL(2, q) centralizes [U, U, UJ. As L,= SL(3,q) X SL(2,q) we
have (U..,> < C(IU, U, Uy, which is false. Thus (i, 7) # (1,5) and hence
1 # 1. By symmetry 7 # 6.

Now assume ¢ =3. Then 7+ 1,4,6 by the above. Since X/0,X)
= SL(2, q) X SL(3,q) we argue as in the above paragraph to show that
@7 #@,2). Thus j=5. Then U, < O,P§ N P*) = Q,Q;. From Table
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2 and (3.1) Q,Q, has class 4,Z(QQ,) =U,, U, U,, and (U,,,,U.,> =
SL(3,q) acts irreducibly on Z(Q,Q;). Since O¥(P,;/Q:Qy) = (U..> X
U,y Uiy X U, the preimage of the SL(3, q) in X covers the factor
of SL(3,¢q) in P§ N P». However the preimage centralizes [U,, U,, U,].
Consequently [U,, U,, U] N Z(O,(P{ N Pi*)) =1. As Q = O,(P§ N P?) ~
Q5 Q| =1Q:Qs| = ¢*. Since U, N[Q,Q,Q,Q1 =1, |[UD(Q)/PQ| < q.
Also U2(@Q) < Q, as U, < Q. But then we must have [X,Q/9(Q)] =
U0@Q)/0@Q < Q/P(Q). However the preimage of the SL(3,q) in X/U,
covers the SL(3, ¢q) in P§ N P§*/Q and checking the action of (U.,,, U..>
on Q:Q;/(Q:Q)" we see that [(U.., U..»,Q:Qs] = Q:Q;, which is a con-
tradiction. Therefore 7 # 3 and by symmetry ¢ # 5. We have proved
that the only parabolic subgroup of G containing X is P,.

Now C,(2) is contained in a parabolic subgroup by (2.3), so we have
Cq(2) < P,. Considering Cg4(2) acting on [Q,Q.]/[Q, Q. Q] we have
Cs()Q,/Q, < 0¥(P,/Q,). However XQ,/Q, is maximal in O*(P,/Q,), and
s0 XQ, = Cy(2)Q,. Since X > Cy(z) we have X = Cy(z).

We now summarize our results.

(15.4) The maximal parabolic subgroups of G containing the centralizers
of the involutions in (15.1) are as follows:
) Cel@) <P,
ii) Co(y) < P, Py
iii) Ce®) < P,.
In particular G has precisely three classes of involutions.

(15.5) i) Cgszx) = O¥(P,) = Q,L,, and L, = SL(6,q) acts irreducibly on
Q,/Z(Q,). The group Q, is special with center U,. There is a cyclic
group W,< H of order q — 1 such that [L,, W)l =1,L, N W, = Z(L,),
P, = Cy(x)W,, and Ce(W,) = W,L,.

i) Coly) = UL, X Hy, where Uy = QQy Ly = U(U,(0), U,,, U,
8385 S Syt ¢ € Fyy = Sp(6, q) = SO(T7, @), and H, is cyclic of order (¢ — 1)/
38,9 —1). We have [L,, U] = U,. Also Uy=Z(U, = Q, N Q, has order
q® and L, acts on Z(U,) preserving a mnon-degenerate quadratic form in
which L, is the centralizer of an anistropic 1l-space containing .
Z(Ce) = P =<U)Usc): ce€F,». There is an element he H such that
U U, = PP". Also (UJU,)* contains 2(q — 1) conjugates of x and (¢ — 1)
conjugates of y.

iii) Cg(2) = U,L, where U, L, are given in (15.2) and (15.3). The
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group U, has class 3 with [U,, U, = QiQ% and [U,, U,, U] = Q3 < Z(U,).
L, = SL(2,q) x SL(3, ¢),[L,, U] = U, and L, acts irreducibly on Z(U,).
The involution z e [U, Uy — [Uy, Uy, Ug). Z(Cy(2)) = P = {U()U,(c)U (c):
ceF,>. There is an element h e H such that PP* = U, X P. For this h,
PP" contains q — 1 conjugates of x,q — 1 conjugates of y, and (q — 1)
conjugates of z.

Section 16. Centralizers of involutions in E(q), ¢ even.

Let G = E(q) with ¢ =2% Then|H| =@ — 1), W =<8, ---, 8> and
the action of W on 4 in essentially as in F,(q):

(cts)8y = ()83 = &, + a
()8, = ()8, =, + a,
(ij)si = C(,; + aj lf ll - jl = 1’ {'Ly .7} i {1’ 2}, {2; 3} 9

with (a))s; = «; for all other pairs (¢,7). As in E(q) the only non-trivial
commutator relation is in (3.1)(ii). Distinguish the roots r,«, 8,7,4d,¢, ¢,
¥, 0 as in Table 3. From (12.9) we have

(16.1) Each involution in E.(q), q even, is conjugate to one of the fol-
lowing :
) z=U0,12)
i y=U00U0,0)
i) 2z = UMU,MU.Q)
iv) v =U00U0,0U,Q)
v) v=UQUQUDOU,Q).

We will determine the centralizers of x,%,z,u4, and v. For z =
U,(1) we can use the results in Section 4 of [7] to check the following.
Ceo(x) = Q.L, and L, = SO*(12, q¢) acts irreducibly on Q,/Z(Q) = Q,/U,.
The parabolic subgroup P, = Q,(L, X W,) where W, is cyclic of order
q — 1 and is regular on U%. Finally Co,(W,) = W, X L,.

Next consider ¥y = U, (DU,1). The root groups U, < U with se4*
and such that U, does not commute with U,(1) and U,1) are as follows:

U {8 =Wy O+ Ay @y 0+ a0 + CV4} {0-’ + 8 = Vo Voss Togs 7'27}
Uﬂ(]-) {S = oy 0y + g + 0y + a0 + ay + g+ 055} {,B T 8 == Poy Va55 V355 7'27} .

It follows that
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(16.2) CU(UaUﬁ) = (U, 8 = ay, gy Togy Tyt — Qlgy Va0 Tag — Cay Tagy Tag — )

Co(W) = <Co(U.Up), Uil QU (€), Uy, (U 1412 0a(0) Uryo( U gy ()5

16.3) -
U"‘ss(c) UTao—«z(C): ce FQ> N

In particular |U: Cy(y)| = ¢* and [Cy(y)| = ¢*.

Let L = Dy(q) X SL(2, q) be the Levi factor of P,. Then let L, be
the direct product of the SL(2,q) factor with the fixed point group of
the graph automorphism of the D,(q) factor. Then

Ly = U,y Upys Upyy Up(QU (), 815 83 84 8,852 € € Fgd> X (ULop>
= Sp@8, @) X SL(2,q)

and
Uo = QG .

Then one checks that L, < C(y), L £ C(y) and X = U,L, = Cp,(y). We
first show that the only parabolic subgroup of G containing X is P,.
To see this first note that |U,| = |Qs| = ¢** so if P = P7 > X and |0,(P)|
< ¢*%, we must have X contained in a parabolic subgroup of the form
P? N P, for some peP = P{. Since X/0,X) = Sp(8, q) X SL(2, q) the
only possible values for ¢ are ¢ = 6,7. If ¢ =17, then j must exist and
hence 7 = 6. But by orders Sp@8, ¢) X SL(Z2,q) £ P N P*. So ¢ = 6 and
U, < O(P) = Q¢. But then Q; = U, = Q¢ and g € Ns(Qp) = Ps.

Consider the structure of X < Q;L,. We check using Table 2 and
(8.1) that U, = Q; = Q5. Construct a quadratic form on U, as follows.
Elements in root groups are isotropie, U; = U, U,,, X U, U,,, X U, U

X U, Ur, X U, U, is a decomposition into orthogonal hyperbolic planes
and in each factor g(U,(s)U,(t)) = st. Then it is easy to verify that
Ly = U 01y Uiy Usags Usno Usuyy = SO*(10, @) preserves this form. Since
yisa nisotro pic C;, (¥) = SO(9, @) = Sp(8, ). Consequently C. (y) = L, and
X = Ce(y).

Using Table 3 and (3.1) we see that [L,, U,/ Uil = U,/U;, so [L,, U,
U, If ¢>2, then C(y) = C(y), while for ¢ =2, C(y) has index 2 in
C(y) (as<{U..»>=S,. Thereisan element we W such that («, pw = (o, ay),
80 (UU)* < U.ep X{U,,y and H is transitive UtU%. So setting P =
UL ()Ue): ce Fyy, we have an element he H such that U, U, = PP"
Then PP contains 2(q — 1) conjugates of z and (¢ — 1) conjugates of
y. Also P = Z(CzH).
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We next find C4(2), 2z = UDHU,Q)U.(1). As usual we begin with
Cy(z). The roots se 4* such that U, does not centralize U,, U,, and U,
are as follows

Ur {3 = T15 T2 T35 V45 sy 'rs} {7’ T 8 = T35 Ta3s 45 To5s T'aps "'27}
16.4) U, {S = Qs 0ty F Oy Tags Ta1s Va5 7"41} {5 T+ 8 = Taps Tty Vo35 Taas T'aps 7'27}
U. {S = Qg Xy + gy Tags Tazs Tsay ”"40} {5 + 8 = T35 To1y 225 Vg T'2g9 7'27}

consequently Cy(U,U,U,) = <U,: se 4* not a root in 16.4). In addition
for ce F, Cy(2) contains the following elements of U.

U.()U.(¢), U, (QU,,(0), U, (U, (¢), U, (U, (), Uy (U, (C) ,
6.5 U, (0)U,,(0), U, (U, (), U, ()U,,(0), U, (U,0),
Uiras(©Uoigra(0) -

We then obtain
Cp(?) = Co,()Cynr,@) where

Co,(2) = {Cx(U,U,U), U, (U, (), U, (&)U, (), U, ()U,,(0),
U, (U, c): ce F)
(16.6) Cynr,(2) = U, X Uy U, (U, (0), U, (U, ()5 Ueyiagiaes
Uezsarrastasrar Uairas(©Ugsae(€), Up(QU,,(0),
U.(0)U,,(c), U, (0U,,lc)> .

It is easy to check from (3.1) that Cy,.,(?) is isomorphic in a natural
way to a Sylow 2-subgroup of SL(2,q) x Sp(6,q). We set

UO = CQs(Z)
16.7) L,= <CUnL,(z)y S15 S5y S486> 3237>
= Usa) X {Usp U (QU,(0), U, (©)U,(€), S5, 8485 83872 ¢ € Fy .
Then U,L, < Cp,(2) and L, = {U,,,> X {Lyy, where L, is the fixed point

group under the graph automorphism of the Levi factor of P,,. It
follows that

L, = SL2, q) X Sp6,q) .

We use Table 3 and (3.1) to check that |U,| = ¢%, U, = QiQ} = @,
and [U,, U,, U,] = Q = [Q,, @;, Q;]. Also we check that [L,, U,/ Ul = U,/ U,
so that [L,, U] = U,, We have <U,,> <L, acting irreducibly on
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[Uy Uy, UJ. To show that Cp(2) = U,L, we will use the following lemma.

(16.8) Let M =<U.,, U,y = PSL@2n,q) and M,=<U,(c)U,,,_[(c),
oo U (OU,, (), Usys 8181m_1y =+ Su_iSnsrs Snt €€ Fyy = Sp(2n, Q) be the
natural embedding of Sp(2n,q) in SL(2n,q). Then M, is maximal in M.

Proof. We sketch a proof by induction. Let V be the natural
module for SL(2n,q). It is easy to produce a non-degenerate alternat-
ing form on V left invariant by M,. It follows that M, is transitive on
V¥t Suppose that M, < T < M and let P, be the stabilizer in M of a
1-space in V. Then M = MP, and T = M (P, N T). The structure of
P, is well-known: P, = QLH,, where @ is elementary of order ¢**!,L =
SL@2n — 1, ¢) acts in the natural way on @, and H, is cyclic of order
q¢ — 1 normalizing L and Q. Also P, N M, = Q\L, X H,) where Q, is
elementary of order ¢**!' and L, = Sp(2n — 2,q) acts on Q,/Q, N Q in
the natural way. Here Q,NQ is a 1-space in Q. If TNQR>M,NQ =
Q, N Q, then gince L, is irreducible on Q/Q, N @ we have Q < T. But
then P, = Ny(Q) and M = M,P, = TP, implies that M = Q" =QT < T,
a contradiction. So T N Q = Q, N Q@ and T N P, stabilizes a 1-space of Q.
Consequently T' N P, < QL,H where L, is a maximal parabolic subgroup
of L. But QLH = P,, is a parabolic subgroup of M corresponding to
the stabilizer of a 1-space of V and a hyperplane containing it. Now
P, = QQ.SL(2n — 2,9)H,) where H, is abelian. If T N P, covers the
SL(2n — 2, q) then we have TB = M where B > H,Q,Q is a Borel group
of M. This contradicts the main theorem of [19]. Otherwise we have,
by induction (or without any argument if n =2), T N P, < (M, N P)H,,
and hence T = M,K where K can be chosen as a subgroup of H. From
here it is easy to see that K < M, and T = M,, a contradiction.

Since 0%(P,/Q,) = SL(2, q) X SL(6,q) we can use (16.8) to verify that
U,L, = C(z) N O¥(P,) and from here we obtain U,L, = Cp(2).

We claim that P, is the only parabolic subgroup of G that contains
U,L, and that U,L, = Cy4(z). The second statement follows from the first
since we know, from (2.3), that C;(z) is contained in a parabolic sub-
group of G. So suppose that X = U,L, < P{. By order considerations
for X/U, = SL(2, q) X Sp(6, q), we have i +2,4,5. Also we have |U,|= ¢*
80 Uy £ Q7 unless ¢ =38. If ¢ =3 then U, < Q¢ and P, = N([Q,, @;, @D
= Nx(U,, U,, UD = Ns([Q%, Q% Q1) = P§, so the claim holds. Suppose
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then that ¢ + 3 as well. If ¢ =17, then U, £ Q¢ and we have U, < P! N P9
where 7 =1 or 6 and pe P{. In either case we still cannot have U, <
(P? N P). Consequently we must have U,L, < P¢ N Pg? N P¢?* for some
p,e P¢. Again order considerations rule this out. So 7+ 7. Similarly
1# 1,6. We now have the claim, so Cy(2) = U,L,.

We set P =<U,()U,(a)U(c): ce F,»>. Then P = Z(C4(2)). As in other
cases we have H transitive on UtUiU!. Consequently there is an element
he H such that h centralizes U,U, but not U,. Then PP*=P X U, and
PP* contains ¢ — 1 conjugates of x,q — 1 conjugates of ¥, and (¢ — 1)
conjugates of z. This completes our discussion of C;(z).

For w = U,1)U,)U,1) we first list the roots se 4* such that U,
does not commute with U,, U,, or U,.

U, {s=apag,a;+ ay, oy + oy + a5 + g 50 Taa T35 T'as}
{0 + 8 = 11y T16s T19» Ta1s To2s Tats T'as Ty}
U, {3 =y 0ty + gy Ay + g 0y + Qy F gy Taps Tazs Tars 7'44}
{\V + 8 = T155 T18s T195 205 V225 T235 T'ags 7'27}
U, {s=apa + a0+ a4+ a,a + oy + ay + o T Tags Tary 7'43}

{e + 8 = 7115 18 Ta0s T21» T23> T25 T'25 T} -

(16.9)

So Cy,(U,U,U,) =<Us:s not as in 16.9)>. In addition, for each ce F,,
Cy(w) contains the elements

U, (09U, (0), U, (©U(€); Usys0(OU 111 05(€)s Upys oy (O U g 10O
(16. 10) U,“+ a5+as(c) Ual—l- aa+a4(c)’ Ua3+a4+a5+aq(c) Ucr1+ a3+a4+ns(c)’ U'fso(c) U"‘al(c) 4
U,©U,, U, ()U,,), U, U, (), U, U, ), U, (U, .

We note that U,=Q, < Cy(U,U,U, <Cy(uw) and that Cy(w) =<Cy(U,U,U,),
U,(0U,(0:ceF, (4,7) as in (16.10)>. In particular |Uj = ¢ and
[Cy(w)| = ¢™.

The Levi factor L of P, is isomorphic to E(q). Let L, be the group
of fixed points under the graph automorphism of L. Then

1611y L,=<U,bU,,U,@U,.,(),U,(c)U,[(C), 82 Si» 8:85, 8:8s: € Fy> .
Also we see that

L,=F(9

16.12
1612 X = UL, < Cr,(t) .
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We first claim that P, is the only parabolic subgroup of G contain-
ing X. Since X/0,X) =L, = F,(q) we see by order considerations that
if X <Py, theni=1or 7. Also we must have U, < O,(P9), for otherwise
X < PN P% for some ¢+ j,peP{. If ¢ =1, then O,(P?) = Q, which is
special of order ¢* with center U,. If M has index 2 in U,, then Q,/M
is extra-special of order 2¢* and from here it is clear that O,(P?) cannot
contain an abelian group of order ¢ ==|Q,]. Consequently ¢ =17, U, <
0,(P9) and by order @, = U, = O,(P¢) = Q7. Then g e N(Q, = P; and the
claim holds.

Since C4(u) is contained in a parabolic subgroup of G we must have
Cg(u) < P,. The following lemma forces Cy(u) = X.

(16.13) Let L, = F,(q) be embedded in M = L, = Eyq) as in (16.12). Then
L, is maximal in M.

Proof. We outline a proof in the following way. First check that
if L,<T<Mand if HNT > H N L, then we have the contradiction
that T = M. We will use Guterman [14] to obtain a contradiction. Let
ti, by £, be the central involutions given in (13.1) i), ii), iii) respectively.
Then check that in E(9), t, ~ =z, t, ~ ¥, t,t, ~y, Where z, ¥y are as in
(15.1).

The idea is to show that C,(t) = C (t), Cr(t) = C (t), and Cr(t,t,)
= CL(tit). For then [14] shows that T = F,(q) and consequently L, = T,
a contradiction. Using the result in §13 and §15 we see that in each
cage either the centralizers behave as desired or T > U,, for i1 =1,38,5,
or 6. But this implies that 7' = M. For exampleif U, < T, then T >

ay —

U, U =<{U,,»y and s, eT. Also T ><U,U_, > =U,,> and
s;,e¢T. Then s, ---,8¢T and clearly this forces T = M.

We have now found Cg(u) = U,L, and we need the action of L, on
Uy=@Q, Set P=U, Uy (c)U,c): ceF,>. Then L, centralizes P < @,
and P = Z(Cq(u)). Also we argue as in previous situations to find he H
such that PP* = U, X P. Then PP" contains ¢ — 1 conjugates of z,
¢ — 1 conjugates of y, and (¢ — 1)’ conjugates of w.

Let S =<U,()Uy(¢), U(0)U,(0): ce F,> and set
(16.14) U =<85U;:seL,s+ ¢, 9,0 .
Then checking the action of L, on U, = Q, we see that
(16.15) UL, =UlL, X P
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and
(UoLo)/ = U1L1 .

The final centralizer to consider in this section is C,(v), where v =
uvyu,u,U,Q1) = U,)u. The roots se 4* with U, £« C(U,U,U,) are
listed in (16.9) and for U, in (16.4). Each root s in (16.9) satisfies
U, < C(U,), so the elements in (16.10) centralize ». In addition for each
ce F', the following are in C(v)

U, (0)U,,(0), U.,(0U,,(c), U, () U, (0)

16.1
(16.16) U,.0U,), U, (U, U, WU,/ .

It follows that |Cy(U,U,U,U,)| = q¢**°*=¢*® and |Cy(v)| = ¢**" = ¢*.
Notice that Cy(v) > Cy,(UUU,U, > Q, N @, Co,(») = Q, N Q, and
Co, (U, U, U, U, = (Q: N QU8 = Togy Tagy Tagy Tags Tags Tizs Tats Tugy Tig . Setting
U, = Cy,e,(v) we have

U, = Co,(UUUU)U,(U,(c): ceFy, (4,7) as in (16.16) or

(16.17) . .
@, 7 = (30, 31), (32, 38), (34, 39), (36, 41), (37, 43), (45, 44) .

Setting
16.18) L,=<U,, U,(U,(c), U, (c)U,(C), Sy 8585 818 = c € F) ,

we have from the work on Cgz(u), that L, = B,(¢) = Sp(6, @) as it occurs
naturally in a parabolic subgroup of <U.,,, L,»>, which wag proved to be
naturally isomorphic to F,(9). Now set X = U,L,. Then X =C(w) N P,,.

We note that L, normalizes U, and we consider the structure of X.
First use Table 3 and (3.1) to show that [U, U, = {U,, U,(c0)U(c),
U,0U,c):ceF, se(F,NLY) UL, 8+1y Ty sy and also that [U,, Uy, U]
=@ N Q, = [Q,Q;, Q,Qy Q1.

We note that Q= U, X (@3N @) and that L, acts on QN Q,
and centralizes U,. Let P =<{U (U, (U, c)U,c):ceF,> and P,=
U, U, )U,e): ceF;»>. Then we check that [L, U,/U;l x P,U,/U; =
U,/U;, so that U, =[L,, U] X P, and X’ = [L,, UL, = X”.

As in other cases we obtain H transitive on UtU}ULUY, so there is
an element heH such that h centralizes U,U,U, but not U,. Then
PP" = U, X P and PP" contains ¢ — 1 conjugates of z,q — 1 conjugates
of u, and (¢ — 1)* conjugates of v. Moreover we can check that

P = Z(X).
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We claim that the only parabolic subgroups of G that contain X are
P, and P,. Say X < P = P?. Since X involves Sp(6,q), ¢ = 4,5. Say
i=1. Since |Q,| = ¢* and |U,| = ¢**, we have U, £ O,(P) and hence X
< P7 N P for some j#1¢ and peP. The only possible values for j are
§=2,8,60or7. Say j=2. Then we must have U, £ O,(P! N PP) ~ Q,Q,.
We observe that |Uj| = ¢* and that Uj is abelian. Consequently, since
Q, is special with center U, and |Q,| = ¢* we cannot have U; contained
in @,. However Q,Q,/Q, is abelian, so the case is out. The same ar-
gument works for 7 =3,6,7. Thus i+ 1. If 7=3, then since L, =
SL(2, ¢) X SL(6, ¢9) we must have U, = [U,L] < 0,(P) = Q,. But
Qs Qs Qsl] = ¢* while |[U,U,,Ull=¢° So ¢+ 8. If i1=2 then X £
0,P) and X < P{ N P% for some j +1,2,8,4,5. As X/U, = Sp(6,q) we
must have j =7 and U, < 0,(P§ N P%®) = Q. Then order considerations
show that [U,, U,, U] = [Q, Q, Q] so that g € N([Q,Q:, Q,Q,, Q.Q;]) = P, <P,
and P{ = P,. Next we assume that ¢ = 6. Then since O,P) ~ @, has
class 2 we must have U, £ O,(P) and so X < P{ N P, some pc P. Then
U, < 0,(P§ N Pg?) ~ QeQ,. Since |Q,Q;/Qs|=q and L, , is trivial on Q,Q,/Qs,
we must have [U, L] < Q,. However [U,, L,] has class 3. This is im-
possible, showing that ¢ + 6. Finally ¢ = 7 forces X < P/ N P§* and we
proved earlier that this forces gpe P, N P, and as p e P¢, we have P =
P,. At this point the claim is proved.

Since C;(v) < P for some parabolic subgroup P of G, Cz(v) < P, or
P,. We will show that Cz(v) is contained in P, N P,. If Cy(v) < P; then
since v ¢ Q,, we have C;(v)Q,/Q;, centralizing an involution in P,/Q, and
this forces C(v) < P,N P,. Suppose that C;(v) <P, It is easily verified
from (3.1) and Table 3 that L, acts on Q? as on the natural module for
SL(7,q). Also XQ,/Q,, viewed as a subgroup of L, fixes the hyperplane
Q2 N Q, of Q} and is transitive on the remaining hyperplanes. If C,(v)
does not fix Qi N Q,, then it follows that C;(v) is 2-transitive on the set
of hyperplanes in @; and this forces (Q,Q./Q)°*” = (Q,Q./Q)"* = L,Q,/Q,
to be in Cs(v)Q,/Q,. But this is impossible as L, does not fix »Q}/Qs.
Thus Cg(v) stabilizes Q2 N @, and Cy(v) < P, N P, as desired.

Since Co(v) < P,N P, and L,, = SL(6,q) we apply (16.8) to see that
X = Cgz(®). We have now completed our discussion of E,(¢) and we list
our results below.

(16.19) The maximal parabolic subgroups containing the centralizers of
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the involutions in (16.1) are as follows:
) Cel@) <P,
i) Coely) < Py
iii) Ce(z) < Py
iv) Cew) < P,
v) Cgv) <P, P,
In particular, no two of the involutions x,¥y,z,u,v are conjugate.

(16.20) The structure of the centralizers of the involutions on (16.1)
are as follows:

i) Cgx) = Q,L, and L, = SO*(12, q) acts irreducibly on Q,/Z(Q,) =
Q,/U,. Also P, = Q(L, Xx W), where W, < H 1is cyclic of order q — 1
and Co(W,) = W, X L.

i) Cgy) = U,L,, where U, = Q,, L, = Sp(8, @) X SL(2,q) and L, =
Uais Ungy Uvy U OUO), 81, 85 810 83857 € € Fd X U Loy Ul = Uy, Co()
= Cey) if q>2, and Czly) has index 2 in Cz(y) if ¢ = 2. The group
Ly, = S0*%(10, q) acts on [U, U] = Z(U,) and preserves a mnon-degenerate
quadratic form. In this action L, N Ly, is the stabilizer of the aniso-
tropic 1-space P =<U()Uc): ce F,y = Z(Cs(y)). There is an element
h e H such that PP = U,U, contains 2(q¢ — 1) conjugates of x and (g — 1)’
conjugates of .

iii) C4(2) = U,L,, where U, < Q, and L, < L, are given in (16.7).
We have L, = SL(2, q¢) X Sp(6,q), [L,, U] = U,, and U, has class 3 with
[Up Uy U = Q. Cg2) = Cy(2) if q > 2 and Cyx(z) has index 2 in Cg(z)
if q=2. Z(Cy(@) =P =UUc)Uc): ccF,> and there is an element
heH such that PP*=P X U, contains q — 1 conjugates of x,q —1
conjugates of y, and (q — 1)? conjugates of z.

iv) Cg;(u) = U,L,, where U,=Q,,F(¢) =L,<L,, and L,=<U,, U,,,
U, (U, (c), U, ()U,[(C), Sz 84y 8555 $1:85: ¢ € Fyp. Let P = (U ()U(c)U,(c):
ceF,>. Then P = Z(Cszu)), Uy = [Ly, Ul X P, and Ce(v) = [Ly, UL, X P
has derived group [L,, U]JL, There is an element h e H such that PP"
= U, X P contains q — 1 conjugates of xz,q — 1 conjugates of vy, and
(@ — 1)? conjugates of wu.

v) Co) = U,L,, where U, < Q,Q, is given in (16.17) and Sp(6, q)
=L, < L,, is given in (16.18). U, has class 3 with [U,, U, U] = Q, N Q3
= [QQ:, @,Q,, Q,Q). Set P =<UU)U (U, 0):ceF,) and P,=
U, U (U,c): ceF,y. Then U, = [L, U] X P, and Cz() = [Ly, U,lL,.
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There is an element he H such that PP* = U, X P contains ¢ — 1 con-
jugates of x, ¢ — 1 conjugates of u, and (¢ — 1)* conjugates of v. Also
P = Z(Cgs(v)).

Section 17. Centralizers of involutions in . (q), ¢ even.

Let G =Ey(q),q=2% Then |[Hj=(@—1W=<_s,---,8» and the
action of W on 4 is determined by

(a)s, = (@)s; = e, + a

()8 = (@), = &, +

(@p)s; = a; + a; if |1 —j| =1 and {3, 7} + {1,2},{2,3}
(@)s; = —ay,

with (a;)s; = «; for all other pairs (¢,7). As in E(q) and £,(9) commu-
tators are simplified as there is but one root length. We use the nota-
tion of Table 4 and distinguish the roots r,«,8,7,d,¢,0,v,0, 0. From
(12.10) we have

(17.1) Each involution in K (q), q even, is conjugate to one of the fol-
lowing
) 2=U,Q)
i) y=U@U,Q)
ii) 2z =UQUMU,Q)
ivy »=U0U0,0U,0U,Q1).

We will determine the centralizers of z,y,z,v. For x = U,1) we
use the following information from Section 4 of [7]. Cgz(x) = O¥(P,) =
Q.L; and L, = E.(q) acts irreducibly on Q;/U,. Also we check that P, =
Qy(Ls X W), when W, is cyclic of order q — 1, W, is regular on U%, and
Ce(Wy) = W, X L.

Next consider Cs(»), y = U,)U,(1). Since o, e ¥; U, U, < Z(Q,) and
U, = Q, < Cy(y). The roots se 4* such that U, does not centralize U,
or U, are as follows

U, {3=“2ya2+a4>a2+054+0(5»0(2+a4+0(5+0(6’
a + oy + a5 + o + ay, 7‘6}{3 + & = T3, Ts35 Tsar Tss» Toer Tt}
U,a {3:053,“3+“4’(¥3+a4+0‘5’053+CV4+0(5+0(6,

s + a, + a5 + a + o, 7o} {3 + B = Ts2 T35 V545 V55 Vst 7"57} .

17.2)
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Consequently Cy(U,U,) =<U,:s not in (17.2)>. In addition for each
ceF,, vy is centralized by

Ua3+zx4(c) Uag+a‘(c) ’ Ua3+a4+a5(c) Utxg +n4+a5(c)’ Ua3+a4+a5+a9(c) U¢12+ agt+as+ as(c)
Ua3+a4+a5+a3+a7(6) Ua3+a4+as+as+a7(c)’ U‘rr,(c) Ure(c) .

It now follows that C(y) contains L, where

17.3)

L, = <Uaz(c)Ua3(c)’ Ua4’ Uasy Ua,, an’ Uaa’ 8,835 S45 S5y Sgy S75 Szt C € Fq>

17.4
7.4 =~ By(q) = Sp(12, q) = SO(13, q) .

Now U, = U, = Qi As in other situations it is easy to define a non-
degenerate quadratic form in Q) that is preserved by L, = SO*(14, q).
In this action the root groups are isotropic 1-spaces and U, U, is a
hyperbolic plane. The element y is anisotropic so C,(y) = SO(13,¢). It
follows that X = U,L, = Cp(y¥). We check that [L,, U,] = U,.

We claim that P, is the only parabolic subgroup of G that contains
X. Say X < P{. By order considerations with respect to X/U, = Sp(12, q)
we see that ¢ = 1,7, or 8. We can eliminate ¢ = 7 since Sp(12, q) Z E«(q).
Consequently ¢ =1 or 8 and by orders and (2.3) we have U, < O,(PY).
Then % = 8 is out since |Uj| > q¢ = |Q{]. Consequently ¢ = 1, U, = O,(P9)
= @Y, and g e P, as desired.

Since Cg4z(y) is contained in some parabolic subgroup of G we can
now conclude that X = Cy(y). Since H is transitive on ULU% there is
an element he H such that h centralizes U, but not U,. Setting P =
U L()Uy0): ce F,», we have PP" = P X U, contains 2(¢ — 1) conjugates
of x and (¢ — 1)? conjugates of y. Also we check that P = Z(Cy(¥)).

Next we find Cq(2), where z = U(D)U,(1HU.(1). We first note that
the roots se %, such that U, £ C(U,U,U,) are as follows

17.5) T4 — Oy Ty5 — Uy 115 — gy 14y 7159 V16 -
However z is centralized by each of

UTu—-ag(C) U7‘15—a5(c) > U’rlg—us(c) U'r‘m—as(c)

(17.6) U, (U, (), U, (U,,(0)

for ce F,. It follows that

Q10 U, =<, U, U, c):teZ;, t not in (17.9) and U,(c)U,(c) as
in (17.6)) = Cy,(2).
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Moreover |Q,: U)| = ¢* and |U,| = ¢*. Next let
(17.8) . L, =<U,,,U,, U,(©U,k(c), U, (c)U,(C), S35 S, S35, 8185 ¢ € F» .

Then using (3.1) we have L, < C(2). In addition L, is the fixed point
group under the graph automorphism of the Levi factor, L, of P,; we
have L, = F,(¢) and L, maximal in L by (16.13). Consequently

17.9) L, = Loy Uﬂ:as>EF4(q) X SL(2, q) X =UL,= CP,(Z) .

Next we use Table 4 and (3.1) to show U, = @; = @} and [U,, U,, U,] =
Qi. Moreover ze¢ U; and [L,, U,] = U,.

We claim that the only parabolic subgroup of G containing X is
P,. For suppose that X < P¢. Since X involves F,(q) X SL(2, q) the only
possible values for ¢ are ¢ =1,2,7,8. By (2.3) we can choose a suitable
parabolic subgroup P of P¢ such that U, < O,(P). Then P/0,P) wil
involve F,(q) X SL(2,q). But then in P/O,P) some involution contains
F,(q) in its centralizer. Since |U,| = ¢* we can easily check that only
1 ="T is possible and here P = P¢{. Then Q)= [U, U, U] = (Q)? and
g€ NgyQ) = P,. This proves the claim. Since C4(?) is contained in a
parabolic subgroup we now have X = Cg4(2).

Set P = U, (e)U(c)U(c): ce F,>. Then P = Z(C4(2)) and there is an
element h e H centralizing U,U, but not U,. Consequently PP* = U, X P
contains ¢ — 1 conjugates of x,q — 1 conjugates of ¥, and (¢ — 1)* con-
jugates of z. We check that P = Z(X).

We still must find Cy(w), where v = U (1)U, 1HU,MU,(1). We begin
with Cgy,(u). Listed below are the roots se.#, such that U, does not
centralize one of the subgroups U,, U,, U,, U,.

U,,{S = Ty T'ss 115 T'135 T165 7'31}{3 + © = Ty0s Ts2s T35 V545 Vs 7'56}
Uis = 15 — atgy 719 — 05, 713 — gy 71y — 05, Tig — gy T}
{3 T Y = Tygy Tros T35 545 Vs 7'57}
Uﬁ{s =, + ay + 20, + a5, Ty, — g — ap — a,
(17.10) Tis — Qg — Oty — Qlgy Tyg — Oty — Qlgy T'yg — gy Ty}
{8 4 0 = 745y 750y Ts25 T'55) Vs Tor}
U,,,{S =Ty — O — gy T'yg — O — Oy 115 — Oy — gy
Ty — Gy — Oy Ty — g,y 7'19}

{3 + O = Tugy V505 Tog> Tsas s Tt}
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Consequently C (U,U,U,U,) = (U,: s€ %, s not in (17.10)>. In addition
for each ce F, u is centralized by each element of the form

17.11) U, (oU,(),

where 7,7, appear in (17.10) and 7, + p, = 1, + p, for p,, p, € {p, ¥, 6, 0}.
Consequently we have

17.12) U, = Cy,(w) =<U,, U, (c)U,(c): te Z, t not in (17.10), 1,7, a8 in
17.11)>.

Next we set

(17.13) Ly = (U, U, (U,,(€); U, (U, (0); U, ()U,y(€)s S5y 81855 8381, S8t C €
Fp.

Then we check that L, < C(u). Moreover if L is the Levi factor of P,
then L, is the fixed point group under the graph automorphism. Con-
sequently L, = Sp(8,9). By (16.8) L, is maximal in L, and since L £ C(w)
we check the action of H and conclude that X = U,L, = Cp,(w).

We note that U, < Q, and |U,| = ¢®. Using Table 3 and 4 we check
that U = Q, = Q} and that [U, U, U] = [Q,, Q,, Q,] = Qi Then uce U;.
Also |Uj| = ¢* and [[U, U, U)J| = ¢*. We have L, acting on [U,, U,, U,]
as on the natural module for SL(8,q) and there is a non-degenerate
alternating form preserved by L, Also [L,, X,] = X, and we can use
the action of L, on U, and the structure of U, to see that Z(X) =
U, QU ()U, (U, (c): ce Fy.

We claim that P, is the only parabolic subgroup of G containing X.
Say X < P¢{=P. Then L,= Sp(8, q) implies that ¢+3,4,5. First suppose
that ¢ = 8. Then |0,(P)| = |Qs] = ¢ and P’ = Cx(Z(0(P))). If Z(0,P))
N X 1 then Z(0,P)) N X is properly contained in Z(X).

We first claim that Z(O,P)) < U,. Otherwise since O,(P) is special
with center U? we have (U, N O,(P))/(U, N Z(O,P))) abelian and with the
structure of O,(P)/U, N Z(O,(P)) this forces |U, N O,P)| < ¢®, and hence
[U,0,(P)/0,(P)| > q*. But since P’/O,(P) = E.(q) and L, = Sp(8, q) this is
impossible. Consequently Z(0,(P)) < U,.

Now |U,0,(P)/0,(P)| > ¢* % = ¢*® and U, has order ¢* and is abelian.
Again the structure of O,(P) forces |U; N O,(P)| < q®. As Z(0,P)) < Z(X),
Z(X) = U? = Z(0,P)) (which would give u ~ x). Considering the possi-
bilities for U,0,(P)/0,P) we see that |U; N O,P)| > q. From here it
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follows that [U,, Uy, U] = Q% < O,(P). Indeed L, acts irreducibly on
[U,, U, Uy so if the containment were false then [U,, U, U] N O,(P) = 1.
But no parabolic subgroup D of E.(q) involving Sp(8,q) has Oy(D) of
class at least 3 with |[0,(D), O,D), 0,D)]| > q°. The assertion follows.
Let |Uy N U(P)|=¢q% Then 9<¢<29 by the above. Since Z(X) N
[U,, U, Ul =1, U, N O,(P) must centralize U; N O,P). The structure of
0,(P) then implies that |U, N O,(P)| < ¢ and |U,0,(P)/0,(P)| > ¢®*** > ¢*.
Next we use the fact that Qi < 0,(P) and Q3 is abelian to get Co,»,(Q3)
= ¢* (here we use the theory ofextra special groups). But Cy,(Q) <
Ns(Q3) = P,, and this implies that Coy,(Q3) < U, and |U, N O,P)| > ¢*.
But then |U,| > ¢¥¢* = ¢%, a contradiction. Thus ¢ # 8.

Suppose that ¢ =7. Then |0,(P)| = ¢®. Since |[Q;, Q;, Q]| =|Q}| = &,
we cannot have U, < O,P) = Q,. The only possibility is X < P/ N P9
forj =1or6and geP. Then |U,0,(P)/O,P)| < q¢"and|U, N U,(P)| > q*.
Also in this case Uj; < O,(P), so Qi < O0,(P) and Z(0,P)) < N(Q3) = P,.
But O,(P) has center of order ¢* which will be centralized by L,. This
contradicts |[Z(X)| = q.

Next assume that ¢ =6. Here (P/0,P)) = SO*(10,q) X SL(3, q).
As [L, U] = U, we must have U, < O,(P). Since O,(P) ~ Qs Z(0,(P)) ~ Q¢
which is centralized by L,. As above this contradicts |Z(X)| = q.

If 1 =1, then |0,(P)| <|U, and we have U, £ O,(P). Then we have
X < P{ N P for some j and some ge P. By orders j # 2, so by our
previous work this is impossible.

Finally if ¢ =2 we argue that by the above U, < 0,(P) and then
Q3 = [U,, Uy, Uy] = [04(P), 0,(P), 0,(P)] = (Q3)?. So geN(Q}) = P,. This
proves the claim. Consequently Cy(u) = Cp,(w) = X.

Setting P = U, (U, (c)U,(0)U,(c): ceF,>) we have P = Z(X) and
there is an element 2 € H centralizing U,U,U, but not U,. Then PP" =
P x U, contains q — 1 conjugates of 2, and (¢ — 1)’ conjugates of wu.

We have now completed our analysis of Ey(q) and we summarize
our results as follows.

(17.14) The maximal parabolic subgroups of G containing the centralizers
of the involutions in (17.1) are as follows.
) Cex) < Py
i) Cey) < P,
iii) Csx) < P,
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iv) Cgw) < P,.
In particular no two of the involutions x,¥,z,u are conjugate.

(17.15) 1) Cg®) = O¥(Py) = Qgly, where Ly = E.(q) acts irreducibly on
Qs/U, = Q,/Qi. Also Py = Qy(Ls X W) where W, is cyclic of order q — 1
and Co(W) = W, X L.

i) Cely) = U,Ly, where U, = Q, and L, = Sp(12, q) is as in (17.4).
Also yeUy=2ZU,y), [L, U] = U, and Czy) = Csy). Let P = {U,Lc)
Uc):ceF,>. Then P = Z(Cs(y)) and there is an element he H such
that PP* = P x U, < Ce(y) contains 2(q¢ — 1) conjugates of x and (q — 1)
conjugates of y. The group L, = SO*(14,q) acts on U, preserving a
non-degenerate quadratic form. In this action P is an amisotropic 1-
space.

iii) C4(2) = U,L, where U, < Q, is given by (17.8) and L, = F,(q)
X SL(2, q) is given by (17.9). We have ze U, = Q} and [U,, U, U,] = Q.
Also P =<U,()U,(c)U(0): ceF,» = Z(Cx(Z)), [Ly, Ul = Uyand |Co(y) : Cu(y)'|
=1,2 depending on whether q > 2 or q =2. There is an element hec H
such that PP =P x U, < C4(2) contains q — 1 conjugates of z, ¢ — 1
conjugates of y, and (¢ — 1)* conjugates of z.

iv) Cqw) = U,L,, where U, L, are given in (17.12) and (17.13).
Here U, < Q, and L, = Sp(8,q). We have ue U, = Qi, [U,, U,, U] = Q3,
[Ly, Ul = Uy, and Cgy) = Cey)’. Setting P =<U (U ()U,(c)U,(c):
ceF,) we have P = Z(Cg(w)). There is an element heH such that
PP =P x U, < Cg(w) contains q — 1 conjugates of x, q — 1 conjugates
of z, and (q — 1)* conjugates of u.

Section 18. Involutions and centralizers in the exceptional rank 2 groups.

In this section let G = G,(q@) q > 2,°*D/(q), ?F'(q) or *F,(2)’, where ¢q
is a power of 2. We will simply record the information on centralizers
since much of this already appears in the papers of Thomas [23], Thomas
[24], and Parrot [18]. For example the involution classes are given in
these papers. The centralizers are either explicitly presented in the
appropriate reference or easily obtained from the given information and
the commutator relations. These results are also easily obtained from
Fong-Seitz [10] Sections 9 and 10, using a root diagram and arguing as
in earlier sections.

In each case the group G has a (B, N)-pair of rank 2 (except for
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’F,(2)") and we can label the roots with respect to a fundamental set
{a, a;} for 4. Then <s,,8,) = D,, if G = G,(q) or °D,(g) and (s, 8,> = D,
if G = (¢). In the first case we assume that «, is a long root and a,
a short root.

Listing the roots in 4* we have

A" ={ry =, 1y = a5 = ()8, 7y = (@)81, 75
= (@0))8,8,, 15 = (“2)3132} y Or
(18.1) .
A = {r, = a;, 1, = 75 = ()8 s = (@8, T

= (@))8,81, 75 = ()88 17 = ())8,8:82y 15 = (@02)8:8:8:} »

depending on whether (s, s,> = D, or D,. If G = G,q) then U, and
U,, are elementary of order ¢, while if G =°D,(q), U,, and U,, are ele-
mentary of order ¢ and ¢® respectively. If G = *F,(q) then ¢ is an odd
power of 2, and we order «,,«, so that U,, is elementary of order ¢ and
U,, is isomorphic to the Sylow 2-subgroup of Sz(g).

(18.2) G has 2 conjugacy classes of involutions with representatives z,
t. If G =Gy q or *D(q) we may choose z = U, (1) and t = U, Q). If
G =*F(q) or *F,(2) we may choose ze 2(U,) and t=U, (). 2z is a
2-central involution and t is not a 2-central involution.

Let P, =<{B,s,y and P, ={B,s,;> be the proper parabolic subgroups
of G if G =+ *F,(2), and if G = *F,(2)’ let P, be the intersection with G
of the appropriate parabolic subgroup P, of G = *F,2).

(18.3) If G +*F,(2) then P, is the unique proper parabolic subgroup G
containing Cg(z) and P, is the unique proper parabolic subgroup of G
containing Cg(t).

(18.4) Let G = G4q), q > 4.

i) Cgz) = O¥(P) = U,L,, where U, = 0,P) and L,=<U,.,> =
SLZ2,q). Also Z(Cs(2)) = U,, and Cy(z)’ = Cy(2).

i) Cg) = ULy, where U,=U, X U,, X U,, and L,=<U.,> =
SL2,q). Also U,L,= (U,, X U,)L, X U,, where L, acts trreducibly on
U, xU,.

(18.5) Let G =°D,q)
) Ce® = 0¥(P) = UyL,, where U, = O(P) and L,=<U,,> =
SL2, ). U; > Z(Cs(2) = U,, and Cs(2) = Cg(2).
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i) Cq®) = U,L,, where L,=<U,,,»=SLZ,q) and U,=U,U,U,V,,
V. where V, ={U,(c):ceF; and tr(c) =0}. Also [L, U] = U, and
U, > Z(Cs(t) = {U,(c): ce Fgl.

(18.6) Let G =?F(q). If q =2, then *F,(q) — *F(q) contains no invo-
lutions.
i) Cgr) = O¥(P) = U,L,, where U, = OyP) and L,=<U,,>=
Sz2(9). Z(Ce() = 2(U,,) and [U,, LU,, = U, Also 2,U,,) < [U,, L]
iiy Cg(t) = ULy, where L, =<U,,> = SL2,q9) end U, = 2,U,)
U, .U, U, U,U,U,. Here Uy=2U,)U,.2U,), ZCot) =U,, and
[U,y, L] = U,.

Let U,L, be the centralizer of an involution as described in (18.4),
(18.5) or (18.6). Assume that L, % S, or Sz(2). Let W,= L, N H, ex-
cept in case G =3D,(q) and U,L, = Cy(z), in which case we set W, =
(L, N H)? ', a cyclic group of order ¢* 4+ q + 1. Then

(18.7) E(Cy(Wy) = O*(Cs(Wy) = L with L as follows

i) If G=G(q) and Cy{) = UL, then L =<U,,> = SLZ2,q) if
q>4, and L =<U,,,U.,,U..» = SL(3,4) if ¢ =4.

ii) If G =°DJ(q) and C4) = UL, then L=<U.,,U.,,U.,>=
PSL(, q).

iii) If C =@ and Cy(2) = U,L,, then L =<U,,,> = Sz(q).

ivy If G = GyUq) or *D(q) and Cy®) = U,L, then L =<U,,> =
SL(2, q) or SL(2, ¢®), respectively.

v) If G="FQ and Cyxt) = UL, then L =<U,,> = SL(2,q).

Section 19. Outer automorphisms.

Let G =G(¢) be a Chevalley group of characteristic 2 with Z(G) =1
having root system 4, and regard G < Aut(G). In this section we will
determine the classes of involutions in Aut(G) — G and their centralizers
in G.

First we need the involutions in OQut (G). In any case Out (G) has
at most 3 classes of involutions. If 4 has no double bonds and G is
untwisted, then each involution in Out (@) is conjugate to a graph, field,
or graph-field automorphism of G. In this case Out (G) can have 0, 1,
or 3 classes of involutions depending on the existence of field automor-
phisms of F, and on whether 4 admits graph automorphisms. When G
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is untwisted and 4 has a double bond and admits a graph automorphism
(4d=F, or B,, as G, will not occur in even characteristic) a different
gituation occurs. For this see (19.3). In the twisted groups there will
be a unique involution in Out (G) except for G = *F,(q) where there is
none and G = 3D,(q) where there is one only if ¢ is a square.

If G =PSO~(2n,q), then Out(G) has just one involution and the
results of Section 8 give the necessary information on involutions in
Aut (G) — G. For G = PSO*(2n, q) Section 8 gives the involutions in the
coset of the graph automorphism of 4. Consequently these cases will
not be discussed here.

The first result handles field automorphisms.

(19.1) Suppose that G = G(qQ) is an untwisted Chevalley group or that
G =3D,(q). Assume that q = q: and that ¢ is an nvolutory field auto-
morphism of G. Then Go contains just one class of involutions and we
have Cglo) = G(qy).

Proof. This follows from Lang’s theorem [17]. However an ele-
mentary proof is as follows. Let B = UH be a Borel group normalized
by o, chosen such that H is a e¢-invariant abelian group of odd order.
Write H = H, X H,, where H, = Cy(c) and H, = [H, o].

Let x e Go be an involution. As U{s) is Sylow in G<{¢) we may
assume « € Ug. Consider the group UH<{c). We claim that Cy(H)=1.
Otherwise considering the decomposition of U into a product of root
groups we see that H, < C(U,) for some sc4*. However ¢ acts as a
field automorphism on {U_,> = SL(2, q) (or possibly SL(2, ¢°) if G = 3D (q)),
so that H, N (U,,> # 1 and acts fixed-point-freely on U,. This is im-
possible, proving the claim.

Now (2.1) applies and gives the result.

(19.2) The following groups G have each involution in Aut(G) — G
conjugate to a field automorphism: G,.q), D (q), PSp2n,q) n > 3, E(q),
and Eq).

Proof. For each of these groups there are no graph automorphisms
and all diagonal automorphisms have odd order. The result follows from
(19.1) and Steinberg’s theorem [21].

(19.3) Let G = PSp4,q) or F,(q). Then Out(G) is cyclic of order 2a,
where q = 2%, In particular if q is a square, then each involution in
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Aut (G) — G is conjugate to a field automorphism of G.

Proof. If ¢ is a graph automorphism of G then one checks (see
Carter [6], Section 12.3) that o can be chosen such that <{¢*> is the
group of field automorphisms of G. Consequently Out (G) = {¢)>. If ¢*
has even order, then each involution in Out (G) is in {¢*> and the result
follows from (19.1). This proves (19.3).

The following lemma is easily checked.

(19.4) Let = be an involution acting on an elementary 2-group M. If
|Cu(t)| = | M2, then each involution in Mz is conjugate to r.

(19.5) Suppose that G = PSp4,q) or F,.(q) and let t be an involution
in Aut (G) — G. Then all involutions in Aut(G) — G are conjugate.
Moreover

i) C4(t) = PSp4,q,) or F,(q,) tf q is a square and q = ¢

ii) Cgz(t) = Sz(q) or *F(q) if q s not a square.

Proof. If q is a square we are done by (19.3) and (19.1). So as-
sume that q is not a square. Let ¢ generate the group of graph auto-
morphisms preserving 4 and normalizing U. Let r be the involution
in {¢). We may assume that te<G. In fact since U e Syl, (G) we may
assume that te<U.

We will give the proof for F,(q), leaving the easier case of PSp(4, q)
to the reader. We define normal subgroups U, < U, < U, of U. For
each 7, U, will be the product of root groups and these roots occur in
pairs, orbits under the graph automorphism of 4. The roots are

g, = {{1122, 1111}, {1222, 1121}, {1242, 1221}, {1342, 1231}, {2342, 1232}}
g, = 6, U {1120, 0111}, {1220, 0121}, {0122, 1100}}
6, = 6, U {1100, 0011}, {0120, 0110}} .

Then U; = [[ U;, where {s,s’} €8, for some s’. Using (3.1) and Table 1
we easily check that each U, < U. Let U,=1,U,= U, and consider the
quotient U,,,/U, = V,,i=0,1,2,3. For each such ¢, V, is the direct
sum of elementary subgroups and these subgroups occur in pairs such
that r interchanges the subgroups in a given pair. Then by (19.4) all
involutions in V,r are conjugate. Apply this to V,,V,, V,, and V, and
obtain ¢ ~ z.

Finally (ii) holds since we know that some involution in Aut(G) —G
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has the correct centralizer.

(19.6) Let G(q) be an untwisted Chevalley group admitting an involu-
tory graph automorphism r and an involutory field automorphism o such
that [o,7] = 1. Then all involutions in Gar are conjugate to or. More-
over q = q; and one of the following holds:
i) G = PSL(n,q) and Cglor) = PSU(n, q,)
ii) G = PSO*(2n,q) and Cglor) = PSO~(2n, q,)’
iii) G = E(q@) and Cglor) = E(q,).

Proof. The information on centralizers is standard, so we need only
prove that all involutions in Gor are conjugate. We argue as in (19.1).
Let B = UH be a Borel group. We may assume that ¢ and r normalize
U and H, and we write H = H, X H, with H, = Cy(¢7r) and H, = [H, o7].
As in (19.1) it will suffice to show that Cy(H, = 1.

Let G,/G be the group of diagonal automorphisms in Out(G). Then
G,/ G is cyclic and G, = [Gy, z]Cg (z0), so all fusion in Gyre is accomplished
under the action of G. Hence we may take G = G,.

Let <¢> = F¥ and for each i =1, ...,n let y;, be the character such
that y(a;) =¢ and y(a;) =1 for all j#4¢. Set h, = h(y;). Then for
t=1,.-..,n [h;or]l e H,.

If Cy(H,)) # 1, then U, < Cy(H,) for some re 4*. Write r = 3 r,a,.
Then

U = (UAE) D
= U
= U@y,

where U: = U, and s = } d;a;. Therefore ¢} — 1 divides 9,9, — y;. We
now use information concerning the roots in 4*, for which the reference
is Bourbaki [5]. Since G = PSL(n + 1,q), PSO*(2n,q), or Eq), some
d; must equal 1. Then for this value of ¢ the divisibility condition
forces y7; — @, > ¢ — 1 and hence y, > 5. But this does not occur, proving
(19.6).

The remaining cases not treated in Section 8 are G = PSL(n,q),
Ey(q), PSU(n, q), and *Ey(q). In the first two cases let ¢ be an involutory
graph automorphism preserving 4 and normalizing U, H in a Borel group
B < G. In the second two cases we let ¢ be the graph automorphism
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of the non-twisted group defining G and restrict ¢ to G. Again we
assume B < G is Borel and normalized by o.

We must determine the involutions in Ge¢ and their centralizers.
The methods are similar and we will need the following lemma.

(19.7) Let G, o be as above and tc Cgzlo) N Z(U). Write Q@ = 0,(Cs(1))
and assume that Cgy,z.q,(0) = Cya)/Z(Q). Then Cylat) = Celo) N Ce(d).

Proof. First we note that there is a root r e 4* such that Z(U) =
Z(U, and U, < Q. If G=PSUn,q), n odd, then U, is special of order
¢* and ¢ inverts elements in U, — Z(U,). Consequently the covering
condition fails and this case is out. Thus Z(U) = U, and |U,| = q. Then
Ce(U,) = Ce(t) = QR X H) where Hy < H,Q = 0,(Cs(t)) and R’ = R is
a Chevalley group satisfying U = Q(U N R).

Since (U N R)’ = U N R the covering condition on @ forces Cy(s) to
cover U/Z(Q) N Cle) = UJU, N Cle). Let xeCqlot) and write 2 = 4w,
with 4,,4,¢ B, we N. Then /:twtés'c Bw’B. Since Cy(o) covers Cy (o)
we may assume that we Cy(e) < Cglo). Now we use the Bruhat decom-
position and write BwB = BwU,, where U; = U N U** and where w,
is the word of greatest length in {s,---,s,}. So we may assume z =
houwu, for u, e U, hye H,u,c U.

First assume that te U;. We then apply the uniqueness of the
Bruhat decomposition, obtaining hfu’t = hetuit = hu, and tug® = tui =
u,. Read these equations modulo U, <IB. We conclude that k¢ = h, and
using the covering condition we also have %! = u, u = u,. So we are
done in this case.

Next assume that te U, = U N U¥. Then hutwtu, = hutt* wu,
and t*"*e U. Conjugating by ot we get the equations A = h,, uitt* ™' =
Uy, U5 = u,. Reading modulo U, we get hi! = h,, so we need only show
that u! = u,.

If t*7'eU,, then we argue as above to get U = U,. So we may
assume that t*7*e U, # U,. Then s and r have the same length and
|U,| =|Us| = q. We can factor U = U/U, = [| Ur;, where r;e 4% — {r}
and where respresentations of elements are unique. Consequently t* ™' ¢
U, for s a root with (U,)° = U, and #%, having non-trivial projection to
U,.. Otherwise u{t** has more non-trivial factors than #,. However
the action of ¢ implies that U.(c)° = U, (c) for each ce F,. This situa-
tion is impossible, proving the lemma.
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(19.8) Let G = PSL(n, @), Ey(q), PSU(n,q), or *E(q), and let ¢ be the
graph automorphism as in (19.7). Let r be in 4% such that Z(U,) = Z(U)
and let te Z(U,):.

i) If G = PSL(n,q) or PSU(n,q) for n odd, then all involutions
m Go are conjugate to .

ii) Otherwise each involution in Go is conjugate to either ¢ or ot.

(19.9) Let G,o,t be as in (19.7).

i) If G = PSL(n, q) or PSU(n, q) for n odd, then Cglo) = PSO*(n, q).

il) If G = PSL(n,q) or PSU(n, q) for n even, then Cg(o) = PSp(n, q)
and Cg(ot) is isomorphic to the centralizer of a transvection in PSp(n, q).

iii) If G = E(q) or *E(q), then Cgzlo) = F(qQ) and Cg(ot) is isomor-
phic to the centralizer of a central involution in F,(q).

In cases (i) and (iii) Go contains precisely 2 conjugacy classes of
involutions in Aut (G).

We note that (19.9) follows from (19.7) and (19.8) once the cover-
ing condition appearing in (19.7) has been checked.

We let r be as in (19.8) and t e Z(U,)* (recall that U, = Z(U,) unless
G = PSU(n, q) for n odd). Then P = N(Z(U,)) is a parabolic subgroup
of G and OY(P) = Cyx(t) = QL where Q = O,P) and L = SL(n — 2, q),
SL@6, ¢), SUn — 2,q), or SU(6,q), accordingly as G = PSL(n,q), E(q),
PSU(n, q), or *E(q) (see [7], Sections 3, 4). Moreover we can choose L
such that U N L e Syl, (L) and L is g-invariant.

In each case @ can be factored as a product of root subgroups,
Q=1TI%U,, and Q=Q/ZWU)=U, X --- x U,,. If |U,|=q and U,
= U,, then ¢ centralizes U,,. On the other hand if |U, |= ¢* and Uj;,
=U,, then U,[(c¢) = U,/(c9). Finally if |U,,|= ¢, then r, =17, Cy (o) =
Z(U,) and |Cy,(0)|=¢q. If G+ PSL(n,q) for n odd, then U;, =U,, + U,,
implies that [U,,,U,] = 1. From this information one can verify the
covering condition of (19.7) in each of the relevant cases.

What remains is the

Proof of (19.8) First we note that if G = PSL(8,q) or PSU(, q)
then (19.8)(i) is well-known. For sed let Z;, = Q,(U,) (Z, = U, unless

G = PSU(n, q), n odd) and set X =<Z,,Z_>.

Let j be an involution in Go. As Cg,4(Z,) = QL{¢)>, we may assume
that j centralizes Z,,j e QL{c). We claim that for some ge G {Z?,Z¢")
~ X. To see thig it suffices by (12.1) to find g ¢ G such that Z¢,Z¢" do
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not generate a 2-group. This we do by induction on the rank of G.
If G =SL(3,q) or SU, q) we use the fact that (19.8)(i) holds and check
this directly. Otherwise consider je QL{s> and note that ¢ induces a
graph automorphism on L. Consequently we let 7 act on QL/Q and
apply induction.

By the above we may assume that ;7 normalizes X and conjugating
by an element of X = SL(2, ¢) and using the fact that O¥(Cs(X)) = L we
may assume that tj e L{¢)>. Inductively we have j ~ tuoc where u = 1 or
U,(1), for s the root of highest height in the room system 4, C 4 of L.
Moreover v = 1 if G = PSL(n, q) or PSU(n, q) with n odd.

Say G = PSL(n,q) or PSU(n,q) with n odd. Then j ~ts. If G =
PSU(n, q) then ¢ acts on U, and inverts a homocyclic subgroup of order
q¢* and exponent 4. It follows that t¢ ~¢. If G = PSL(n,q), then U, =
[U,, Us,] where s;, =a; + +++ + @ 1y 82 = 8§ = @nynys + + -+ + a,. Then
o acts on U, U,U, and again ¢ ~ ot.

For the remaining cases we are done if u = 1. Consequently we
may assume j ~ tU,(1)e. We now perform simple computations to ob-
tain the result. For G = PSL(n,q), r=a;, + -+ + a,_, and s =a, +
-+« + a,_,. Then ¢ centralizes U, (1)U,,_,1) =g and (tU,1))’ = U,,.,(1)
U,..,_,DU,1). As ¢ interchanges U,,,(1) and U,,,, (1) we have j ~
(U, QDU,Q)o)* ~ U(1)e ~ te as desired.

Suppose G = E((q). Then s=a, + a; + a, + a; + ;. Conjugating
tus DY $,8,8,845:55545:8:8:568; € C(0) we have j ~ U, (DU, .,+.,(Do. Consider-
ing (U.ey Usopp Usuyy = SL(4, @) we use the above to get j ~ U,,,...0ei(1)a
and hence j ~ to.

Finally, suppose that G = ?E (q) or PSU(n,q) for n even. Then
there is an element w € W such that {r*, s*} = {a,, a, + 2w}, {a,, @, + 2a,_3}.
Then weC(o) and we have tuoc ~ U,U,,3(L)s, where (U, U,> =
u.,u,U0,.,U,,, is isomorphic to a Sylow 2-subgroup of PSU(4,q). Then
U.MU,, ;D)7 = UMU,,,(1e and conjugating by U_,(c), for ce F}
with ¢ + ¢? =1, we have tusc ~ U_y(1)e. Finally the action of ¢ on U_,
described above together with (19.4) shows that U_,(1)¢ ~ ¢. This com-
pletes the proof of (19.8).

Section 20. Hypothesis II for Chevalley groups of characteristic 2.

Let A be a perfect central extension of a Chevalley group 4 = A/Z(A)
defined over a field of characteristic 2. We will use our information on
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involutions in Aut (4) to prove

(20.1) Let T be an elementary abelian 2-group acting on A and K < TA
such that
1) my,(T) > 1.
ii) T eSyl,(K) and K = O(K)T.
iii) T N CA) =1.
iv) K 1is tightly embedded in TA.
Then T < AC(A).

(20.1) is called Hypothesis 2 in [1] and this result will be essential
in [3].

Assume (20.1) is false and A is a counterexample. We will use
the following notation: K, = 0,(K) < A and T,=T N AC(4). Since
AC(A)/C(A) = A we will let bars denote projections of subsets of AC(4)
to A, when no confusion arises from this abuse.

(20.2) A has (B, N)-rank n > 1.

Proof. This can be easily checked from the known structure of
Aut (4).

(20.3) T, + 1.

Proof. Suppose T,=1. Then m,(T) > 1 implies that Out (4) con-
tains a klein group and the Dynkin diagram of A is simply laced. By
Griess [13] either A =~ L,(4) or Z(A) has odd order. In the latter case
C4(t) covers Cz(t) for each te T This also holds if A = L,(4) since
C,() covers OX(Cz(t)) = Cz(t) for each te T Also for teT* [Cx(t),T] <
Ci(t) N K, and so T centralizes Cz(£)/0,. ,(Cx(t)) for each involution ¢ e T*.
Now T contains involutions ¢,, ¢, such that ¢ is in the coset of a field
automorphism of A and ¢, is in the coset of a graph-field automorphism
of A. However (19.1) and (19.5) show this to be impossible.

(20.4) N _(K) is 2-constrained.

Proof. K = O(K)T. By (20.3) we may choose te T¢. Then ¢t must
centralize E(N 4(K)/OWN 4(K))) and so O, (N (K)) = X = OX)Cx(t). As
C4(t) < N4(K), Cx(1) AC,4@). But 0,,5(C4(#) = O(C(A)) and so O, z(N(K))
= O(N(K)) proving the lemma.

(20.5) C4(t) is 2-constrained for each te T*.
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Proof. L(C®) < LIN(K)) =1 by (2.2) and (20.4).

Knowing (20.5) we can immediately use the information in Section
19 to eliminate many possibilities for A. Let j,e T — AC(4). We then
have

(20.6) T =T, 7> and either A = PSO*(n,q) with n > 8 even and j, of
type b, for some ¢, or letting o, t be as in (19.8) (and replacing G by A)
we may assume that A = PSL(n,q) n even, PSU(n,q) n even, E(q), or
K(q), and j, = ot.

Proof. Use (20.5) and the results in Section 19.
20.7) T<K and T s tightly embedded.

Proof. We first claim that Cz(T) contains a klein group. Let je Tt
Then C3(j) is 2-constrained and 0,(Cz()) =1 (by (2.4)). Also T, < C1(%)
so assume that T, = {j>. C4(4) covers OCzi(). So [0YCi()),T]1 <
0*(Cz(H) N T,K. Since 0,(Cz()) =1 we must have this commutator
contained in T, = <{j>. It follows that O*(Cz(5)) < Cx(T). So if the claim
is false 0%C4(4)) has 2-rank < 1 and is 2-constrained. The only possi-
bility is O*(C(4)) = 1 or SL(2,3). The latter case contradicts the known
structure of Cz(j), and O¥Cs(j)) = 1 forces A = L,(2) where we also ob-
tain a contradiction.

Let U, be a klein group in Cz(T). Then O(K) = I',,;(O(K)) by (2.5),
go it suffices to show that Q = Cyx,() =1 for each we U}. We have
Q =TI, 7(Q) by (2.5) so we need only show P = Cy(t) =1 for each xz¢ T*
But as C (%) is 2-constrained (2.4) implies that P < O(Cr(u)) = 1. This
proves (20.7).

At this point we may replace K by T.

(20.8) If Z(A) has odd order, then Cz(x) < Ni(T) for each xec Tt In
any case [O¥(Cx(x)), T] < T.

Proof. If Z(A) has odd order, then Cz(x) = C,(x) and (20.7) gives
the result. The second statement is similarly proved using OXC,(x)) =
OX(Cx(x)).

(20.9) If A % PSO*(n,q), then t*e T,, where t is as in (20.6), for some
aeA and Cit) = Cai(t?).

Proof. We take j, = ot as in (20.6) and consider C4(j;). From (19.8)
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we have C;(j,) isomorphic to the centralizer of a transvection in PSp(n, q)
or to the centralizer of an element of a root group in F,(q), depending
on whether 4 is as in (19.8) ii) or (19.8) iii). In either case 0*Cy(j)) =
C3(5,), so (20.8) implies that C;(j,) < Nx(T). Consequently T, < C4(j,) =Y.

We consider the structure of Cy(5,) (see [7], (83.2) and (4.5)). In
either case Z(Y) is a root group of A. Given any normal subgroup
J<Y either Z(Y) <J or J < Z(Y). Consequently T, N Z(Y) #+ 1 and the
result follows.

(20.10) A £ PSL(n, q) n even, PSU(n,q) n even, E(q), or *Eyq).

Proof. Let j, = ot as in (20.6) and t*e T, as in (20.9). Let ve T}
such that v =¢2. By (20.8) and (20.9) O*Cz(v)) = O%(C3(®)) < Nz(T). In
particular j, centralizes X = E(C3(v)/0,Cx(v))). However from the def-
initions of ¢ and ¢ we see that ¢ induces an involutory outer automor-
phism of X. This is a contradiction.

We are left with the use 4 = PSO*(n,q) n>q even and 7, inducing
b, for some ¢, (see (20.6)). Consequently we may assume A{j,)> = AT =
O%(n, q). Accordingly we let M be the associated n-dimensional space
over F, having a non-degenerate quadratic form preserved by A. Let
jeTs and P, the stabilizer in A of [M,j]. Then P, is a parabolic sub-
group of A with Pi* = P,. Let V = 0¥(Cx(j)/0,C3())). Then V is the
central product of certain linear groups as described in Section 8.

We first note that V7 = V and also (20.8) implies that [O%(V),T] <
VNT=1. Consequently 7, centralizes O%V). On the other hand P; is
a maximal parabolic subgroup obtained by omitting the ¢™ node of the
Dykin diagram. Consequently O¥(P;/O,P,)) is the central product of
SO*(n — 2¢,q) and SL(4,q). Suppose j is of type a,, Then from (8.6)
we have V the central product of SO*(n — 24,q) and Sp(4,q). As j,
centralizes O%V), j, centralizes the factor isomorphic to SO*(n — 24, q)
in O*(P,;/O%P,)), and since 7, is a graph automorphism of G, we must
have n — 24 < 2. We also note that since Cz(x) is 2-constrained for
each z ¢ T* we must have j, and j,j inducing outer automorphisms of
A of type b,, b, with ¢, > 1 and ¢, > 1.

Now N(T) < P where P is a proper parabolic subgroup of 4, the
stabilizer of a singular subspace, M,, of the natural module M. Using
the known structure of Cj(j,), and Cz(j,j) given in (8.7) one verifies that
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O0YC4x(7)) and O%Cx(7,7)) stabilize unique isotropic subspaces of M of
dimensions ¢, — 1, 4, — 1, respectively. Consequently 4, —1 =4, — 1=
dim (M,). Similarly if 7 has type ¢, then from (8.9) we see that 0*(C31(3))
stabilizes precisely two isotropic subspaces of M of dimensions 1 and
¢—1. As dim (M) = ¢4, — 1 is even, this is impossible. Consequently
7 has type a, and from earlier remarks n — 24 < 2.

Next we use (8.6) to check that Cz(j) stabilizes precisely one isotropic
subspace of M having dimension 4. If n — 24 =2, then OXCz(3)) will
stabilize isotropic subspaces of dimensions 4 and ¢ + 1. As 0¥Cx(3) < P
we have ¢/ = ¢, — 1= 4, — 1 in all cases. Note that if » = 8, then we
must have 4, =4, =38, so £ =2. This contradicts n» — 2/ < 2. Con-
sequently n > 8, Z(A) has odd order and Cz(5), Cz(7), Cz(5.7) are all in P.
Moreover £ > 4 and since 24, < n we have n = 24, = 2/ + 2.

Let # =<, --,2,> be an ordered basis for M as in (8.2), so that
J is in orthogonal Suzuki form relative to 4. Then M, = [M,j] = {x,,
.-+, x> is invariant under Cz(j,) and it follows from (8.3) that M, =
welM,7]: Q) = 0>. Then j, stabilizes M{ = &}, -+, Ty Typ1y Typoy =

{&yy vy ®,_,». From (8.3) we see that there is another basis {z,, --., 2,
x,y} of Mi such that (x)j, =1 and Wi, =2+ ¥, Q) =1, (x,y) =1,
and <{#,y> is non-degenerate. With respect to the basis &’ = {z,, - - -, z,, @,
Yy B_girs * + +» Xo} J 1s still in Suzuki symplectic form and 7, has matrix form
I,
1
11
B B 1,

for some ¢ X £ matrix B and column vector 8. We have Cz(j) < Nx(T).
Suppose B+ 0. Let

be 2 X £ and ¢ X 2 matrices and let g e C4(7) be the matrix

1,
0 Q I,
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Then j, = 7¢7, satisfies dim [M, 7,] = 2 and so Cz(j,) £ P. As j,e T, this
is a contradiction.

Section 21. Coverings of classical groups.

HyYPOTHESIS 21.1. A is a quasisimple group such that Z(4) is an
elementary abelian 2-group and A/Z(A) = A is a classical group L,(q),
U.(9),Sp,(q), or 2:(q),n > 4,q even. Exclude the cases where A4 is
L2 = A, or Sp,2) = S,. If A is orthogonal take n > 8.

If Z(A) = 1 then results of Steinberg and Greiss (eg. [13]) show A
to be U,2), Uy(2), 2:(2), or Sps2).

HYPOTHESIS 21.2. T is a 4-group in A with T N Z(4) =1 such
that for each tc T* T < 0,(C4(t)) and either

i) [T,t+NC,M] =1, or

i) T dC.0).

In this section we prove

(21.3) Let A satisfy hypothesis 21.1 with Z(A) = 1. Then there exists
no 4-group T in A satisfying hypothesis 21.2.

Assume 21.3 to be false and let T' be a counter example in A. Let
teT:. We consider the four possibilities for A separately.

@l.4) 4 # UQ).

Proof. Assume A =~ U/2). Then A = Sp(4,3). Then there is a
unique class t4 of involutions with tc A — Z(A). Further <{t>Z(A4) is
the unique normal 4-group in C,(%).

@1.5) A 2 U,®).

Assume A = Uy 2). By Section 6, A4 has 3 classes of involutions with
representatives 7,,7, and 7,. Next

21.6) |Z(A)| <4 and A admits a group of automorphisms transitive on
Z(A) and fizing each class of involutions in A.

So in particular there is a unique covering B of A such that Z(B)
= {z) is of order 2. The following facts appear in [16]. B has 6 classes
of involutions =,d,dr, 7,7z, and n, where d = 7,7 = j,, and @ = 7,. In
particular each involution Z in A lifts to an involution z of B and if =
is fused to j, or j, then Cz(&) = Cp(x) while |Cs(m): Cx(n)] = 2. Hence
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by 21.6 if follows that

@L.7) Let Z(A) ={2;:1<i<m=1|Z(A)|}. There are 2m + 1 classes
of involutions in A — Z(A) with representatives dz;, rz;, and n,1 <1 < m,
where d = j,,7 =4, and T = j,. If x is fused to dz; or rz; then Cz%)
= C,(x), while if © ~ n then |Cx(Z): C(x) = m.

It follows from 21.7 and 10.6 that we may take ¢t =% and s ~n
for each seT* Next, calculating using Section 6 we find C;(@) = YX
where Y is elementary of order 2° and X =~ U,(2) is the extension of an
elementary group W of order 9 by a quaternion group @. Further Y
is generated by involutions ¥ of rank 1 or 2, so Cz(#) = C.(y¥) and hence
OY)=1. As T<O,C.1t) =Y,Y centralizes T. As |C:®): C,(n)| =
m < 4, each involution u with % e @ centralizes t. Thus if v is an in-
volution with [7,%] = 1 then [v,t] = 1. So by 10.6 we conclude T < C,(%).
Then W centralizes 7. But W acts without fixed points on Y/{Z>, a
contradiction. This completes the proof of 21.5.

(21.8) A % 2;(2).

Assume A =~ 2;(2), Then by Section 8, A has five classes of invo-
lutions with representatives a,, c¢,, ¢, a,, and a;. Next

21.9) |Z(A)|=m <4 and if m =4 then A admits a group of automor-
phisms transitive on Z(A), fixing a, and c,, and permuting c, a, ond
a; transitively.

So in particular there is a unique covering B of A with Z(B) = {(r)
of order 2. From [11] and [15] we find there are 4 classes of involu-
tions in B — Z(B) with representatives a, b, ¢, and cr, where @ = a,, b =
¢, and ¢ = ¢, a, and a lift to elements of order 4. Therefore with
21.9 we conclude

(21.10) If Z(A) =<x) then there are 4 classes of involutions in A — Z(A)
with representatives a, b, ¢, and cx, where @ = a,, b = ¢, and ¢ = ¢,. If
|Z(A)| = 4 then o and b are representatives for the classes in A — Z(A),
with @ = a, and b = c,.

If |Z(4)| = 2, then Cz(€) = C4(c), so by 10.8 we conclude ¢ » ¢ or
cr. Suppose t =a. Calculating using Section 8 we find 0%(Cz(@)) = XY
where Y = 0,(C4@)) = <Y N a*) is extraspecial of order 2° and X is of

https://doi.org/10.1017/5S0027763000017438 Published online by Cambridge University Press


https://doi.org/10.1017/S0027763000017438

88 MICHAEL ASCHBACHER AND GARY M. SEITZ

order 27 and acts without fixed points on Y/<@>. As O%(Cz(@) = O(C (@),
we have a contradiction. Therefore

(21.11) s ~ b for each se T

So we may take t =b. Let W = O¥C,%) and Q = O,W). Then
calculating using Section 8 we find

(21.12) Q = <#* N Q> with Z(@Q) = 0,(C:(®)) N C(Q) = (T) X [Z(Q), X1 where
X e Syl, (C4(t)). Moreover t2 N Z(Q) = I[Z(Q), X].

Now if [t4 N C(t),T] =1 then by 21.12, T < Z(®). On the other
hand if T JC,(t) then X centralizes T and then W = {(X°®>» < C(T). So
again T < Z(Q). But this is impossible since by 21.11, T* C # N C(®%),
while by 21.12, 2 N Z(Q) < #{[Z(Q), X]. This completes the proof of
21.8.

(21.13) A # Spy(2).

Assume A = Spy(2). By Section 7, A has 4 classes of involutions
with representatives b,, b;, a,, and ¢,. Sp,(2) has a multiplier of order 2,
so A is the covering group of Spy2). Let {z> = Z(4). By [8], Theorem
3.12

(21.14) A has 3 classes of involutions with representatives r,a, and b,
where @ = a, and b = b,.

Next by lemmas 3.16 and 3.17 in [8]

(21.15) C4(b) =<b)> X B where B is isomorphic to the centralizer in M,, of
a 2-central tnvolution of M,,, and e B. Moreover O,(B) = (b N OB)>.

In particular <b,z)> is the unique normal 4-subgroup of C,(b) and
the only 4-group centralized by b4 N C(b). Therefore

(21.16) s ~ a for each se T*.
Thus we may take t =a. Let g, he A with

1 1
11 1

<
I
By
]
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Then Zeca“ and g is an element of order 3 inverted by k. Further ak
is of type b, and hence by 21.14 ah is an involution. Thus k¢ C(a).
So g = [g, k] must centralize T. However an easy calculation shows g
centralizes an involution % in O/C(@)) exactly when Q@) is

'1 0 1 1 ‘0 1
0 1 10 1 1]
In particular ¢ and azr are the only members of af N 0,(C(a)) centralized

by 9.
This completes the proof of 21.3.

Section 22. Tightly embedded subgroups of the classical groups.

HYPOTHESIS 22.1. G = TA = C4(A)A where A = A(q) satisfies hy-
pothesis 21.1, C4(A) is an elementary abelian 2-group, Cr(4) = 1 = @(T),
m(T) > 1, and T is tightly embedded in G. Further either

Q) |T|=4, or

2 TN N < C(T) for each geG.

Let P be a complement to Z(A) in the preimage in A of the projection
of T on A = A/Z(A), containing T N A. Let teT* with £ the rank of
t. Set {p} =P N tCA).

In this section we prove

(22.2) Assume hypothesis 22.1. Then Z(A) =1, P* is fused in A and

either
(I) P<J=0,C) NCHm*NCHY),|T|I < q, and one of the following
holds:

1) J = alp) and Aut, (J) is cyclic of order q — 1 and regular on

J*
2) A=8p, (@, =0, £>1,J = a(@)a(b) where a and b are of type
a,_, and b,, respectively, and Aut, (J) = Z,_, X Z,_, s regular
on J — (a(a) U a(d)).
B) A= 8p,,p=c,J = al@a(b) where a and b are of type a,
and b,, respectively, and Aut, (J) is as in (2).
@ A=202:(),p=c,J = pm and Aut, (J) is cyclic of order q — 1
and regular on J*.
or,
() T = P has order 4, and either

https://doi.org/10.1017/50027763000017438 Published online by Cambridge University Press


https://doi.org/10.1017/S0027763000017438

90 MICHAEL ASCHBACHER AND GARY M. SEITZ

B) A =S8L,2),t=7j, and T < &(S), S € Syl, (C.{®)-
6 A= Sp,2), and t = c,.

Proof. If 22.1.2 holds then [P,p4 N C.(p)] = [T,p4 N C,(p)] = 1.
Suppose 22.1.2 does not hold. Then 22.1.1 holds so 7 and P are 4-
groups. Moreover T = (t,s> and s* = st, some acC,({). Let {u}=
sC(4) N P. Then s = cu, cec C(4), and cu® = s* = st = cut, so u* = ut.
In particular P < C4(t). Therefore hypothesis 21.2 is satisfied in A by
any 4-group in P. So by 21.3, Z(4) = 1.

Now suppose P<J. Then as hypothesis 21.2 is satisfied, the results
in Section 10 and Section 11 imply one of (1)-(4) occurs. Also Aut, (J)
is transitive on P4 N J so has the form indicated.

Next suppose P £ J. Then 22.1.2 is not satisfied, so as shown above,
T and P = {u,t> are of order 4 with u°® = {u,ut}. So by Section 10,
P is a known subgroup of A. Suppose 4 = U,(¢). By 10.6, A = U,(2),
¢ =2, and ueZ, with

_J1 O] [0 O]
Q(”)"[o ol * lo 1"
But then u is a transvection, so P is not normal in C,(#). The same
argument eliminates the possibility that A = Sp,(2) and t =a, or t = ¢,

with
11 01
Q) = [0 0] or [0 1] '
Therefore Section 10 implies P* = T* is fused and either A = SL,(2) and
t=7,or A =3Spn,2) and ¢t = ¢, By 4.6, if A = SL,(2) then T < &(S),
S e Syl, (C 4(t)).

In Case II we have shown P* to be fused. Moreover in cases (1)
and (4), P* is fused. Consider cases (2) and (3) and assume P* is not
fused. Then P* contains an element v of type b, or a,. But then by
what we have shown, P does not centralize v4 N C(v), a contradiction.
So in general, P* is fused.
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