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ADJOINT INTERIOR-POINT BOUNDARY CONDITIONS 
FOR LINEAR DIFFERENTIAL OPERATORS 

BY 

ROBERT NEFF BRYAN 

Introduction. The investigations reported in this paper were prompted by a 
remark by A. M. Krall in [2] that certain functional which appear in the 
boundary conditions of the system adjoint to a given linear differential bound­
ary value problem seem artificial in that setting. 

First, we show that those functional arise naturally when the problem of 
finding adjoint boundary conditions is given the appropriate setting. Then, 
after using a standard procedure for eliminating the functional from the 
adjoint boundary conditions so that the possibility of self adjointness of the 
system is clear, we give a set of self-adjointness criteria, simpler and easier to 
check than those in [2]. 

1. The problem. We review the notation in [2]. Let the compact interval 
[a, b] be partitioned by a = a0 < ax < * * • < Om-i < Om = b, and let H denote the 
Hilbert spaée Ll[a, b] = { Y = (y1? y 2 , . . . , yn)T: yt is in L2[a, b] for 1 < / < n} 
with inner product (X, Y) = $b

a Y¥X = ^A=1 JC^. Define the boundary operators 
Mt by 

m 

Mt Y = X [ Aj Y(dj+) + Btj Y(Oj - ) ] for 1 < i < fc, 

where Atj and Bii are 1 x n constant matrices, Aim = Bi0 = 0 for 1 < i < fe, and 
Y(Oj±) indicate the appropriate limits. We assume that the partitioned mat­
rices [Ai0 An • • • AimBi0 • • • Bim\ 1 < i < fc, are linearly independent so that 
fc<2mn. Let A0 and Ax be continuous nXn matrices, and assume that A[ is 
also continuous on [a, b]. 

We denote by D the set of all Y in H satisfying 
(1) Y is absolutely continuous on (a,--!, at) for l < / < m ; 
(2) M 4 Y=0 for l < i < f c ; and 
(3) AiY ' + A o Y i s i n H. 
The operator L is defined by LY=A1Y' + A0Y for all Y in D. 

2. The adjoint. As Krall pointed out, D is dense in H, so that L has an 
adjoint L+ , and, in fact [2, Theorem 1], if Z is in D+, the domain of L+ , then Z 
is absolutely continuous on each interval.(ÛJ-I, â ) and L + Z = - ( A f Z ) ' + A * Z 
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on each (Oj-uOj) for l < / < m . In the proof of Theorem 2 of [2], Krall 
establishes that if Y is in D and Z is in D+ , then 

(4) £ z^y 
J = I 

= o. 

It follows from his proof that if Z is absolutely continuous on each (a,_i, a,-) 
and (4) holds for every Y in D, then Z is in D+ . 

At this point we introduce some notation which will allow us to present an 
alternative proof of Theorem 2 of [2] in which the functionals <f>i(Z), 1 < i< fc, 
arise naturally. We begin by setting X = A*Z. Then (4) becomes 

(5) X X*(ar)Y(ar)- £ X*(a,^)Y(a,_1+) = 0. 

Using the notations 

Pin-

Y(a0+) 

noi-) 
y(ai*) 

n^-). 
and O = diag (-/„, / „ , . . . , —/„, /„), a 2mn x 2mn matrix in which J„ is the n x n 
identity matrix, we can write equation (5) as 

(6) |8*[X]Qp[Y] = 0. 

Letting M denote the kx2mn matrix whose i-th row is 
[AioBnAn • • • Bin-^Aim-iBin], we note that M has rank fc, since the bound­
ary operators Mt are linearly independent, and that the boundary condition (2) 
may be written as /x[Y] = M|3[Y] = 0. 

It is easily seen that {j3[Y]:Y is in D} is the same as 3£(M) = 
{v € V2mn '• Mv = 0}, since for each v in V2mn, there is a vector Y in H satisfying 
(1) and (3) for which j3[Y] = v. 

THEOREM 1 [cf. 2, Theorem 2]. / / Z is in D+, then there exists a vector 
<b = (<{>i, <t>2, •••, <kV satisfying 

(7) 
A*1(ai)Z(ar)=tBUi 

i = l 
k 

-Af(a,_,)Z(a,-i-)=I AJ_KS, 
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for l < / < m . Furthermore, if Z is absolutely continuous on each (oj_i, Oj) and 
there exists a vector <E> for which (7) holds, then Z is in D + . 

Proof. Let ZeD+ and X = A^Z. Then, for every Y in D, equation (6) 
holds; i.e., 0*[X]Q is orthogonal to every vector in 3f(M) and hence, must be 
in the row space of M. Thus, a vector O exists satisfying fi*[X]Q = O T M , which 
is equivalent to the conclusion. Reversing the argument yields the converse. 

Cole [1] and Reid [5] call special cases of conditions (7) the parametric form 
of the adjoint boundary conditions, and they both indicate how to eliminate the 
parameter. We imitate their approach here, thus providing some motivation for 
the formulas (3) of Locker [4, p. 563]. 

Let S be the row space of M and S± its orthogonal complement. Let N be 
any 2mn-kx2mn matrix whose rows form a basis of S±. Then, clearly, 
MN* = 0. We define ^ on H by JU,+[Z] = N Q 0 [ A ? Z ] . 

THEOREM 2. Let ZeH be absolutely continuous on (Oj-i, a,) for l < / < m . 
Then JLL+[Z] = 0 if and only if Z is in D+. 

Proof. For Z in D+, a vector $ exists satisfying 0*[X]Q = <I>TM, so that 
li+%Z]=p*[X]Q*N* = ®TMN* = 0. Reversing the argument and applying 
Theorem 1 yields the converse. 

We note in passing, that the i-th row of JLI+[Z] may be written as 

m 

MT Z = I [ -AJ AÎ(o,)Z(flr) + Bîi AÎ(n)Z(ûr ) ] , 

where A J and Btj are l x n vectors and Atm
 = Bto = 0. 

3. Self-adjointness. We now characterize self-adjointness of L without re­
sorting to reducing the original problem as Krall does in Section 2 of [2]. 
To do this, we introduce the 2mnx2mn matrix C = 
diag(A*(a 0 ) ,A*(ai ) ,A*(ai ) , . . . ,A*(a m ) ) , so that we may write |8[X] = 
j3[A?Z]= C|8[Z]. We have immediately the following. 

THEOREM 3. TTie operator L is self-adjoint in H if and only if Ai = —A*, 
A 0 = A* —A*', and NQCandM have the same kernel 
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