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QUANTIZATION OF THE 4-DIMENSIONAL
NILPOTENT ORBIT OF SL(3,R)

RANEE BRYLINSKI

ABSTRACT. We give a new geometric model for the quantization of the 4-dimen-
sional conical (nilpotent) adjoint orbit OR of SL(3,R). The space of quantization is the
space of holomorphic functions on C2

� f0g) which are square integrable with respect
to a signed measure defined by a Meijer G-function. We construct the quantization out
a non-flat Kaehler structure on C

2
� f0g) (the universal cover of OR) with Kaehler

potential ö ≥ jzj4.

1. Introduction. It is well-known that the universal covergSL(3,R) admits a unique
faithful unitary representation, which we will call H [1], whose decomposition under the
maximal compact subgroup SU(2) is multiplicity-free. The irreducible representations of
SU(2) which occur in H [1] have spins 1Û2, 5Û2, 9Û2 . . . etc. Furthermore gSL(3,R) ad-
mits no multiplicity-free unitary representation with spin ladder 3Û2, 7Û2, 11Û2, . . . but
does have two continuous families parameterized by R of multiplicity-free unitary rep-
resentations with spin ladders 0, 2, 4, . . . and 1, 3, 5, . . . respectively (these then descend
to SL(3,R)). See [J], [Si], [R-S], and [T], as well as [B-C-H-W] for proposed physical
applications.

The geometric construction of H [1], in the spirit of geometric quantization, was ac-
complished by Rawnsley and Sternberg [R-S] who gave a Fock space type model and by
Torasso [T] who gave a Schroedinger type model. Indeed, in the method of orbits (orig-
inated by Kirillov on the geometric side and Dixmier on the algebraic side), H [1] cor-
responds to the minimal nilpotent (i.e., conical) coadjoint orbit OR of SL(3,R) equipped
with its natural K-K-S symplectic form °. So OR is the orbit of 3ð 3 matrices of rank 1
and square zero and OR is a 4-dimensional real symplectic manifold. A natural symplec-
tic model of OR is obtained by reduction of the cotangent bundle phase space TŁR3 at the
zero value of the moment map TŁR3 ! R, (p, q) 7! p Ð q, for the Hamiltonian RŁ-action
(p, q) 7! (pï�1,ïq). Then the Hamiltonian action of SL(3,R) and the (non-Hamiltonian)
fiberwise scaling action of RŁ on TŁR3 survive the reduction to give the conical reduced
phase space OR and moment map (embedding) ó: OR ! «¿(3,R). As a manifold, OR is
diffeomorphic to the quotient ofR4�f0g by a free action ofZ4. The component functions
of the map ó then give a Lie algebra ª of observables on OR isomorphic to «¿(3,R).
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4-DIMENSIONAL NILPOTENT ORBIT 917

The geometric quantization problem on OR is to construct geometric models of the
irreducible unitary representations of gSL(3,R) attached to OR. In particular, the quantiza-
tion process will produce, for each representation, a Hilbert space H of (possibly twisted
or generalized) functions on OR and will convert the observables in ª into self-adjoint
operators on H consistent with Dirac’s rule that Poisson bracket of observables goes
over into commutator of operators. The construction of H along with its inner product
is equally as important as the conversion of observables into operators.

In this paper we present a new approach to the geometric quantization of OR. We con-
struct in Sections 4, 5 explicit Fock space type models H [m], m ≥ 0, 1, 2, of the three
irreducible unitary representations attached to OR with spin ladders mÛ2, 2 + mÛ2, 4 +
mÛ2 . . . . To do this we begin in Section 2 by fixing an SO(3)-invariant complex struc-
ture J on OR which is polarizing and in fact makes OR into a (positive) Kaehler manifold.
Our models are explicit in that H [m] consists of holomorphic sections of a homogeneous
holomorphic line bundle over OR and the positive-definite inner product is given by in-
tegration over OR with respect to an explicit (signed) measure ç(z, z̄)°2 where °2 is the
Liouville volume form. Then H [m] is exactly the space of holomorphic sections on OR
which are square integrable with respect to the positive measure jç(z, z̄)j°2 obtained by
taking the absolute value of the weight function ç(z, z̄) (see Section 5). The three irre-
ducible Hilbert spaces H [0], H [1], H [2] have reproducing kernels Ψ[0], Ψ[1], Ψ[2] which
we compute in Section 4 and find are given in terms of hypergeometric functions of type

1F2. To simplify matters, we pass to the universal 4-fold cover gOR of OR (but this is only
for technical convenience).

In our models the observables in ª are converted into explicit (pseudo-differential)
operators on the subspaces H[m] ² H [m], m 2 f0, 1, 2g, of SU(2)-finite vectors. These
operators give the infinitesimal «¿(3,R)-representations which then define the unitarygSL(3,R)-representations on H [m] by exponentiation. The ladder decomposition under
SU(2) implies that the representation on H [1] (but not on H [0] or H [2]) is genuine in
that it does descend to a representation of SL(3,R). The construction of the operators
(and the occurrence of hypergeometric functions in computing the inner product) is an
instance of the more general construction we made with Bert Kostant in [B-K1,2,4].

The explicit quantization, the construction and properties of our signed measure, its
expression as a linear combination of the three reproducing kernels, and the resulting
realizations of the Hilbert spaces are our main results. In particular the weight function
ç(z, z̄) of our measure is given by a Meijer G-function G so thatç(z, z̄) ≥ G(ö2Û2) whereö
is the SO(3)-invariant homogeneous linear Kaehler potential on OR. Our function ç(z, z̄)
plays the role of the weight factor e�jzjÛ2 of Fock space. The appearance of these G-
functions in quantization of conical phase space seems quite significant to us. It should
also be noted that these G-functions arise in what is called “fractional calculus”—I thank
Aravind Asok for telling me about this theory.

In Section 6 we explain the relationship between our work here and the quantization
by Rawnsley and Sternberg [R-S]. In particular we recover their quantization and write
down the explicit operators giving their «¿(3,R)-representations. It turns out (see Sec-
tion 6) that there is a nice family of SO(3)-invariant complex polarizations of OR each
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918 RANEE BRYLINSKI

of which gives rise to a Kaehler manifold structure on OR with Kaehler form °. In each
case the universal cover of gOR is SO(3)-equivariantly biholomorphic to C2 � f0g and
the Kaehler potential ö is a multiple of jzj4k for some k. Corresponding to each of these
polarizations we construct a quantization (our “correspondence” here is at least heuris-
tic) where «¿(3,R) acts by skew-adjoint operators. In each case, the skew-symmetric
matrices, which form the Lie subalgebra ø ≥ «√(3), quantize into the corresponding
Hamiltonian vector fields; this reflects the SO(3)-equivariance of the polarization. The
heart of the matter then is the quantization of the symmetric matrices—these form a 5-
dimensional subspaceƒ in «¿(3,R). The Rawnsley-Sternberg case is then the case where
ö ≥ jzj2 so that gOR is flat and the Hilbert space of quantization is the classical Fock space
constructed out of the measure e�jzj

2jjdz dz̄j. Their quantization operators for the symmet-
ric matrices are given by an unexpected kernel. Our case is the one where ö ≥ 2jzj4—the
factor 2 is inessential but the exponent 4 is important as it corresponds to ö being linear
on OR (cf. [B2]).

Our quantization generalizes a different aspect of the oscillator representation of the
metaplectic group on classical Fock space. In our approach the symmetric matrices cor-
respond on the classical level to real parts f + f̄ ≥ 2Re f of holomorphic functions and
on the quantum level to operators i(f + Tf̄ ) where Tf̄ is the adjoint of multiplication by
the holomorphic function f .

I thank François Ziegler for some very interesting conversations while I was writing
this paper and for insisting that I work out precisely the relationship of my approach with
that of Rawnsley and Sternberg. I further thank him and Alex Astashkevich for helpful
comments on the preprint.

In [B2], [B3] and subsequent papers we will show how the picture of quantization
developed in this paper applies to the quantization of arbitrary conical (i.e., nilpotent)
orbits of any real semisimple Lie group.

It would be extremely interesting to construct intertwining operators between ourgSL(3,R)-representation on H [1] and the other known models. The intertwining oper-
ators over to the Rawnsley-Sternberg model should follow from our work in Section 6,
but the construction of intertwinors with Torasso’s model seems a challenging problem.
Torasso has raised this question as well.

2. Kaehler Polarization and the Algebra of Classical Observables. We consider
C2 with homogeneous linear complex coordinate functions z0 and z1 and standard Hermi-
tian inner product with norm jzj2 ≥ jz0j2 + jz1j2. Let J be the standard complex structure
on C2 and set

ö ≥ 2jzj4 ≥ 2(jz0j2 + jz1j2)2.

Then ° ≥ i∂∂̄ö is a smooth closed differential 2-form on C2. Explicitly we have ° ≥P
jk i(∂j ∂̄kö) dzj dz̄k with

(2. 1)
 

∂0∂̄0ö ∂0∂̄1ö
∂1∂̄0ö ∂1∂̄1ö

!
≥ 4

 
2jz0j2 + jz1j2 z1z̄0

z0z̄1 jz0j2 + 2jz1j2
!

.
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4-DIMENSIONAL NILPOTENT ORBIT 919

Then det(∂j ∂̄kö) ≥ 16ö and

(2. 2) ° ^ ° ≥ �16ö dz0 dz̄0 dz1 dz̄1.

This implies that ° is non-degenerate on

Z ≥ C2 � f0g
while ° is singular at the origin. Furthermore the Hermitian matrix in (2.1) is positive
definite. Thus we get a Kaehler manifold structure (Z, J,°) with öZ ≥ ö being the Kaehler
potential.

A real or complex observable on Z is a smooth R-valued or C-valued function on Z.
The symplectic form ° induces a Poisson bracket on the algebra C1(Z) of real observ-
ables which then extends in a complex bilinear way to the algebra C1(Z,C) of com-
plex observables. In this way C1(Z) becomes a real form of the complex Lie algebra
C1(Z,C). There is a natural operation û 7! û̄ of complex conjugation on C1(Z,C). If «
is any complex Lie subalgebra of C1(Z,C) such that « is stable under complex conjuga-
tion, then the set fReû j û 2 «g is a real form of «.

Next we compute the Poisson brackets among the four coordinate functions z0, z̄0, z1,
z̄1. We have fzj, zkg ≥ fz̄j, z̄kg ≥ 0 and inverting (2.1) we find

(2. 3)
 fz0, z̄0g fz1, z̄0g
fz0, z̄1g fz1, z̄1g

!
≥ �i

4ö
 jz0j2 + 2jz1j2 �z1z̄0

�z0z̄1 2jz0j2 + jz1j2
!

.

(Hence the Poisson tensor on Z does not extend to C2, as it blows up at the origin.)
We write zj ≥ pj + iqj where pj and qj are real observables. It follows from (2.3) that

the algebra C[z0, z̄0, z1, z̄1] ≥ C[p0, q0, p1, q1] of complex polynomial observables does
not form a Lie algebra under Poisson bracket.

Now Z is a complex cone inside C2 in that it is stable under the natural scaling action
of CŁ on C2. This gives the induced linear representation of CŁ on the observables. We
have the product decomposition CŁ ≥ R+ ð S1 corresponding to the polar representation
s ≥ reií of complex numbers, whereR+ is the group of positive reals. A (real or complex)
observable û on Z is homogeneous of degree d if û(rm) ≥ rdm for all r 2 R+ and
m 2 Z. The potential ö, and hence the Kaehler form °, is homogeneous of degree 4.
Consequently, the Poisson bracket of two homogeneous observables of degrees k and l
is homogeneous of degree k + l� 4. Thus

LEMMA 2.1. The homogeneous quartic real (or complex) observables on Z form an
infinite-dimensional real (or complex) Lie algebra under Poisson bracket.

REMARK 2.2. It is useful to compare our setup with the flat case. The flat Kaehler
structure on C2 has Kaehler form °flat ≥ (iÛ2)(dz0 dz̄0 + dz1 dz̄1) ≥ dp0 dq0 + dp1 dq1

with Kaehler potential öflat ≥ 1
2 jzj2 and Poisson brackets

(2. 4) fzj, zkgflat ≥ fz̄j, z̄kgflat ≥ 0 fzj, z̄kgflat ≥ �2iéjk.

The form ° is homogeneous of degree 2. The homogeneous quadratic real (or complex)
polynomial observables form a maximal finite-dimensional Lie subalgebra which is 10-
dimensional and isomorphic to «ƒ(2,R) (or «ƒ(2,C)).
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PROPOSITION 2.3. Inside the Lie algebra of homogeneous quartic complex ob-
servables on Z we have a complex finite-dimensional Lie subalgebra ªC isomorphic to
«¿(3,C) with basis

(2. 5)

ù2 ≥ z4
0 + z̄4

1
x1 ≥ z0z̄1

p
8ö ù1 ≥ z3

0z1 � z̄0z̄3
1

x0 ≥ �i(jz0j2 � jz1j2)
p

2ö ù0 ≥ z2
0z2

1 + z̄2
0z̄2

1
x̄1 ≥ z1z̄0

p
8ö ù̄1 ≥ z0z3

1 � z̄3
0z̄1

ù̄2 ≥ z4
1 + z̄4

0.

These observables satisfy the bracket relations fx0, xjg ≥ jxj, fx1, x̄1g ≥ �2x0,
fx0, ùjg ≥ jùj , fù2, ù̄2g ≥ x0 where we put x�k ≥ x̄k, ù�k ≥ ù̄k for k negative.

Thus we have a complex Cartan decomposition

(2. 6) ªC ≥ øC ý ƒC
where øC ≥ Cx1ýCx0ýCx̄1 ' «√(3,C) and ƒC ≥ Cv2ýCù1ýCù0ýCù̄1ýCù̄2 carries
the irreducible 5-dimensional representation of øC.

PROOF. Consider Cn with its flat Kaehler structure as in Remark 1.2. We have a
natural symplectomorphism of Cn with TŁRn ≥ Rn ð (Rn)Ł where w ≥ u + iv with
u, v 2 Rn corresponds to (u, vt). Then fvj, vkg ≥ fuj, ukg ≥ 0 and fvj, ukg ≥ éjk. It
follows that the action of GL(n,R) on Cn given by a Ð w ≥ au + iav is Hamiltonian with
moment map ó:Cn ! ª¿(n,R) defined by ó(w) ≥ uvt. Then ó is a GL(n,R)-equivariant
Poisson map and the pullback of the matrix coordinate function ejk on ª¿(n,R) is the
function óŁ(ejk) ≥ ujvk on Cn. Thus the functions ujvk give a basis of a Lie algebra of
real observables isomorphic to ª¿(n,R).

Next we restrict ó to the complex quadric hypersurface Q ² Cn defined by w Ð w ≥ 0
where w Â≥ 0. Then w 2 Q iff u and v are orthogonal vectors with common non-zero
length. It follows that Q is an SL(n,R)-orbit in Cn and a (locally closed) complex sub-
manifold. Furthermore ó(Q) is the SL(n,R)-orbit OR ² «¿(n,R) consisting of non-zero
rank 1 matrices of square zero and ó gives a 2-to-1 covering map óQ: Q ! OR. Notice
that Q, being a complex submanifold ofCn, inherits a Kaehler submanifold structure with
Kaehler potential öQ ≥ 1

2 jwj2 from Cn.
Now óQ is the symplectic moment map for the transitive Hamiltonian SL(n,R)-action

on Q; i.e., the restrictions of the functions ujvk to Q give a Lie algebra « of observables
isomorphic to «¿(n,R). The Cartan decomposition « ≥ ø+ƒ where ø is the Lie algebra of
the maximal compact subgroup SO(n) is as follows: ø, which corresponds to the skew-
symmetric matrices, is the span of ujvk � ukvj ≥ Im w̄jwk and ƒ, which corresponds to
the symmetric matrices, is the span of ujvk + ukvj ≥ Im wjwk.

Now put n ≥ 3. Identifying C3 ≥ S2C2 we have the “squaring” map C2 ! C3 defined
by

(2. 7) (z0, z1) 7! w ≥ p
2i
 

z2
0 + z2

1

i
, 2z0z1, z2

0 � z2
1

!
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4-DIMENSIONAL NILPOTENT ORBIT 921

where
p

i ≥ eôiÛ4. This gives a holomorphic 2-to-1 covering map ô: Z ! Q so that we
now have a 4-fold covering

(2. 8) Z
ô�! Q

óQ�! OR.

Then ôŁjwj2 ≥ 4jzj2 and so ôŁöQ ≥ öZ. Thus ô is symplectic and ª ≥ ôŁ« is isomorphic
to «¿(3,R). We get the desired observables now by taking

x1 ≥ Im w̄1w2 � i Im w̄3w2 ≥ u1v2 � u2v1 � i(u3v2 � u2v3)

x0 ≥ i Im w̄1w3 ≥ i(u1v3 � u3v1)

ù2 ≥ 1
4

�
Im (w2

3 � w2
1) + 2i Im w1w3

� ≥ 1
2

�
u3v3 � u1v1 + i(u1v3 + u3v1)

�

and so on.
Plainly (and by construction) the Lie algebra ªC is stable under complex conjugation.

Notice that the span of
n
ix0, x1 + x̄1, i(x1 � x̄1)

o
is isomorphic to «…(2) while the span ofn

ix0, ù2 + ù̄2, i(ù2 � ù̄2)
o

is isomorphic to «¿(2,R).
Recall that a set of observables is called complete if the differentials everywhere span

the tangent spaces.

COROLLARY 2.4. The real form ª ≥ fReû j û 2 ªCg of ªC is isomorphic to «¿(3,R)
and (2.6) induces the following Cartan decomposition where ø ≥ øC \ ª ' «√(3) and
ƒ ≥ ƒC \ ª:

(2. 9) ª ≥ ø ý ƒ.

If ù 2 ƒ then ù is the real part of a holomorphic function f on Z so that

(2. 10) ù ≥ Re f ≥ 1
2

(f + f̄ ).

We may choose f to be homogeneous of degree 1, and then ù determines f uniquely.
Finally any basis of ª is a complete set of eight observables on Z.

Let OR ² «¿(3,R) be the set of rank 1 non-zero matrices with square zero; this is the
unique 4-dimensional nilpotent orbit of the adjoint (i.e., conjugation) action of SL(3,R).
(The term “nilpotent orbit” is used to indicate an orbit of nilpotent matrices.) Then OR,
being equivalent to a coadjoint orbit of SL(3,R), carries the SL(3,R)-equivariant K-K-S
symplectic form °OR

. Let gSL(3,R) be the simply-connected (double) covering group of
SL(3,R). Then we have the diagram

gSL(3,R) ¦ SU(2)??y ??y
SL(3,R) ¦ SO(3)

where the vertical arrows are double covers and the inclusions give maximal compact
subgroups.
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COROLLARY 2.5. The infinitesimal Lie algebra action of the Hamiltonian vector
fields òû, û 2 ª, integrates to a transitive symplectic action of gSL(3,R) on Z. The action
of the subgroup SU(2) gives the Hamiltonian flow of ø, is Kaehler, preserves the Kaehler
potential öZ and identifies with the standard matrix action of SU(2) on Z ≥ C2 � f0g.

The gSL(3,R)-action is Hamiltonian with moment map óZ: Z ! «¿(3,R) given by (2.8)
so that óZ gives a 4-to-1 gSL(3,R)-equivariant symplectic covering

(2. 11) óZ: Z ! OR.

Thus Z is realized, in an gSL(3,R)-equivariant symplectic fashion, as the universal cov-
ering space of OR.

We call a (real or) complex vector field ò on a complex manifold (X, I) I-polarized if ò
preserves the complex structure I. In this case, ò preserves the algebras of holomorphic
and anti-holomorphic functions and there is a unique holomorphic vector field ò̂ on X
such ò(f ) ≥ ò̂(f ) for every holomorphic function f . The map ò 7! ò̂ is complex linear
and preserves commutators.

COROLLARY 2.6. The Hamiltonian vector fields òû, û 2 øC, are J-polarized and we
have

(2. 12) ò̂x1 ≥ iz0
∂
∂z1

ò̂x0 ≥
1
2

 
z0

∂
∂z0

� z1
∂
∂z1

!
ò̂ x̄1 ≥ iz1

∂
∂z0

.

The infinitesimal Hamiltonian action of øC integrates to a transitive holomorphic ac-
tion of SL(2,C) on Z which then commutes with the holomorphic scaling action of CŁ.
This SL(2,C)-action is the complexification of the SU(2)-action and identifies with the
standard matrix action.

SU(2) ð S1 is the subgroup of SL(2,C) ð CŁ which acts on Z by Kaehler automor-
phisms.

The last assertion follows because SU(2)ð S1 is the subgroup preserving the Kaehler
potential, and the Kaehler potential here is determined uniquely by the added condition
that it is R+-homogeneous (see [B2]).

While the whole S1 subgroup of CŁ preserves jzj and each observable xj in (2.5), only
the subgroup Z4 preserves the observables ùj. Here we identify Zn with the subgroup of
nth roots of unity in S1. We conclude

COROLLARY 2.7. R+ ð Z4 is the full subgroup of CŁ ≥ R+ ð S1 whose scaling
action on Z commutes with the gSL(3,R)-action. Furthermore the action of the Z4 factor
is Kaehler and gives the group of deck transformations of (2.11).

Thus (2.11) realizes OR as the quotient of the Kaehler manifold Z by a Kaehler action
of Z4. In this way, OR acquires a SU(2)-invariant Kaehler structure (OR, J,°OR

) where
°OR

is the SL(3,R)-invariant K-K-S symplectic form.
We note that the homogeneous quartic Kaehler potential ö on Z descends through the

covering (2.11) to a homogeneous linear Kaehler potential on OR.
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The Z4-action induces a decomposition Rhol(Z) ≥ ý4
m≥1Rhol

üm (Z) where Rhol
üm (Z) is the

space of holomorphic functions on Z which transform by the character üm where
ü(eiôÛ2) ≥ eiôÛ2. Then Rhol

üm (Z) identifies with the space of holomorphic sections of a
holomorphic complex line bundle over OR.

3. The Complex Cotangent Bundle and Holomorphic Symbols. The complex
cotangent bundle TŁZ has a canonical holomorphic symplectic form Ω since Z is a
complex manifold. Then the real part Re Ω is the canonical real symplectic form on
TŁZ. Locally the picture looks as follows. TŁZ admits local holomorphic coordinates
(z1, . . . , zn, ê1, . . . , ên) where (z1, . . . , zn) are local holomorphic coordinates on Z and Ω ≥Pn

k≥1 dêk ^ dzk. Changing over to real coordinates we can write zk ≥ q2k�1 + iq2k and
êk ≥ p2k�1 � ip2k and then Re Ω ≥ P2n

k≥1 dpk ^ dqk. The forms Ω and Re Ω define
respectively Poisson brackets f , gΩ and f , gRe Ω on the algebra Rhol(TŁZ) of holomor-
phic functions on TŁZ and the algebra C1(TŁZ,C) of complex observables on TŁZ. Then
ff , ggΩ ≥ 1

2ff , ggRe Ω for f , g 2 Rhol(TŁZ). This follows, e.g., by calculating in local
coordinates.

We identify TŁZ ≥ Z ð C2 in the obvious way and then Ω ≥ dê0 ^ dz0 + dê1 ^ dz1

where ê0, ê1 are the standard holomorphic coordinates on C2. Then

fzj, zkgΩ ≥ fêj, êkgΩ ≥ 0 and fêj, zkgΩ ≥ éjk.

The holomorphic function

(3. 1) Λ ≥ z0ê0 + z1ê1
on TŁZ is the symbol of the holomorphic Euler vector field on Z

(3. 2) E ≥ z0
∂
∂z0

+ z1
∂
∂z1

.

Let T+Z be the open set of TŁZ where Λ is non-vanishing.
The 1-form í ≥ i

2 (∂̄ � ∂)ö is a symplectic potential on (Z,°), i.e., í is a smooth real
1-form such that ° ≥ dí. Let

(3. 3) b: Z ! TŁZ

be the section of the cotangent bundle defined by í. Let H (Z) ≥ bŁRhol(T+Z) be the
algebra of complex observables on Z obtained by pullback of holomorphic functions
from T+Z.

PROPOSITION 3.1. We have b(Z) ² T+Z and b is an embedding of Z into T+Z as
a totally real symplectic submanifold so that ° ≥ bŁ(Re Ω). Then H (Z) is a complex
Poisson subalgebra of C1(Z,C) and each observable† 2 H (Z) has a unique extension
to a holomorphic function Φ(†) on T+Z. The resulting map

(3. 4) Φ: H (Z) ! Rhol(T+Z)
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is an isomorphism of complex Poisson algebras where fû,†g° ≥
n
Φ(û), Φ(†)

o
Ω.

The observables zk, z̄k
pö, z̄jz̄k and ö all lie in H (Z) and their holomorphic extensions

are given by

(3. 5)
Φ(zk) ≥ zk, Φ(z̄k

q
8ö) ≥ iêk

Φ(ö) ≥ i
2

Λ, Φ(z̄jz̄k) ≥ iêjêk
4Λ

.

PROOF. The first paragraph is proven in [B2]. To prove the rest, we first compute

(3. 6) í ≥ i
2

(∂̄ � ∂)(2jzj4) ≥ 2ijzj2
� 1X

k≥0
zk dz̄k � z̄k dzk

�
.

It follows (see [B2]) that bŁ(êk) ≥ �4ijzj2 z̄k and so bŁ(êk) ≥ �iz̄k
p

8ö. This gives
bŁ( i

2 Λ) ≥ ö and bŁ
�
iêjêkÛ(4Λ)

� ≥ z̄jz̄k.

COROLLARY 3.2. Every observable in the Lie algebra ªC (constructed in Proposi-
tion 2.3) lies in H (Z) and hence extends uniquely to a holomorphic function on T+Z.
Explicitly we have, where j ≥ 0, 1, 2, 3, 4 and k ≥ 4 � j,

(3. 7)
Φ(x1) ≥ iz0ê1

Φ(x0) ≥ 1
2 (z0ê0 � z1ê1) Φ(ùj�2) ≥ zj

0
zk

1�(�1)kêk
0 êj

1
16Λ2 .

Φ(x̄1) ≥ iz1ê0
Thus ∆C ≥ Φ(ªC) is a complex Lie subalgebra of Rhol(T+Z) with respect to f , gΩ and
∆C ' ªC ' «¿(3,C).

Let Z̄ be the complex conjugate manifold (Z,�J). We may regard Z as a totally real
submanifold of Z ð Z̄ by means of the diagonal embedding ∆: Z ! Z ð Z̄, ∆(z) ≥ (z, z̄).
Then all the polynomial observables on Z extend uniquely to holomorphic functions
on Z ð Z̄. We denote the extensions of zj and z̄j respectively by zj (again) and w̄j. Then
z0, z1, w̄0, w̄1 are holomorphic coordinate functions on Zð Z̄. The holomorphic extension
of jzj2 is

(3. 8) ï(z, w̄) ≥ z0w̄0 + z1w̄1.

Let (Z ð Z̄)o be the open set of Z ð Z̄ where ï is non-vanishing.

COROLLARY 3.3. The section b: Z ! T+Z extends uniquely to a holomorphic map
B: Z ð Z̄ ! TŁZ where B(u, v̄) ≥ �

u,�4iï(u, v̄)v̄
�
. Then BŁzk ≥ zk and BŁêk ≥ �4iïw̄k.

Also

(3. 9) BŁΦ
 ö

2

!
≥ ï2.

We have B(Z ð Z̄)o ≥ T+Z. The restricted map

(3. 10) B: (Z ð Z̄)o ! T+Z

https://doi.org/10.4153/CJM-1997-048-0 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1997-048-0


4-DIMENSIONAL NILPOTENT ORBIT 925

is a holomorphic 2-to-1 covering map of complex manifolds. Thus we may pull back the
canonical holomorphic symplectic form Ω on TŁZ to obtain the holomorphic symplectic
form ΩŁ ≥ BŁΩ on (Z ð Z̄)o.

PROOF. The first paragraph is immediate from Proposition 3.1. Then B(Z ð Z̄)o ²
T+Z because of (3.9). To prove the rest we essentially need to construct an inverse map
to (3.10). There is an obstruction to this as only the square ofï, notï itself, is the pullback
of a function on T+Z. To remedy this, we construct a complex manifold M which double
covers T+Z by “extracting a square root of Λ”. A model for M is the codimension 1
complex submanifold

M ≥ n
(w, t) jΛ(w) ≥ �4it2

o ² T+Z ð CŁ

and then the natural projection ú: M ! T+Z is a holomorphic 2-to-1 covering. Now
we can lift B to a holomorphic map eB: (Z ð Z̄)o ! M where eB(m) ≥

�
B(m),ï(m)

�
since BŁ(Λ) ≥ �4iï2 by (3.5) and (3.9). Then eB clearly has an inverse and so is a bi-
holomorphic isomorphism. This gives our result as B ≥ ú Ž eB.

4. Reproducing Kernels and Quantization of Observables. First we briefly dis-
cuss reproducing kernels and Wick-Berezin symbols. Let H be a separable pre-Hilbert
space with inner product h , i; let H be the Hilbert space completion of H. Assume that
H consists of holomorphic functions on a complex manifold (X, I). Let X̄ be the complex
conjugate manifold (X,�I). Pick some (countable) orthonormal basis fsng of H. If the
sum

P
n sn(z) ¯sn(w) converges (absolutely and uniformly on compact sets) to a holomor-

phic function Ψ(z, w̄) on Xð X̄, then we say that H is a holomorphic reproducing kernel
Hilbert space with reproducing kernel Ψ. It follows that (i) H consists of holomorphic
functions on X, (ii) Ψ(z, w̄) ≥ P

n tn(z) ¯tn(w) for any orthonormal basis ftng of H , (iii) the
function Ψw ≥ Ψ(z, w̄) lies in H for any w 2 X, and we have the reproducing property
(iv) hs, Ψwi ≥ s(w) for every s 2 H . The functions Ψw are called the coherent states.
We may call Ψ the reproducing kernel of

�
H, h , i� and write (H, Ψ) for this pre-Hilbert

space.
Let us explain (i) in more detail as this is a key point for us (cf. Corollary 4.4 below).

The (abstract) Hilbert space completion of H is the space H of series f ≥ P
n cnsn,

cn 2 C, such that
P

n jcnj2 converges. The content of (i) is that the holomorphicity of
Ψ implies that the series f ≥ P

n cnsn defines (by absolute and uniform convergence on
compact sets) a holomorphic function f . To see this we use the coherent states. Indeed,
Ψw ≥ P

n
¯sn(w)sn is a holomorphic function on X since Ψ is already holomorphic on

X ð X̄. Also Ψw has finite norm as jjΨwjj2 ≥ P
n jsn(w)j2 ≥ Ψ(w, w̄). But then for f ≥P

n cnsn 2 H , hf , Ψwi is finite and given by hf , Ψwi ≥ P
n cnsn(w) where the series

converges absolutely. We conclude that the series f ≥ P
n cnsn defines f as a function on

X and f (w) ≥ hf , Ψwi. Hence H consists of functions on X. Now suppose a sequence fp
in H converges to f with respect to jj jj. The Schwarz inequality gives

jfp(w) � f (w)j � jjfp � f jjjjΨwjj ≥ jjfp � f jjΨ(w, w̄).
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Hence fp converges to f pointwise and uniformly on compact sets. Consequently the
holomorphicity of the fp implies that f is holomorphic. This argument was adapted from
[F-K, proof of Proposition IX.2.7, pp. 171–2]).

Let (X ð X̄)Ł be the open set where Ψ is non-vanishing. Then (X ð X̄)Ł contains the
diagonal ∆X ≥

n
(z, z̄) j z 2 X

o
since Ψ is positive on ∆X. Notice that Ψ corresponds to

the identity operator H ! H in the obvious way.
We will say that a complex linear operator A: H ! H is Ψ-admissible if the quantity

AΨw(z) ≥ P
n(Atn)(z) ¯tn(w) defines a holomorphic function on X ð X̄. Clearly such op-

erators may be unbounded. From now on we consider only Ψ-admissible operators on
H.

The Wick-Berezin symbol ûA ≥ û of A is given by the formula

(4. 1) (AΨw)(z) ≥ û(z, w̄)Ψw(z)

so that ûA is a holomorphic function on (X ð X̄)Ł. The symbol of the adjoint operator AŁ

is

(4. 2) ûAŁ(z, w̄) ≥ ¯ûA(w, z̄).

If A is multiplication by a holomorphic function f , i.e., if A ≥ f , then ûA(z, w̄) ≥ f (z).
We can reverse our perspective and observe that via (4.1) a holomorphic function

û(z, w̄) defines a Ψ-admissible complex linear operator A ≥ Aû: H ! H with symbol û.
If û 2 C1(X,C) extends to a holomorphic function eû on X ð X̄ so that eû(z, w̄) ≥ û(z, z̄),
then we will write T (û) ≥ Tû for Aeû. Then (4.2) gives T Ł

û ≥ Tû̄. Notice that the operator
Tû is unchanged if we replace h , i, or equivalently Ψ, by any positive multiple.

Now we return to our situation. Let C[Z] ≥ C[z0, z1] be the algebra of holomorphic
polynomial functions on Z, with Cn[Z] the subspace of homogeneous degree n polyno-
mials. The Kaehler action of SU(2) on Z (see Corollaries 2.5 and 2.6) gives a corre-
sponding SU(2) representation on C[Z]. This representation is completely reducible and
multiplicity-free. In fact Cn[Z] carries the irreducible n + 1-dimensional representation
of SU(2). It follows that for any SU(2)-invariant Hermitian non-degenerate pairing on
C[Z], the spaces Cn[Z], being inequivalent SU(2)-representations, are orthogonal. Fur-
thermore (by Schur’s Lemma) the pairing is unique on each space Cn[Z] up to a scalar
in R+. We conclude that any reproducing kernel Ψ on C[Z] is a series in the function ï
defined in (3.8) so that

(4. 3) Ψ(z, w̄) ≥ X
n2Z+

dn

n!
ïn.

The linear action of Z4 on C[Z] (see Corollary 2.7) breaks up into a direct sum of joint
eigenspaces

C[Z] ≥ H[0] ý H[1] ý H[2] ý H[3]

where H[m] ≥ C[Z] \ Rhol
üm (Z). Then H[m] ≥ L

n2Z+ C4n+m[Z] where Z+ is the set of non-
negative integers.
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For each m ≥ 0, 1, 2 or 3, our goal is (if possible) to “quantize” our real Lie algebra ª,
or equivalently our complex Lie algebra ªC, of observables into an algebra of operators
on H[m]. Precisely, this means that we wish to construct a positive definite-Hermitian
inner product h , i on H[m] and a complex linear quantization map

Q :ªC ! End H[m]

which together satisfy the Dirac axioms (cf. [Ki]):
(i) Q (1) is the identity operator

(ii) The operators Q (û) and Q (û̄) are adjoint
(iii) The operators satisfy

(4. 4) Q
�fû,†g� ≥ i

h
Q (û), Q (†)

i

(iv) Q (ª) is a complete set of operators on H[m] (since ª is complete by Corollary 2.4).
We will add three more axioms to the list:
(v) If the Hamiltonian flow ofû is Kaehler, (i.e., if òû preserves J) then Q (û) ≥ �ibòû

(vi) If f is holomorphic then Q (f ) is multiplication by f , i.e., Q (f ) ≥ f
(vii)

�
H[m], h , i� has a holomorphic reproducing kernel Ψ[m].

The new axioms (v)–(vii), as well as our original choice of H[m] as the pre-Hilbert
space of quantization, of course depend on the choice of polarization. There are many
physical motivations for (v)–(vii). In fact (v) is basic to polarization theory, (vi) is natural
in twistor theory, and (vii) means that the quantization has coherent states. These axioms
arose in the context of quantizing the whole algebra C1(Z,C), but also make sense for
Lie subalgebras of observables.

Now axioms (ii), (vi) and (vii) determine the quantization of antiholomorphic observ-
ables. In terms of the Wick-Berezin operators T (û) discussed above we conclude that if
f is holomorphic then

(4. 5) Q (f̄ ) ≥ T (f̄ ).

But then the axioms and the value of Ψ[m] completely determine the quantization of our
Lie algebra ªC since the observables in ª have such a simple form. Indeed by Corollar-
ies 2.4 and 2.5, we have the Cartan decomposition (2.9) and if the Hamiltonian flow of
x 2 ø is Kaehler while every ù 2 ƒ is given by (2.10).

To summarize this discussion, we make

DEFINITION 4.1. An SU(2)-invariant Hermitian inner product h , i on H[m] with
reproducing kernel Ψ[m] is quantum if the corresponding complex linear map Q :ªC !
End H[m] defined by

(4. 6)
Q (x) ≥ �ibòx if x 2 ø
Q (ù)≥ f + T (f̄ ) if ù ≥ f + f̄ 2 ƒ and f 2 C[Z]

is a quantization in that (H[m], Ψ[m], Q ) satisfies axioms (i)–(vii).
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It follows easily now that Ψ[m] is quantum iff Q as defined by (4.6) satisfies (4.4).
Moreover the definition (4.6) automatically ensures that (4.4) holds if û,† 2 ø or if
û 2 ø,† 2 ƒ. Thus Q is a quantization iff (4.4) holds for all û,† 2 ƒ, so iff for all
ù, ù0 2 ƒ we have

(4. 7) �òfù,ù0g ≥
h
T (ù), T (ù0)i.

This is a condition on h , i, or equivalently on Ψ[m], which we completely analyze in our
next result.

THEOREM 4.2. For m ≥ 0,1 or 2, H[m] admits a quantum SU(2)-invariant Hermitian
inner product h , i. This inner product is unique up to multiplication by a positive scalar.
The corresponding reproducing kernels are functions of ï and given, up to positive mul-
tiples, by

Ψ[0](z, w̄) ≥ Ψ[0](ï) ≥ 1F2

 
5
4

;
3
4

,
1
2

;ï4
!

Ψ[1](z, w̄) ≥ Ψ[1](ï) ≥ 1F2

 
3
2

;
5
4

,
3
4

;ï4
!
ï

Ψ[2](z, w̄) ≥ Ψ[2](ï) ≥ 1F2

 
7
4

;
3
2

,
5
4

;ï4
!
ï2.

However on H[3], no SU(2)-invariant Hermitian inner product is quantum.

Here and throughout the paper we use the standard hypergeometric function notation
so that

pFq(a1, . . . , ap; b1, . . . , bq; x) ≥
1X

n≥0

(a1)n Ð Ð Ð (ap)n

n! (b1)n Ð Ð Ð (bq)n
xn

where (a)n ≥ a(a + 1) Ð Ð Ð (a + n � 1).

PROOF. At the outset, we may consider all cases simultaneously by considering an
SU(2)-invariant Hermitian inner product h , i on C[Z] with reproducing kernel Ψ. Then
Ψ must be of the form (4.3) and

(4. 8) jjzn
0jj2 ≥ jjzn

1jj2 ≥
n!
dn

.

We want to determine what condition Ψ must satisfy in order that (4.7) holds for all
ù, ù0 2 ƒ, or equivalently for all ù, ù0 2 ƒC. It suffices (see [B-K3, Lemma 3.6]) to
verify (4.7) in the one instance

(4. 9) �bòx0 ≥
h
T (ù2), T (ù̄2)

i
.

Let fa ≥ z4
a and Ta ≥ T (f̄a) for a ≥ 0, 1. By (2.5) we have T (ù2) ≥ f0 + T1 and

T (ù̄2) ≥ f1 + T0 and (2.12) computes bòx0 . Clearly [f0, f1] ≥ [T0, T1] ≥ 0, and so (4.9)
becomes

(4. 10) [f0, T0] � [f1, T1] ≥ �1
2

 
z0

∂
∂z0

� z1
∂
∂z1

!
.
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In order to analyze (4.10) we will derive a formula for Ta. Indeed (4.1) gives

(4. 11) TaΨw ≥ w̄4
aΨw

which, by homogeneity in the w̄0, w̄1 variables, implies

Ta

 
dn+4

(n + 4)!
ïn+4

!
≥ w̄4

a
dn

n!
ïn

But ∂
∂za
ï ≥ w̄a and we easily find:

(4. 12) Ta ≥ D
∂4

∂z4
a

where

(4. 13) D ≥ X
n2Z+

Dn¢n and Dn ≥ dn

dn+4
.

Here ¢n is the linear operator on C[Z] such that ¢nf ≥ én,pf if f 2 Cp[Z]. Set Dn ≥ 0 for
n Ú 0.

To find Ψ, we compute out the relation (4.10) on each test function sjk ≥ zj
0zk

1 2 C[Z]
with n ≥ j + k. Then (4.10) reduces to the numerical equation

(4. 14) Dn�4

�
[j]4 � [k]4

�� Dn

�
[j + 4]4 � [k + 4]4

� ≥ k � j
2

where we put [p]4 ≥ p(p � 1)(p � 2)(p � 3). The problem of determining Ψ is now the
problem of solving this equation for the scalars Dn, n 2 Z+. To analyze (4.14) we start
off inductively. For n 2 f0, 1, 2, 3g, (4.14) becomes

(4. 15) �Dn

�
[j + 4]4 � [k + 4]4

� ≥ k � j
2

.

We need to analyze all cases j + k ≥ n where j Ù k. For n ≥ 0, there are no such cases,
and so (4.15) gives no restriction on D0. For n ≥ 1, there is (j, k) ≥ (1, 0) and this gives
D1 ≥ 1Û(16 Ð 12). For n ≥ 2, there is (j, k) ≥ (2, 0) and this gives D2 ≥ 1Û(16 Ð 21).
For n ≥ 3, there are two cases (j, k) ≥ (3, 0), (2, 1) and these give the different values
D3 ≥ 1Û(16 Ð 34) and D3 ≥ 5Û24. Hence there is no solution for D3. This proves that
H[3] admits no quantum inner product.

Next we go back to (4.14) and consider n ≥ 4. Then the two cases (j, k) ≥ (4, 0), (3, 1)
give two independent equations D0 � 69D4 ≥ �1Û12 and 30D4 ≥ 1Û24 with unique
solution D0 ≥ 1Û80 and D4 ≥ 1Û(30 Ð 24).

At this point, we see that for each of m ≥ 0, 1, 2, there are two possibilities. Ei-
ther (4.15) uniquely determines the sequence (Dm, Dm+4, . . .), or (4.15) becomes unsolv-
able for some value n ≥ m + 4k as we check through all cases j + k ≥ n. In the former
case, the sequence (Dm, Dm+4, . . .) determines the unique (up to multiple) quantum in-
ner product on H[m], while in the latter case H[m] admits no quantum inner product. We
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claim that the former case is the one that actually happens. To verify this, we will not
continue the inductive process, but instead simply guess a formula for Dn and prove that
it solves (4.14).

Motivated by the form of the pseudo-differential symbols in (3.7), we make the guess:
D is the quantization of 1Û(16Λ2) and so D should be the inverse of an operator of the
form 16(E + c1)(E + c2) where c1 and c2 are constants. This means that Dn is the inverse
of 16(n + c1)(n + c2). Comparing with the four values D0, D1, D2, D4 we have already
computed, we guess that

(4. 16) Dn ≥ 1
16(n + 1)(n + 5)

.

To check that (4.16) solves (4.14), we can simply substitute into the formal identity
from [B-K3, Lemma 4.8]. Let us recall the statement: if

J(ai; b) ≥ J(a0, a1, a2, a3; b) ≥ a0a1a2a3

b(b + 1)

and a0m ≥ b � am where a0, a1, a2, a3 are five indeterminates then

(4. 17)
J(ai; b)�J(a0i; b) � J(ai + 1; b + 1) + J(a0i + 1; b + 1)

≥ 2b � (a0 + a1 + a2 + a3)
.

To use this, we put b ≥ (n � 3)Û4 and am ≥ (j � m)Û4 for m ≥ 0, 1, 2, 3. Then a0m ≥
(k � 3 + m)Û4 where j + k ≥ n and 2b � (a0 + a1 + a2 + a3) ≥ (k � j)Û2. Then (4.17)
gives the identity

(4. 18)
[j]4 � [k]4

16(n� 3)(n + 1)
� [j + 4]4 � [k + 4]4

16(n + 1)(n + 5)
≥ k � j

2
.

Notice that division by n � 3 is allowed since we have excluded the case n ≥ 3 + 4m.
Finally (4.18) says that our guess (4.16) solves (4.14). Clearly the coefficients of the
corresponding series Ψ[m] are all positive once we choose dm positive. Thus we get a
unique (up to multiple) quantum inner product on H[m] for m ≥ 0, 1, 2.

It is easy now to compute the reproducing kernels Ψ[m] for m ≥ 0, 1, 2. Indeed (4.13)
and (4.16) give the recursion relation dn+4 ≥ 16(n + 1)(n + 5)dn where n 2 Z+. Let
tn ≥ dnÛn! so that Ψ[m](ï) ≥ P

n24Z++m tnïn. Then we get the recursion

(4. 19) tn+4 ≥ 16
n + 5

(n + 2)(n + 3)(n + 4)
tn.

Now we write n ≥ 4k + m where m ≥ 0, 1, 2 and set m0 ≥ mÛ4 and k0 ≥ k + m0. Then

(4. 20)

t4k+m+4 ≥ k0 + 5
4

(k0 + 1)(k0 + 3
4 )(k0 + 1

2 )
t4k+m

≥ (m0 + 5
4 )k

(m0 + 1)k(m0 + 3
4 )k(m0 + 1

2 )k
tm.
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We may set t0 ≥ t1 ≥ t2 ≥ 1. Notice that our three values of m are precisely the values
which make m0+1, m0+ 3

4 or m0+ 5
4 equal to 1, hence which make one of the denominator

factors equal to k!. Thus for each of m ≥ 0, 1, 2, we get a hypergeometric function. This
proves our formulas for the reproducing kernels.

REMARK 4.3. We can revise the proof by analyzing the relation (4.10) on a suitable
series W(z0, z1) instead of on the monomials zj

0zk
1. If we choose W(z) ≥ eï then we

recover many of the calculations in [R-S]. A more natural approach for us is to choose F
to be the unknown reproducing kernel Ψ(z, w̄), but we are not yet able to carry out this
approach in a nice manner. The ideal proof here would produce directly the differential
equation (5.5) below.

For use in Section 5 (see Corollary 5.3) we construct the hypergeometric functions

(4. 21) P[m](x) ≥ 2F3

 
m0 +

5
4

, m0 +
1
4

; dm0 + 1,
d

m0 +
3
4

,
d

m0 +
1
2

,
d

m0 +
1
4

; x4
!

xm

where m 2 f0, 1, 2, 3g, m0 ≥ mÛ4 and the hats mean that we omit the term if it is equal
to 1. Clearly P[m](ï) ≥ Ψ[m](ï) for m ≥ 0, 1, 2.

The theorem and its proof give several corollaries. First the holomorphicity of Ψ[m]

implies

COROLLARY 4.4. Let m 2 f0, 1, 2g. Then the Hilbert space completion of
(H[m], Ψ[m]) is a Hilbert space H [m] of holomorphic functions on Z. We have H ²
Rhol
üm (Z).

The proof gives an explicit formula for the operators corresponding to ƒ. Let

(4. 22) E ≥ (E + 1)(E + 5).

COROLLARY 4.5. Let m 2 f0, 1, 2g. Let f ≥ zk
0zj

1 2 C4[Z]. Then

(4. 23) T (f̄ ) ≥ 1
16E

∂4

∂zk
0∂zj

1

.

For j ≥ 0, 1, 2, 3, 4 and k ≥ 4 � j, we have

(4. 24) Q (ùj�2) ≥ Q
�
zj

0zk
1 + (�1)kz̄k

0z̄j
1

� ≥ zj
0zk

1 + (�1)k 1
16E

∂4

∂zk
0∂zj

1

.

The proof of [B-K3, Theorem 5.2] applies equally well in this setting and gives

COROLLARY 4.5. Let m 2 f0, 1, 2g. The skew-adjoint operators ô(û) ≥ iQ (û),
û 2 ª give an irreducible ª-representation

(4. 25) ô:ª ! End H[m].

Furthermore the operators iQ (û) exponentiate to give an irreducible unitary represen-
tation

(4. 26) gSL(3,R) ! Unit H [m].

For m ≥ 0 or 2, but not for m ≥ 1, this representation of gSL(3,R) descends to a repre-
sentation of SL(3,R).
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5. The SU(2)-Invariant Measure. Any real observable ñ(z, z̄) on Z ≥ C2 � f0g
defines a distribution

(5. 1) M (û) ≥ Z
Z
û(z, z̄)ñ(z, z̄)jdz dz̄j

where û is a continuous function on Z of compact support. In fact M is a (signed) mea-
sure and M (û) is defined as long as the integral in (5.1) converges absolutely. Here Z
is orientable and integrating with respect to the density jdz dz̄j is the same as integration
against the volume form dz dz̄ ≥ dz0 dz1 dz̄0 dz̄1.

We recall the notion of absolute convergence. Let ã(z, z̄) be a continuous R-valued
function on Z. We say that the integral

R
Z ã jdz dz̄j converges absolutely iff

R
Z jãj jdz dz̄j

converges, and then the value of
R

Z ã jdz dz̄j is
R
Z ã+ jdz dz̄j � R

Z ã� jdz dz̄j where ã ≥
ã+�ã� with ã+ andã� non-negative andã+ã� ≥ 0. Then

R
Z ã jdz dz̄j can also be com-

puted as a sum of a series of integrals over bounded sets of Z. If we take any
partition of unity

n
un(z, z̄)

o
then

R
Z ã jdz dz̄j ≥ P

n
R

Z unãjdz dz̄j. Also
R
Z ãjdz dz̄j ≥

limr!1
R
öÚr ãjdz dz̄j. This discussion extends to the case when ã is C-valued for then

we put
R

Z ã jdz dz̄j ≥ R
Z ã1 jdz dz̄j+ i

R
Z ã2 jdz dz̄j where ã1 and ã2 are the real and imag-

inary parts of ã.
Given ñ, we will say that a holomorphic function f on Z is square integrable with

respect to ñjdz dz̄j if the integral
R
Z jf j2ñjdz dz̄j converges absolutely. Notice that holo-

morphicity implies that jf j2 is bounded as ö ! 0.
We will say that ñjdz dz̄j is an admissible measure if the following growth conditions

are satisfied: ñ(z, z̄) and all its partial derivatives (of all orders) are (i) bounded as ö ! 0
and (ii) tend to zero faster than any algebraic power of ö as ö ! 1. In this case M (f ḡ)
is defined for any f , g 2 C[Z] and the formula

(5. 2) hf , gi ≥ Z
Z

f (z) ¯g(z)ñ(z, z̄)jdz dz̄j
defines a Hermitian pairing on C[Z]. We do not require that ñ is positive on Z.

Our goal in this section is to find an admissible measure ñjdz dz̄j such that, for m 2
f0, 1, 2g, our Hilbert space H [m] is exactly the space of functions in Rhol

üm (Z) which are
square integrable w.r.t. ñ and furthermore (5.2) gives the positive-definite inner product
on H [m] with reproducing kernel Ψ[m] computed in Theorem 4.2. We will see (Theo-
rem 5.5) that this problem is impossible to solve for ñ positive, but has a unique solution
whereñ assumes both positive and negative values. Thenñ is a function of ö andñ is pos-
itive outside some finite ball ö � r. We compute ñ explicitly. We argue that ñ(z, z̄)jdz dz̄j
plays the same role as the measure e�jzj

2 jdz dz̄j on Cn which gives rise to Fock space.

REMARK 5.1. A better formulation of (5.2) comes by using half-forms. Cf. [B-K1]
and [B2]. For later comparison we sketch how to translate our results here into the half-
form language. First (2.2) gives

p° ^ ° ≥ p
16ö

q
jdz dz̄j. Next a function f (z) 2 H[m]

is replaced by the half-form s(z) ≥ f (z)
p

dz. Then js(z)j2 ≥ s(z) ¯s(z) ≥ jf (z)j2
q
jdz dz̄j. Fi-

nally ñjdz dz̄j is replaced by the half-form ñ̌ ≥ ñ
q
jdz dz̄j ≥ çp° ^ °. Then the quantity

to be integrated over Z is js(z)j2ñ̌ ≥ jf (z)j2ç(z, z̄)
p

16öjdz dz̄j.
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PROPOSITION 5.2. Choose m 2 f0, 1, 2g. Suppose that ñjdz dz̄j is an admissible
measure on Z and consider the correspondingHermitian pairing on H[m] defined by (5.2).
Then the following conditions are equivalent:

(i) A multiple of the pairing is positive definite with reproducing kernel Ψ[m].
(ii) The pairing is non-degenerate and ª-invariant with respect to the representation

(4.25).
(iii) ñ(z, z̄) is a smooth non-zero function of ö and ñ satisfies

(5. 3)
1

16E
∂4

∂z4
0

ñ(z, z̄) ≥ z̄4
0ñ(z, z̄).

(iv) There is a smooth non-zero function F(x) on (0,1) such that

(5. 4) ñ(z, z̄) ≥ F
 sö

2

!
,

and F(x) satisfies the order 4 differential equation

(5. 5) 16
 

x
d
dx

+ 1
! 

x
d
dx

+ 5
!

F ≥ d4

dx4
F.

PROOF. The equivalence of (i) and (ii), for any Hermitian pairing on H[m], follows
from Theorem 4.2 and Corollary 4.5; notice in (i) that since Ψ[m] is SU(2)-invariant,
it can be the reproducing kernel of only an SU(2)-invariant pairing. Furthermore (ii)
is equivalent to the combination of the pairing being SU(2)-invariant and the operators
T (z̄4

0) ≥ 1
16E

∂4

∂z4
0

and z4
0 being adjoint. Now h , i as defined by (5.2) is SU(2)-invariant

iff ñ(z, z̄) is SU(2)-invariant. This follows as the SU(2)-action on H [m] is induced from
the natural SU(2)-action on Z (see Section 2). Since the SU(2)-action on Z is free and
its orbits are the level surfaces of jzj, any smooth SU(2)-invariant function is a smooth
function of jzj. Thus h , i is SU(2)-invariant iff ñ is of the form (5.4).

Next we show that T (z̄4
0) and z4

0 are adjoint iff ñ satisfies (5.3). Clearly T (z̄4
0) and z4

0

are adjoint iff ∂4

∂z4
0

and 16z4
0E are adjoint, so iff for all f , g 2 H[m] we have h ∂4f

∂z4
0
, gi ≥

hf , 16z4
0Egi. In terms of (5.2), this means

(5. 6)
Z

Z

∂4f
∂z4

0

ḡñjdz dz̄j ≥ 16
Z

Z
f ¯(z4

0Eg)ñjdz dz̄j.

We will rewrite both of these integrals using the formula

(5. 7)
Z

Z

∂f
∂z0

ḡñjdz dz̄j ≥ � Z
Z

f
∂(ḡñ)
∂z0

jdz dz̄j ≥ � Z
Z

f ḡ
∂ñ
∂z0

jdz dz̄j.

To get the first equality we integrate by parts and check that the boundary term vanishes.
Indeed the boundary term is limr!1

R
ö≥r ë � limr!0

R
ö≥r ë where ë ≥ f ḡñ dz0 dz̄0 dz̄1 is
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the boundary three-form on Z. But our growth assumptions on ñ imply that both limits
are zero.

Now by (5.7) (iterated four times), the left hand side of (5.6) is

Z
Z

∂4f
∂z4

0

ḡñjdz dz̄j ≥ Z
Z

f ḡ
∂4ñ
∂z4

0

jdz dz̄j.

On the other hand, it follows from (5.7) that

(5. 8)
Z

Z
f (Ēg)ñjdz dz̄j ≥ � Z

Z
f ḡ
�
(E + 2)ñ�jdz dz̄j.

Since the substitution E ! �E� 2 transforms z4
0E ≥ (E� 3)(E + 1)z4

0 into Ez4
0, we find

that the right hand side of (5.6) is

16
Z

Z
f ¯(z4

0Eg)ñjdz dz̄j ≥ 16
Z

Z
f ḡ (z̄4

0Eñ)jdz dz̄j.

Noting that z̄4
0E ≥ Ez̄4

0 since E is holomorphic, we conclude that (5.6) is equivalent
to (5.3). This proves that (ii),(iii).

Next we show (iii),(iv). The problem is to show that equations (5.5) and (5.3) are
equivalent where we take ñ ≥ F(jzj) because of (5.4). The equivalence is easy since
∂ñ
∂za

≥ z̄aF0(x) and Eñ ≥ xF0(x) where x ≥ jzj.
Our application of integration by parts in the proof above was modeled after the stan-

dard calculations (see, e.g., [Fo]) for the oscillator representation.
Recall the definition of P[m](x) from (4.21).

COROLLARY 5.3. F(x) is a solution to (5.5) iff F is a solution to

(5. 9)
1

16E
∂4

∂z4
0

F(ï) ≥ w̄4
0F(ï).

The solutions of (5.5) are the functions F(x) of the form, for rj 2 R,

(5. 10) F(x) ≥ r0Ψ[0](x) + r1Ψ[1](x) + r2Ψ[2](x) + r3P[3](x).

In particular every solution F(x) extends to a holomorphic function on the complex
plane.

PROOF. The first statement is clear from the previous proof. To see the rest, we go
back to the proof of Theorem 4.2. In the last step, we deducedthe recursive formula (4.20)
from (4.13) and (4.16). From this and (4.11), we see the following is true: the function
F(ï) ≥ P

n2Z+ tnïn is a solution to (5.9) iff the tn satisfy (4.20). The four functions P[m](x),
m ≥ 0, 1, 2, 3 are linearly independent and their coefficients satisfy the recursion (4.20).
The result follows.

The following gives a holomorphic version of (5.3).
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COROLLARY 5.4. Suppose m 2 f0, 1, 2g and ñ(z, z̄) satisfies the equivalent condi-
tions in Theorem 5.2. Then ñ(z, z̄) extends to a holomorphic function eñ on Z ð Z̄ and
eñ(z, w̄) ≥ ñ(ï) is a holomorphic function of ï.

Furthermore ñ(ï), like Ψ[m](ï]) for m ≥ 0, 1, 2, is a solution to (5.9).

The last statement says that the measure function ñ and the three reproducing kernels
satisfy the same order 4 differential equation. This is a key result and leads to a formula
for ñ in Theorem 5.5 below.

The Meijer G-function of type
�

3,0
1,3

�

(5. 11) G(u) ≥ G3,0
1,3

�
u
þþþãå1,å2,å3

�

is defined by the contour integral

G(u) ≥ 1
2ôi

Z c+i1
c�i1

Γ(õ + å1)Γ(õ + å2)Γ(õ + å3)
Γ(õ + ã1)

u�õ dõ

where õ is a complex parameter and c Ù 1Û4. The Mellin transform of G is given by
(see, e.g., [Ma], [P-W])

(5. 12)
Z 1

0
uõ�1G(u) du ≥ Γ(õ + å1)Γ(õ + å2)Γ(õ + å3)

Γ(õ + ã1)
.

THEOREM 5.5. Choose m 2 f0, 1, 2g. Then there is a unique admissible measure
ñ(z, z̄)jdz dz̄j on Z such that (5.2) gives the Hermitian inner product on H[m] with repro-
ducing kernel Ψ[m]. Furthermore, up to positive multiple, ñ(z, z̄) is independent of m and
is given by a Meijer G-function so that

(5. 13) ñ(z, z̄) ≥ G
 ö2

4

!
where G(u) ≥ G3,0

1,3

 
u

þþþþþ
� 1

4

0, 1
4 , 1

2

!
.

We have

(5. 14) ñ(ï) ≥ r0Ψ[0](ï) + r1Ψ[1](ï) + r2Ψ[2](ï)

where r0, r2 Ú 0, r1 Ù 0 and

(5. 15) r0 ≥ Γ( 1
2 )Γ( 1

4 )

Γ(� 1
4 )

, r1 ≥ Γ( 1
4 )Γ(� 1

4 )

Γ(� 1
2 )

, r2 ≥ Γ(� 1
4 )Γ(� 1

2 )

Γ(� 3
4 )

.

Finally the asymptotics of ñ(z, z̄) are

as ö ! 0, ñ(z, z̄) ! r0

as ö ! 1, ñ(z, z̄) ¾
pô
2

öe�ö
.

In particular, there exist a, b 2 R+ such that ñ(z, z̄) is negative if ö Ú a while ñ(z, z̄) is
positive for ö Ù b.

PROOF. Because of Proposition 5.2, we write ñ(z, z̄) ≥ F(x) where x ≥
q
öÛ2 and

the problem is to find solutions F(x) of (5.5) which exhibit appropriate growth behavior
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as x ! 0 and as x !1. Corollary 5.3 implies that every solution is bounded at x ! 0.
So the problem is to find solutions which decay, and decay fast enough, as x !1. How-
ever the asymptotic theory of differential equations of the type of (5.5) is well-known
(see [P-W, Chapter 3]). It turns out that one can construct (using Meijer G-functions) a
fundamental system of solutions of (5.5) which, as x !1, are asymptotic to e�2x2

, e2x2
,

x�1, and x�5 respectively. It follows that there is a unique solution F(x) asymptotic to
e�2x2

, and this is the unique solution up to scaling that decays fast enough at infinity for
us. This solution F(x) is given by (see [P-W, p. 85])

(5. 16) F(x) ≥ G4,0
2,4

 
x4
þþþþþ
� 1

4 , 3
4

0, 1
4 , 1

2 , 3
4

!
≥ G3,0

1,3

 
x4
þþþþþ
� 1

4

0, 1
4 , 1

2

!
.

There is a well-known formula (see [Ma, th. 2.3, p. 98]) that expresses a Meijer G-
function G(u) of type (r,s

p,q) as a linear combination of r terms of the type pFq�1(šu)ub.
Applied to G3,0

1,3 with å1,å2,å3 distinct this gives

G3,0
1,3

�
u
þþþãå1,å2,å3

� ≥
3X

k≥1

Γ(åi � åk)Γ(åj � åk)
Γ(ã � åk) 1F2(1 + åk � ã; 1 + åk � åi, 1 + åk � åj; u) uåk

where in the summation fi, j, kg ≥ f1, 2, 3g. This gives

F(x) ≥ 1F2

 
5
4

;
3
4

,
1
2

; x4
!

r0 + 1F2

 
3
2

;
5
4

,
3
4

; x4
!

r1x + 1F2

 
7
4

;
3
2

,
5
4

; x4
!

r2x2

where (5.15) gives r0, r1, r2. Clearly the constant term r0 dominates as x ! 0. Because
of (5.4) this means ñ ! 0 as ö ! 0.

The asymptotic of Gq,0
p,q(u) as u ! 1 is computed in a formula due to Barnes (see

[P-W, th. 3, p. 32]). This gives, putting å ≥ å1 + å2 + å3,

G3,0
1,3

�
u
þþþãå1,å2,å3

� ¾ pôuå�ã�
1
2 e�2

p
u.

This produces our asymptotic for ñ as ö ! 1.
Notice that the Mellin transform formula (5.12) gives a negative value forR1

0 uõ�1G(u) du when G is given by (5.13) and õ 2 (0, 1Û4). This alone implies that
G(u) must assume negative values somewhere on (0,1).

REMARK 5.6. (i) Returning to the discussion in Remark 5.1, we find ç(z, z̄) ≥
1p
32

x�1F(x) for x ≥
q
öÛ2 and so (5.16) gives

ç(z, z̄) ≥ 1p
32

G3,0
1,3

 ö2

4

þþþþþ
� 1

2

� 1
4 ,0, 1

4

!
.

(ii) The expression (5.14) for ñ(ï) in terms of the reproducing kernels marvellously
seems to recognize the fact that in Section 4 we did not get a quantization on the fourth
space H[3].
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THEOREM 5.7. Choose m 2 f0, 1, 2g. Let H [m] be the Hilbert space of holomorphic
functions with reproducing kernel Ψ[m] which we constructed in Section 4 as the formal
completion of H[m]. Define ñ(z, z̄) by (5.13).

Then H [m] is the space of all holomorphic functions f on Z such that f has Z4-weight
üm and f is square integrable with respect to the positive measure jñ dz dz̄j. The inner
product on H [m] is defined by the non-positive measureñjdz dz̄j by (5.2) so that the norm
of f 2 H [m] is given by the absolutely convergent integral

(5. 17) jjf jj2 ≥ Z
Z
jf (z)j2ñ(z, z̄)jdz dz̄j.

PROOF. If ó is any positive measure on Z, then the space of holomorphic functions
on Z which are square integrable with respect to ó form a Hilbert space L2(Z, ó) with
norm given by jjf jj2ó ≥

R
Z jf j2ó. We may take ó ≥ jñ dz dz̄j. Then C[Z] lies in L2(Z, ó)

as a dense subspace. Since ó is SU(2)-invariant, it follows that the spaces Cn[Z] are all
orthogonal to each other in L2(Z, ó). For f holomorphic we may write f ≥ P

n2Z+ fn where
fn 2 Cn[Z]. Then

(5. 18) jjf jj2ó ≥
X

n2Z+

Z
Z
jfnj2 jñj jdz dz̄j.

The Z4 action induces an orthogonal decomposition L2(Z, ó) ≥ L3
s≥0 K [s] where K [s]

is the subspace of functions of weight üs. On the other hand, by Corollary 4.4 and The-
orem 5.5, H [m] the space of holomorphic functions f ≥ P

n24Z++m fn such that jjf jj2 Ú 1
where

(5. 19) jjf jj2 ≥ X
n2Z+

Z
Z
jfnj2 ñ jdz dz̄j.

(Each term of the series is non-negative by Theorem 5.5.)
Our aim is to show K [m] ≥ H [m] where m 2 f0, 1, 2g. Clearly convergence of the

series in (5.18) implies convergence of the series in (5.19); hence K [m] ² H [m]. The
problem is to prove the converse.

We have two different SU(2)-invariant Hermitian positive definite inner products on
Cn[Z] (n ≥ 4k + m) corresponding to K [m] and H [m], with respective norms jjfnjjó and
jjfnjj. Consequently jjfnjjó ≥ cnjjfnjj for some positive scalar cn. We claim that cn ! 1 as
n ! 1. To demonstrate this, it suffices to consider fn ≥ zn

0. To begin with, we choose
ú so that ñ is positive outside the ball where ö � ú. Let In ≥ R

ö�ú jfnj2 jñj jdz dz̄j. Then
2In Ù jjfnjj2ó � jjfnjj2. But also InÛjjfnjj2 ! 0 as n !1 follows since (i) In � Aú2n where
A is a constant independent of n and (ii) jjfnjj Ù2 n! for n large because (see the proof of
Theorem 4.2) jjzn

0jj2 ≥ 1Ûtn where tn was given by (4.20). Consequently jjfnjjóÛjjfnjj ! 1
as n !1 as claimed. But then, given (any) î Ù 1, we can find N such that jjfnjjó Ú îjjfnjj
for n Ù N. It follows that convergence in (5.19) implies convergence in (5.18), and so
H [m] ² K [m].

Finally we want to show that if f 2 H [m] then the integral in (5.17) computes the sum
in (5.19) giving jjf jj2. But

R
Z jf j2ñjdz dz̄j defines a continuous function on H [m] which

coincides with jjf jj2 on H[m] by Theorem 5.5. The continuity follows easily using the
previous paragraph. Thus

R
Z jf j2ñjdz dz̄j ≥ jjf jj2.
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COROLLARY 5.8. Choose m 2 f0, 1, 2g. Then H [m] is the space of all holomorphic
functions f 2 Rhol

üm (Z) such that the limit ‡(f ) ≥ limr!1
R
öÚr jf (z)j2ñ(z, z̄)jdz dz̄j exists.

Furthermore jjf jj2 ≥ ‡(f ) whenever ‡(f ) exists.

To round out this discussion, we compute the exact reproducing kernel for the inner
product on H [0] ý H [1] ý H [2] defined by our non-positive measure. This fixes the
scaling of the Ψ[m], m ≥ 0, 1, 2, relative to each other.

In fact, Lemma 5.9 and Proposition 5.10 reprove the part of Theorem 5.5 which says
that if ñ is given by the G-function formula (5.13) then (5.2) gives the correct inner
product on H[m] (i.e., with reproducing kernel Ψ[m]). Thus we get Theorem 5.5 minus the
uniqueness of ñ. The approach to finding ñ given below is in fact the one we originally
used to discover the existence of ñ and the G-function formula.

LEMMA 5.9. Let f (z) ≥ zj
0zk

1 and let n ≥ j+k. Suppose ñ(z, z̄)jdz dz̄j is an admissible
measure on Z and ñ(z, z̄) is given by (5.4). Then

Z
Z
jf (z)j2ñ(z, z̄)jdz dz̄j ≥ ô2 j! k!

(n + 1)!

Z 1
0

x
n
4� 1

2 F(x
1
4 )dx.

PROOF. In polar coordinates za ≥ raeiía for a ≥ 0, 1. Then jdza dz̄aj ≥ 4ra dra día.
Substituting and integrating out the í0, í1 variables we find

Z
Z
jf j2ñjdz dz̄j ≥ 16ô2

Z 1
0

Z 1
0

r2j+1
0 r2k+1

1 F(
q
öÛ2) dr0 dr1.

Next we construct a complex variable r0 + ir1 and take its polar representation r0 + ir1 ≥
reií. Then ö ≥ 2r4 and we find

Z
Z
jf j2ñjdz dz̄j ≥ 16ô2

Z 1
0

r2j+2k+3F(r2) dr
Z ô

2

0
cos2j+1 í sin2k+1 í dí.

We evaluate the second integral as 1
2 Γ(j + 1)Γ(k + 1)ÛΓ(j + k + 2) ([W-W, p. 256]). Now

substituting x ≥ r8 we get our result.

PROPOSITION 5.10. Choose m 2 f0, 1, 2g. Suppose ñ(z, z̄)jdz dz̄j is an admissible
measure on Z and ñ(z, z̄) is given by (5.4). Then (5.2) defines a Hermitian inner product
on H[m] with reproducing kernel Ψ[m] iff

(5. 20)
Z 1

0
xú�1F(x

1
4 ) dx ≥ Γ(ú + 1

2 )Γ(ú + 1
4 )Γ(ú)

wmΓ(ú � 1
2 )

for all ú ≥ k + m
4 + 1

2 with k 2 Z+ where (w0, w1, w2) ≥ ô3

4

�
� 1

r0
,

2
r1

,� 1
r2

�
.

PROOF. Let f ≥ zn
0. Write n ≥ 4k0 where m0 ≥ mÛ4 and k0 ≥ k+m0. Then Lemma 5.9

gives

jjsjj2 ≥ ô2

4(k0 + 1
4 )

Z 1
0

xk0� 1
2 F(x

1
4 ) dx.
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On the other hand Theorem 4.2 gives

jjsjj2 ≥ Γ(k0 + 1)Γ(k0 + 3
4 )Γ(k0 + 1

2 )

Γ(k0 + 5
4 )

c

where c ≥ Γ(m0+5Û4)
Γ(m0+1)Γ(m0+3Û4)Γ(m0+1Û2) . Then we find

Z 1
0

xk0� 1
2 F(x

1
4 ) dx ≥ Γ(k0 + 1)Γ(k0 + 3

4 )Γ(k0 + 1
2 )

wmΓ(k0 + 1
4 )

where we used the relation Γ(a + 1) ≥ aΓ(a) for a ≥ k0 + 1Û4 and w�1
m ≥ 4cÛô2. Next

we substitute ú ≥ k0 + 1
2 . This gives (5.20) and some computation gives the formula for

wm. In particular, we use the relations r0r2 ≥ (3Û2)ô and r2
1 ≥ 8ô.

COROLLARY 5.11. If ñ(z, z̄) is given by (5.13) then the corresponding Hermitian
inner product (5.2) on H [m] has reproducing kernel equal to wmΨ[m]. Then r0w0 + r1w1 +
r2w2 ≥ 0.

Finally, we show that our non-positive measure from Theorem 5.7 gives rise to a
theory of integral transform operators in full analogy to the familiar theory for Fock
space. In particular, our quantization operators constructed in Section 4 are all given by
integration against a kernel. Choose m 2 f0, 1, 2g.

We will say a holomorphic function K(z, w̄) is the kernel of a Ψ[m]-admissible operator
T: H[m] ! H[m] with respect to ñ(z, z̄)j dz dz̄j if Kw ≥ K(z, w̄) lies in Rhol

üm (Z) and

(5. 21) (Tf )(w) ≥ Z
Z

f (z)K(w, z̄)ñ(z, z̄)jdz dz̄j

for all f 2 H[m]. Then T has a unique kernel K and K(w, z̄) ≥ ¯(TŁΨw)(z). Indeed unique-
ness follows easily and we have

(5. 22) (Tf )(w) ≥ hTf , Ψwi ≥ hf , TŁΨwi ≥
Z

Z
f (z) ¯(TŁΨw)(z)ñ(z, z̄)jdz dz̄j.

It follows using (4.2) that the kernel of Tû (see Section 4) is û(z, w̄)Ψ(z, w̄) if û(z, z̄)
extends to a holomorphic function û(z, w̄) on Z ð Z̄.

We can now find the kernels, w.r.t. ñjdz dz̄j, of our quantization operators Q (û) for
û 2 ªC. By (2.5) or (2.10), each observable ù 2 ƒC extends to a holomorphic function
ù(z, w̄). Then

(5. 23) kernel of Q (ù) ≥ ù(z, w̄)Ψ[m](z, w̄) if ù 2 ƒC.

For x 2 øC, the operators Q (x) ≥ �ibò x are vector fields given by (2.5) and we can just
compute (Q (x)ŁΨ[m]

w )(z) directly by differentiating Ψ[m] ≥ Ψ[m](ï). We get

(5. 24) kernel of Q (x) ≥ �ibò x(ï)
dΨ[m](ï)

dï if x 2 øC
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6. Variation of Quantization and Kaehler Polarization. In constructing our
quantization of ª in Section 4 we found that the spaces H[m], m 2 f0, 1, 2g, and the
quantization of the observables in ø into operators on H[m] arose very naturally. Indeed,
it is easy to axiomatize their construction, as the Hamiltonian flow of û 2 ø preserves
the Kaehler polarization of Z. The Hermitian inner product on H[m] was determined up
to a then unknown positive scalar factor in each degree. The missing information was
the quantization of the observables in ƒ and the complete determination of the inner
product—in fact the self-adjointness condition made the former determine the latter. We
determined the quantization of ƒ uniquely by adding to the Dirac axioms.

However having constructed the quantization, we find that it may be modified to pro-
duce equivalent quantizations (so equivalent unitary representations ofgSL(3,R)). Indeed
it follows easily from the proof of Theorem 4.2 that (4.4) still holds on ª if we replace
the operators Q (ù) for ù 2 ƒ by the modified operators

(6. 1) Q (ùj�2) ≥ zj
0zk

1
1

a(E)
+ (�1)k 1

b(E)
∂4

∂zk
0∂zj

1

where a(E) and b(E) are any pair functions of the Euler operator E which have positive
spectrum on H[m] and satisfy a(E)b(E) ≥ 16E. We of course keep the original Q (û) for
û 2 ø. Moreover there is a unique (up to one scalar factor) positive definite Hermitian
inner product on H[m] such that the the quantization operators are self adjoint. Some care
is necessary to insure we still get a holomorphic reproducing kernel.

For instance, if we choose

(6. 2) Q (ùj�2) ≥ zj
0zk

1
1

(16E)t
+ (�1)k 1

(16E)1�t

∂4

∂zk
0∂zj

1

where t Ù �1Û2 then the new reproducing kernel is Ψ[m] ≥ P
n24Z++m gnïn where

(6. 3) gn+4 ≥
h
16(n + 1)(n + 5)

i1�2t

(n + 1)(n + 2)(n + 3)(n + 4)
gn.

If t ≥ 0, this is our quantization from Section 4. If t ≥ 1Û2, then (6.3) implies that (up
to scaling of Ψ[m]) gn ≥ 1Ûn!. Hence Ψ[m] is equal to the subseries of eï ≥ P

n2Z+ ïnÛn!
given by taking only terms ïnÛn! where n 2 4Z+ +m. Consequently we find that the new
inner product on H[m] corresponding to Ψ[m] is given by hf , gi ≥ R

Z f ḡe�jzj
2 jdz dz̄j. Thus

instead of our measure constructed in Section 5 we find the positive measure e�jzj
2 jdz dz̄j

of Fock space. It would be interesting to work out the measure for every value of
t Ù �1Û2 (we expect it exists) and see for which values the measure becomes non-
positive, and more importantly to see how (5.14) changes especially in connection with
Remark 5.6(ii).

The case where t ≥ 1Û2 yields the quantization operators constructed by Rawnsley
and Sternberg in [R-S].

A natural question is whether the variation of quantization we have just constructed
corresponds to a variation of Kaehler polarization. The answer we claim is yes. We will
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make a case for this on geometric grounds by first constructing a family of Kaehler struc-
tures all with Kaehler form ° and then working out the analog of Corollary 3.2 with
respect to the new complex structure. We will see that the new “pseudo-differential sym-
bols look like symbols” of the operators in (6.2).

PROPOSITION 6.1. Fix s, c 2 R+. Then there is a unique complex structure J0 on
Z where the two functions z0a ≥ c�1jzjs�1za, a ≥ 0, 1, are global holomorphic coordi-
nates. Furthermore (Z, J0,°) is a Kaehler manifold with ö0 ≥ sö being a global Kaehler
potential. Then ö0 ≥ 2sjcz0j4Ûs.

PROOF. We wish to construct a family of Kaehler structures on Z with Kaehler form
°. To begin with, we build something different—a family of Kaehler structures with
complex structure J. If k 2 R+ then the function jzjk is a Kaehler potential on (X, J); i.e.,
(X, J, i∂∂̄jzjk) is a Kaehler manifold. This follows as in Section 2. The analog of (2.1) is

(6. 4)
 

∂0∂̄0 ∂0∂̄1

∂1∂̄0 ∂1∂̄1

!
jzj2k ≥ kjzj2k�4

 
kjz0j2 + jz1j2 (k � 1)z1z̄0

(k � 1)z0z̄1 jz0j2 + kjz1j2
!

and so the matrix is positive definite for k Ù 0.
Now dilation by jzjs�1 defines an automorphism õ of Z. Then õ carries (J, i∂∂̄jzjk) to

a new Kaehler structure (J0, i∂0∂̄0(jz0jk). Here J0 has holomorphic coordinates z00, z01 and
the decomposition d ≥ ∂0 + ∂̄0 is induced by J0. Notice jz0j ≥ jzjs. Using (6.4) we find
with some computation (made much shorter using invariant theory) that õ carries i∂∂̄jzjk
to i∂∂̄(jzjksÛs). Thus i∂0∂̄0(sjz0jk) ≥ i∂∂̄(jzjks). Setting ks ≥ 4 and inserting the parameter
c we get our result.

REMARK 6.2. Proposition 6.1 implies the following. If r, c 2 R+, then ö0 ≥ cjzjr is
a Kaehler potential on (Z, J), i.e., °0 ≥ i∂∂̄ö0 is a Kaehler form. Moreover, (Z, J,°) is
symplectomorphic to (Z, J,°0) (but not Kaehler isomorphic unless r ≥ 4). Consequently
this symplectomorphism carries ª to an isomorphic algebra of observables which are
homogeneous of degree r.

Now we rewrite our observables from (2.5) in terms of the new variables z00, z01 from
Proposition 6.1. Throughout, we have j ≥ š2,š1, 0 and j + k ≥ 4. For convenience we
drop the primes from our notation. We find

(6. 5)

x1 ≥ 4z0z̄1c4Ûsjzj�2+4Ûs

x0 ≥ �2i(jz0j2 � jz1j2)c4Ûsjzj�2+4Ûs ùj�2 ≥ z0
jz1

k + (�1)k z̄k
0z̄ j

1

c�4Ûsjzj4�4Ûs .

x̄1 ≥ 4z1z̄0c4Ûsjzj�2+4Ûs

Notice that ù 2 ƒ are sums of holomorphic and antiholomorphic functions iff s ≥ 1, i.e.,
the value that corresponds to our original complex structure J.

Next we apply the methods of Section 3 to extend our observables in ª to holo-
morphic functions on T+Z. We continue to drop the primes. We find that bŁ(êa) ≥
�4ijzj�2+4Ûsc�1+4Ûsz̄a.
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(6. 6)

Φ(x1) ≥ iz0ê1
Φ(x0) ≥ 1

2 (z0ê0 � z1ê1) Φ(ùj�2) ≥ z j
0zk

1

c�4
 

iΛ
4

!s�1 +
(�1)kêk

0ê j
1

256c4
 

iΛ
4

!3�s .

Φ(x̄1) ≥ iz1ê0
The fact that Φ(x) for x 2 ø is independent of choice of J0 is a manifestation of the
fact that the Hamiltonian flow of x preserves J0. On the other hand, the “symbol” of the
operators Q (ùj�2) in (6.2) agree with (6.6) when we take s ≥ 2t + 1 and c ≥ 4�t.

For s ≥ 2 and c ≥ 1Û2 we get ö ≥ jzj2 and t ≥ 1Û2. The formulas above reduce to

(6. 7)

x1 ≥ z0z̄1

x0 ≥ � i
2 (jz0j2 � jz1j2) ùj�2 ≥ z0

jz1
k + (�1)kz̄k

0z̄ j
1

4jzj2
x̄1 ≥ z1z̄0

(6. 8) Φ(ùj�2) ≥ zj
0zk

1

4iΛ
+ (�1)k êk

0êj
1

4iΛ
.
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