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ABSTRACT. We describe the calibration and interpretation of interferograms gener-
ated from ERS-I synthetic aperture radar Single Look Complex (SAR.SLC) images of
the Rutford Ice Stream area. Ground surveys provide over 100 tie-points with which to
optimise the interferometric baselines that separate nominally repeated satellite orbits.
Covariant tie-point errors are dealt with by constructing an error covariance matrix for
the expected values of the unwrapped interferometric phases at the tie-points. With base-
line parameters that minimise the weighted residual variance, rms tie-point residuals of
less than lem in slant range are obtained. These are attributed to a combination of inter-
ferometric phase noise, movement survey errors and inadequate slope information. The
image sct used is inadequate for isolating the influences of topography and movement, so
the glaciological conclusions to be drawn are limited. Nevertheless, the interferograms
confirm that the whole of the upper 50 km of Carlson Inlet flows at a speed less than a
tenth of that of the neighbouring Rutford Ice Stream. Also confirmed are the entry of
faster-moving ice into the lower reaches of Carlson Inlet and the position of part of the
Carlson Inlet grounding line. In general, the distribution of the residuals suggests no sig-
nificant differences in ice movement between 1978 and 1992. An exception is the neigh-
bourhood of the shear margin between Rutford Ice Stream and Carlson Inlet, where
inconsistencies between ground surveys over the periods 1984-86 and 1994- 96 and inter-
ferograms from 1994 and 1996 suggest fluctuations in velocity of up to 10 m year '
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Interferometry using synthetic aperture radar (INSAR) at-
tributes differences in phase between nominally similar
radar images to differences in the path length between =y
radar and imaged surface. Because these differences can in
turn be attributed to a combination of parallax and surface
displacement, INSAR holds enormous promise for glaciolo-
gists. Semi-quantitative applications have already demon-
strated INSAR’s potential for identifying new features, for
locating and studying grounding lines, for accurately mea-
suring grounding-line fluxes (where ice thicknesses are
known) and for ultimately providing highly accurate and
nearly continuous fields of ice-surface velocity and elevation
(Goldstein and others, 1993; Hartl and others, 1994; Joughin
and others, 1995, 1996b; Rignot and others, 1995; Kwok and
Fahnestock, 1996). The work here, as well as presenting inter-
ferograms containing kinematic information from the Rut-
ford Ice Stream area (Fig 1) and identifying small changes
in ice flow, addresses how well and how rigorously conven-
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tional glaciological surveys can be used to calibrate interfer-
ograms. INSAR is possible because synthetic aperture
radar (SAR ) systems are coherent, i.e. sensitive to the phase
as well as the amplitude of a received signal. Irom signals

. . Fig. 1. Location diagram. Box indicates area of Figure 2.
received coherently at a small moving antenna, those that

would have been received using a much larger antenna can
be synthesised and focused to produce high-resolution
images, each element of which has an associated amplitude
and phase related to the properties and range of the imaged
surface. At most surfaces, the phase change associated with
radar scattering is a complicated function of the distribu-
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tion of scatterers within each imaged element and varies
from element to element in an effectively random way. It
may, nevertheless, be insensitive to small changes of inci-
dence angle and to small changes in the surface itself, par-
ticularly when volume as well as surface scattering occurs.
Consequently, the phase difference between images of nomin-
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ally the same scene, but taken at different times or from
slightly different positions, can have a high degree of spatial
correlation. Such images are said to be phase-correlated, or
coherent.

The phase difference, or nterferometric phase, between
each element of an image and the element of a coherent pair
associated with the same element of surface is an angular
expression of the difference in range (strictly, the difference
in two-way path length). When range difference contribu-
tions from parallax and surface displacement towards or
away [rom the radar vary sufficiently slowly, a map of phase
difference, or interferogram (e.g. Fig. 2a), shows characteristic
fringes of wavelength proportional to that of the radar
(56 cm for the systems on the ERS-1 and ERS-2 satellites).
The interferometric phase may then be used to measure
range differences to sub-wavelength precision. With favour-
able orbit separations and repeat periods, surface elevation
and surface velocity may be measurable to a precision of the
order of 2 m and 1 myear 3

Geometry

The basic instrumental and geometric limitations to the
INSAR technique, and the need for calibrating ground
truth, were established in early demonstrations of interfero-
metry concerned mainly with measuring topography (e.g.
Zebker and Goldstein, 1986; Gabriel and Goldstein, 1988;
Goldstein and others, 1988).

Figure 3 shows a schematic imaging geometry, in which
the vectors ry,r9, B and D lie in a plane perpendicular to
the path of the sensor (or azimuth direction, denoted ¢). The
range vectors ry and 1y are the lines of sight to a surface cle-
ment common to two images. B is the difference between
the two viewpoints, known as the (interferometric) baseline,
and D is the projection of any surface displacement onto the
plane. The range is here defined as r = |ry| and the range
difference A = |rs| — |r|. For a monochromatic radar with
wavelength A, the absolute phase associated with a given
path-length difference 2A is ® = 4n(A/A).

An exact equation relating A to the range 7, the magni-
tudes B and D of the baseline and surface displacement and
the angles o and 3 they make with the line of sight is
obtained by noting that ry = r; — B + D. Then

ry-r2 = (r+A)°
= -2r-(B-D)+ B+ D*-2B-D (la)
and
A= —Beosa— Dcosf3
+ [B* - A? + D? + 2DBcos(a + 3)]/2r. (1b)

An interferogram is a map of A((,r). When B(() and
D(¢, r) are known, the shape of the imaged surface may be
reconstructed as (¢, ) by determining a(C, ) from A((, )
using Equation (Ib). The function #(¢, r) may be discontin-
uous over rugged topography.

Because the range 7 is usually very much larger than
either B or D and therefore A, A is most sensitive to topo-
graphy when the component of the baseline perpendicular
to the line of sight, Bsin e, or simply B, is large. Range
differences due to surface displacement are almost indepen-
dent of the baseline, and sensitive only to displacement par-
allel to the line of sight. In principle, the influences on the
range difference of topography and surface displacement
can be separated by making use of their different dependen-

https://doi.org]g()m 89/50022143000002379 Published online by Cambridge University Press

cies on the baseline and time (e.g. Joughin and others,
1996h).

The range difference A cannot be measured directly,
because the interferometric phase is initially known only
modulo 27 The first part of restoring the integer wave-
length part of the path-length difference is a process known
as “phase unwrapping” (Goldstein and others, 1988), by
which phase gradients are integrated and the phase at any
point related to an arbitrary datum. Calibration then estab-
lishes the arbitrary datum’s true phase.

The spatial gradients in interferometric phase that can
be resolved and unwrapped depend on the size of the radar
image clements, the radar wavelength and the level of phase
noise. Steep slopes, large values of B orlong repeat periods
over surfaces undergoing rapid shear may produce phase
gradients which are greater than 7rad pixel ' and cannot
be unwrapped.

Pairs of radar images may be collected in a single pass
using two antennae (e.g. Zebker and Goldstein, 1986;
Thompson and others, 1994), in which case the baseline
length may be known to sub-wavelength precision (its
orientation may still have to be determined by calibration),
When a single antenna is used in repeat-pass interferometry,
the baselines depend on aircraft paths or satellite orbits
whose determinations are subject to errors equivalent to
many radar wavelengths. Suflicient parameters to describe
the unknown baseline must then be determined by calibra-
tion. To interpret an interferogram in terms of surface cleva-
tion and surface displacement therefore generally requires
tie-points at which these quantities are known.

INSAR over ice sheets using ERS-1 and -2

Those satellite-borne SAR systems flown to date have al-
lowed only repeat-pass interferometry. Fortunately for gla-
ciologists, the surface topography of ice sheets and typical
rates of ice movement are such that ERS-1 acquisition
Phases B (28 December 1991-31 March 1992) and D (1 Jan-
uary 19947 April 1994) and the ERS-1/2 Tandem Mission
(April 1995 June 1996), with their respective repeat periods
ol 3,3 and 1d, were almost ideal for producing useful inter-
ferograms.

An important limitation for glaciologists is the fact that
any set of nominally similar SAR images can provide infor-
mation about displacement in only one direction, toward or
away from the radar’s path. A typical ERS-1/2 SAR look
angle gives a sensitivity 2-3 times greater to vertical than
to horizontal displacement, so. despite generally small sur-
face slopes, the detail of interferograms over ice sheets may
owe as much to variations in vertical motion associated with
flow over undulating topography as to variations in hori-
zontal movement. This is particularly true in the middle of
fast-flowing glaciers. 1o extract directly any general surface
motion requires three independent viewing directions.
Orbit configurations which achieve this are rare, although
to a very limited extent some ERS-1/2 configurations allow
higher latitudes to be imaged from two or more significantly
different crossing orbits. More generally, some constraint,
such as the direction of the horizontal component of motion,
or the assumption of surface-parallel motion (e.g. Joughin
and others, 1996b) is required. Both require an elevation
model of sufficient resolution, from INSAR or elsewhere,
and imagery {rom two significantly different directions.
When imagery [rom only one look direction is available,
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Fig. 2. (a) Interferogram. (b) SAR amplitude ( backscatter) image and survey stations. Filled circles denote stations for the
197981 and 1984—86 surveys, crosses the 1994-96 GPS survey. Selected line features are taken from visible and SAR imagery.
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Fig. 3. Orbit geometry diagram lo illustrate nomenclature
used in delermining the interferometric baseline.

flow may be assumed to be “downhill” (i.e. down the great-
est surface slope over an appropriate length scale) or in-
ferred from the orientation of glacier margins, etc.

Glacier movement was first observed using INSAR by
Goldstein and others (1993) who created an interferogram
of part of Rutford Ice Stream, Antarctica, from two ERS-1
SAR Single Look Complex (SAR.SLC) images. Thanks to
its orientation, a 6d interval between images and an unu-
sually small baseline, this interferogram was almost unin-
fluenced by topography and contained a great deal of
information about ice motion. The area covered included
the Rutford Ice Stream grounding line, which Goldstein
and others identified easily by interpreting the variation of
interferometric phase as a combination of contributions
from horizontal ice flow and vertical movement on the
ocean tide. With a single interferogram and no independent
elevation model, however, Goldstein and others were unable
to isolate either of the two contributions from ice movement
or the very small contribution from topography. Differen-
tial, or multi-baseline, interferometry techniques to achieve
this have since been developed by Kwok and Fahnestock
(1996) and others. They generally require a combination of
baselines (i.e. more than one pair of images) that includes at
least one baseline large enough to provide the necessary ele-
vation resolution. With suitable imagery and some simplify-
ing assumptions, surface elevation, ice flow and tidal motion
can all be isolated.

Zebker and Goldstein (1986) identified a difference in
viewing angle beyond which there can be no correlation.
Expressed in terms of B at a typical look angle, the limit
for the ERS-1/2 SAR systems is approximately 1100 m, but
good results are hard to obtain with B much greater than
600 m. Strictly, itisnot B, but B; — D, thatislimited. If;
however, the period separating coherent images over ice
sheets is limited to a few days, then absolute displacements
greater than a few metres will be rare in glaciological appli-
cations and B itself will be limited. Of the images acquired
over ice sheets during the ERS-13 d repeat Phases Band D
(first and second ice phases), not all pairs for which B is
less than 600 m (roughly 70% of the total) are correlated.
This may in part be because the SAR processors at the Pro-
cessing and Archiving Facilities (PATs) were not optimised
for interferogram production, but probably the major factor
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is the stability of the ice-sheet surface, on which INSAR
relies. Stability will depend on the amount of melting, snow-
fall and drift and to what extent the returned signal comes
from volume as well as surface scattering. The latter is a sub-

ject of debate, but clearly the longer the time interval, the

more likely are significant changes. Interferograms have
been produced using images over ice-sheet surfaces taken
35d apart (Fahnestock and others, 1997), but success with
such long periods appears uncommon.

The expense and logistical difficulties associated with
operating SAR receiving stations in Antarctica allowed
only a fraction of the potential Antarctic imagery from the
ERS-1 acquisition Phases B and D to be collected. The ERS-
1/2 SARs do not “see” that part of the ice sheet south of 807 S.
North of this latitude there remain areas for which no ima-
gery exists and areas where the combination of archived
images will not allow the extraction of reliable and glacio-
logically useful quantities. The ERS-1/2 Tandem Mission,
with its | d separation between instruments, has seen cover-
age improve dramatically, particularly within the range of
the receiving station operated at McMurdo Station, but un-
less coherence over the 35 d repeat period proves to be com-
mon, ideal image sets may continue to be rare.

Accuracy and ground control

The factors that determine the accuracy and applicability of
INSAR in a particular case include the availability of corre-
lated image pairs from which interferograms can be formed,
the degree of correlation, whether the area of interest is im-
aged from more than one direction, whether a separate
digital elevation model (DEM) is available, and the quality
of ground control available to optimise the interferometric
haselines.

The applications so effective in demonstrating the gla-
ciological potential of INSAR have sometimes lacked rigour
in their use of ground truth. Joughin and others (1996a)
have probably done most to address this, with their analysis
of the effects of tie-point errors and tie-point distribution in
simulated interferograms. Imagery over the ice sheets of
Antarctica and Greenland will often contain no areas of ex-
posed rock for use as tie-points. 1o what extent creating in-
terferograms from whole swaths of images reduces the
amount of ground control required in practice, and how ef-
fectively assumptions about ice flow can substitute for it, are
open questions. Clearly, however, the more we can use exist-
ing surveys to calibrate interferograms in such remote areas
and thus avoid revisiting them, the more effectively can the
available logistical effort be used in campaigns to produce
regional data sets of glaciological interest. Of equal impor-
tance, but sometimes overlooked, is the need for rational
methods with which to assess the significance of inconsisten-
cies between interferograms and between interferograms
and ground surveys.

Presented here arc the generation, calibration and inter-
pretation of interferograms formed from ERS-1 SAR.SLC
images of the area around Rutford Ice Stream, Antarctica.
The process is described in some detail for a single interfer-
ogram using ERS-1 Phase B images and data from a series of
conventional, i.e. pre-GPS, surveys of the area. Values of sur-
face elevation and velocity obtained from these surveys con-
tain strongly covariant errors that are taken into account
along with the interferometric phase noise when optimising
parameters that describe the interferometric baseline. This
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approach ensures that when data from recent GPS surveys
and a single interferogram from ERS-1 Phase D that partly
overlaps the carlier one are examined, inconsistencies
between the four data sources can be interpreted reliably as
variations in ice flow.

INTERFEROGRAM GENERATION
Image selection

Coherence between images is not guaranteed by the exclu-
sion of pairs with large baselines or long repeat periods, and
may be marginal where it exists. Among the potentially use-
ful imagery in the Rutford Ice Stream area, no sets compris-
ing three mutually coherent images or two coherent pairs of
images were found. No differential interferograms from
which to extract separate topographic and movement con-
tributions could therefore be created.

The ERS-1 SAR.SLC images used (Table 1) were sup-
plied by the German Processing and Archiving Facility
(DPAF) as quadrants of full scenes that cover a nominal
100 km by 100 km area of the Earths surface. Two of the
images, acquired 6 d apart in Iebruary 1992, are nearly con-
temporary with, and overlap, those used by Goldstein and
others (1993), but cover an area further upstream on Rutford
Ice Stream and include Carlson Inlet. Figure 2b shows the
carlier image in conventional (backscatter or ¢”) form. The
Ellsworth Mountains appear along the western houndary.
Note the bright (high-backscatter) ice-stream margins and
the bright area in the middle of the ice stream associated
with rapidly shearing flow over a prominent knoll above a
step in the ice-stream bed (Irolich and others, 1989). Note
also that the brightness in the margins continues to the up-
strcam edge of the image, whereas visible surface crevas-
sing, in general, does not. This indicates significant
penctration of the ice-sheet surface and volume scattering
within the firn. The two images from Phase D, also supplied
by the DPAF, were acquired 3 d apart in January 1994

Table 1. Scene identifications

Phase B Phase D
Image 1 Image 2 Image 1 Image 2
Orbit 2972 3058 13223 13266
Scene 5301 5301 5265 5265

Date 9 Feb. 1992 15 Feb. 1992 25 Jan. 1994 28 Jan. 1994

Image registration

ERS-1 SAR.SLC images are supplied with elements ar-
ranged in the natural slant-rangefazimuth coordinate
system, That is, each line in the image corresponds to a par-
ticular azimuth (time or point along the orbit) and consists
of pixels containing information from progressively more
distant targets that share a common azimuth of closest
approach. This is achieved by “zero-Doppler” processing,
i.c. constructing the synthetic aperture so that each point
appears on the image line that corresponds to the time at
which the signal returned from the point is not Doppler-
shifted. Each pixel spans roughly 4 m in azimuth and 8 m
in range.

Because nominally similar images always cover slightly
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different areas on the ground, there are generally offsets
between images in azimuth and range. Only if these offsets,
which can be equivalent to 100 pixels or more, are found to
within | or 2 pixels will the phase difference between two
images have any spatial correlation. The process of finding
the offsets, called registration, consists of comparing the azi-
muth and range and the pixel and line numbers of points
common to two or more images. This is straightforward
between images containing sufficient common features
identifiable at a pixel level. On ice sheets, where there are
usually no such features unless transponders or corner re-
flectors have been placed specificially for the purpose, init-
ial estimates of the integer offsets can be obtained from a
combination of the processing information contained in
the SLC file header and a model for the satellite orbits.

Information contained in the European Space Agency
file headers is not always entirely self-consistent, so the use
of header information that cannot be verified independently
is minimised here. This places particular reliance on the
model used to describe the satellite orbit, in this case the
“precise” orbit model provided by the Technical University
of Delft (1997). The Dellt model is supplied as a series of
satellite positions (one per minute, roughly 100 per orbit)
and software for interpolating between them. As is usual
with such orbit models, the errors claimed for values of the
radial component of position are smaller (on the order of
10 em) than those claimed for the other components, which
are on the order of a metre.

Relative position within an image is obtained by com-
paring the azimuth and range of closest approach with
those of some reference. Absolute positioning in azimuth is
possible to the extent that the orbit model can reliably esti-
mate the point along the orbit of closest approach (and to
the extent that the Doppler centroid frequency is indeed
zero). Absolute and relative positioning in range are less
straightforward, since they rely on accurate models for the
refractive index between radar and target. Here the geogra-
phical position for the scene centre supplied in each header
file is taken as a range reference. The offsets between images
are naturally estimated at these scene centres.

An image and the orbit on which it was acquired are
chosen as references. The orbit model is then used to find
the time and range of closest approach on this orbit to the
centre of the reference image. The time, which is usually
within a few milliseconds of the scene centre time given in
the header, is identified with the image’s central line, and
the range is identified with its centre pixel. The process is
repeated to find the range and time at which the geographi-
cal positions given for the other scene centres were imaged
in the reference image. These offsets in range and time are con-
verted to pixel and line offsets by linear interpolation
assuming the scene-start and scene-end times and the pixel
range length are as given in the header.

An integer search within 10 pixels in azimuth and 2
pixels in range (both equivalent to roughly 40 m on the
ground) ol these offsets is usually adequate to establish
whether coherence is present.

Testing for correlation

Associated with each image element is a complex value
C = Re'®, where R and ¢ are the amplitude and phase of
the received signal. The interferometric phase ¢; — ¢ is
the phase of the product CyCy* = Ry Rye’'?~2) where C)

8l
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and C5 are the values assigned to corresponding pixels in
the two images and the superscript “*” denotes complex
conjugate.

Correlation is sought by comparing small areas between
images (e.g. Goldstein and others, 1993). One common
method is to search for the offsets that give the highest spec-
tral value in a fast Fourier transform (FFT) of the interfero-
metric phase over the test area. Another is to search for the
highest value of the complex correlation coefficient

(C1Cy")

Jiec® |

where {...) denotes expected value.

Spatial gradients in interferometric phase generally en-
sure that an estimate of p made by simple summation is
biased downward. The estimates of the optimum offsets are
not generally biased, but discrimination is reduced. Phase
gradients may be estimated in order to optimise the esti-
mate of p, but this is usually unnecessary if the test areas
are divided into sub-areas over which estimates of p are
made by simple summation before being averaged over the
test area. Cases of marginal coherence (e.g. p < 0.3) some-
times require experimentation with the size of both the test
area (e.g. up to 128 pixels square) and the sub-areas {typi-
cally 16 pixels in azimuth by 4 pixels in range, roughly
square on the ground). It may also be useful in such cases
to compare results between FFT and summation methods.
Sometimes, of course, neither works because there is simply
no correlation.

For the best results, i.e. the minimum phase noise, the
search may bhe performed to sub-pixel precision by means
of interpolation and resampling within the natural slant-
rangefazimuth coordinate system. Although SLC images

may be resampled without significant loss of information,
the process is computer-intensive, especially when offsets
vary across an image because of distortions in either the
processing geometry or the surface being imaged (due to
ice motion, for example).

Correlation and phase noise

A map of the correlation coefficient p is shown in Figure 4
for the southeastern quadrant of the Phase B interferogram
(cf. Fig. 2a). Areas of higher correlation (p > 0.5; phase
noise of 157 or less) generally coincide with the darker areas
in the SAR backscatter image (Fig. 2b). Areas of low corre-
lation (p < 0.2; phase noise greater than 40°) are generally
brighter in the backscatter image and coincide with the
areas of noise seen in the interferogram.

Noise in the radar system, changes in the ice-sheet sur-
face, differences in viewing angle, and inexact registration
all contribute to noise in the interferometric phase. Of these,
the first two are usually the most important. Phase noise
hinders registration, introduces uncertainty into any “obser-
vation” made on an interferogram and hinders the process
of phase unwrapping by which each element’s phase is
referred to a single, initially arbitrary, datum. Simple aver-
aging over blocks of complex values before calculating the
interferometric phase reduces the phase noise at the expense
of reduced spatial resolution. When this exacerbates
problems with phase unwrapping in regions of high slope
or high shear, more sophisticated filtering may he appropri-
ate.

Mosaicking

Separate interferograms were created for each quadrant of
the Phase B reference image by applying those optimal inte-

Fig. 4. SAR coherence image of the upper right quadrant of Figure 2a.
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ger offsets in range and azimuth found by the method
already outlined. The interferogram quadrants were mo-
saicked by a similar registration process using test areas
from reference-scene quadrant overlaps, The Phase D inter-
ferogram is formed from the first quadrant of a scene over-
lapping the Phase B interferogram as shown in Figure 2b.

Projection

Shown in Figure 2a is a projection of the Phase B interfero-
gram mosaic following averaging over blocks of pixels 2 in
the range direction by 12 in the azimuth direction. In parti-
cularly rugged terrain, the foreshortening associated with
side-looking radars such as the ERS-1 SAR can be many

kilometres. Areas may even by obscured by nearby higher

terrain “laid over” them. This does not occur over the gentle
terrain of ice-sheet surfaces, but surface elevations must still
be known throughout the image for the transformation
from slant range and azimuth to geographical position to
be performed accurately. To form Figure 2a in the absence
of this information, the whole of the imaged surface was
assumed to be 200 m above the ellipsoid surface. Since the
ice-sheet surface clevation exceeds 700 m in places, pro-
jected distances from the satellite ground track may be in
error by up to 1 km.

CALIBRATION

Itis convenient to recast Equation (1) in terms of locally hor-
izontal and vertical baseline components By and By and
look angle 6 (Fig. 3). The orientations of By and By with
respect to the standard Earth-centred Cartesian axes
change with azimuth ¢, as, in general, do their magnitudes.
The range difference A is expressed as the sum of an un-
wrapped quantity Ay and a constant A¢ to be determined.
Thus

Ay = By () cos — By (¢) sinfl

_B(C)-D+D-r1
1= T
A B()® — Ay? — Ac® + D?
—A('(1+TU)+ 9 127_ g+

where B? = By® + By? and D is the length of the projec-
tion of the surface displacement vector in the plane perpen-
dicular to the orbit. The unwrapped interferometric phase is
fI»‘U = 47’!’&1;//\.

For ERS-1/2 the range 7 is roughly 860 km, much greater
than B, D and A."Terms in 1/r are therefore small and are
generally either neglected (e.g. Kwok and Fahnestock, 1996)
or, in the case of B, estimated from a “precise” orbit model
(e.g. Joughin and others, 1996a). These authors derived their
approximations in terms of baseline components parallel
and perpendicular to a representative look angle. The in-
strument-independent By and By appear a more natural
choice when, as here, Equation (2) is solved iteratively for
the baseline components and arbitrary phase to any desired
precision.

When surface elevation and baseline are known, the
topographic contribution to an inferferogram may be
synthesised using Equation (2) and removed to leave only
surface motion information. A simple example is the first
direct observation by INSAR of surface movement, a study
of the area affected by the 1991 Landers, California, earth-
quake (Massonnet and others, 1993), in which the topo-
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graphic contribution to an interferogram formed from two
ERS-1SAR images was estimated with the help of an eleva-
tion model and removed to isolate the surface displacement
contribution. An elevation model with which to do this can
also be derived from an interferogram free of motion infor-
mation. Such a differential interferogram may be created by
simply differencing the phases from two interferograms
with identical time separations (Joughin and others,
1996b), provided the movement is also identical. The contri-
butions that topography and movement make to the inter-
ferometric phase are only separable in this way if the cross-
terms in Equation (2) involving B and D are discarded.

The accuracies of even the “precise” orbit models are in-
adequate for determining the baseline (orbit separation vec-
tor) to sub-wavelength precision. A solution is to choose a
set of parameters capable of adequately describing the var-
iation of the baseline with azimuth, and find optimum
values for them with the help of a set of calibrating obser-
vations (tie-points). Over the azimuthal extent of a single
interferogram, a linear or quadratic description of the base-
line is adequate, giving four or six baseline parameters to
find and an additional parameter to allow for the arbitrary
phase. At least five calibrating tie-points are therefore
required.

Without a large number of tie-points that are of perfectly
known elevation and motion and are perfectly located on an
interferogram that they cover well, geometry and the possi-
bility of systematic errors make it difficult to actually deter-
mine the baseline with great accuracy. This need not be of
concern so long as the tie-points are suflicient in number,
well spaced, and fitted to within expectations, in which case
the same baseline model parameters can be expected to pro-
vide values for other points with an estimable accuracy. It
would be wise, however, to compare optimised baseline
parameters with those obtained from the hest available orbit
information, and account for any discrepancy.

Sources of ground truth

Both interferograms used are formed from “lone pairs” of
images, with no third coherent image or second coherent
pair to help isolate clevation information which could then
be removed to leave only motion information. Since neither
of the baselines is negligibly small, both elevation and
velocity must be known at the tie-points for them to be use-
ful.

Information with which to calibrate interferograms can
come from a variety of remotely sensed sources. Crevasses
and even quite subtle surface features can sometimes be
tracked between pairs of visible or radar satellite images
(e.g. Bindschadler and Scambos, 1991). Satellite imagery
may be used to locate ice summits (e.g. Goodwin and

‘aughan, 1993) or other places where the surface velocity is
very small. Goldstein and others (1993) calibrated their in-
terferogram of part of Rutford Ice Stream by assuming a
negligible velocity at a point off the ice stream close 1o the
exposed rock of Flowers Hills in the Ellsworth Mountains.
Some flow features, including ice-stream margins and ice
divides, may tentatively be assumed to lie parallel or per-
pendicular to current ice flow. Where they lie respectively
perpendicular or parallel to the radar’s line of sight, the con-
tribution of ice motion to the interferometric phase will van-
ish. In all remotely sensed cases, some assumption must be
made about the vertical component of velocity, which may
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be significant in areas of high accumulation rate even when
the horizontal velocity is low.

Tie-point location errors and poorly known elevations
will often make ground control derived from satellite ima-
gery less precise and reliable than purpose-made surface
observations. Such control is, nevertheless, perfectly usable
when properly weighted using estimates of the errors in-
volved. Although it would be instructive to attempt to use
the remotely sensed control that exists in the Rutford Ice
Stream area, ground truth in this work comes entirely from
surface observations whose errors, while not negligible, are
at least easily quantified.

The ground truth includes two major surveys of Rutford
Ice Stream, from 1978-80 and 198486 (Doake and others,
1987). Both were based on angle and distance measurements
using theodolite and electronic distance measurement. A
number of smaller surveys, some partly intended as ground
control for interferometry, were carried out using global
positioning system (GPS) between 1994 and 1996. One of
these crossed the Rutford Ice Stream—Carlson Inlet junc-
tion; another followed the ice-stream centre line upstream
of the 1984-86 survey. A single observation of velocity on
Carlson Inlet was made using GPS over the year 1995 (per-
sonal communication from A. Jenkins, 1996). In the area
covered by the images used here, these surveys provide over
200 observations of surface elevation and surface velocity
for potential use as tie-points (Fig. 2b).

In the Phase B interferogram, the 1978-80 survey ap-
pears in the extreme south (near range), the 1984-86 survey
extends from near to far range and includes 100 km of fast-
flowing ice stream (Fig. 2b), and the observation from Carl-
son Inlet appears at the eastern edge. The Phase D) interfer-
ogram overlaps the earlier one by roughly 15 km in range at
the upstream end of the 198486 survey. The 1994-96 GP5
surveys extend from near to far range and over most of the
azimuthal extent of the Phase D interferogram

None of the surveys was contemporary with the Phase B
acquisition period in early 1992. The Phase D images were
acquired in February 1994, at the beginning of the 2 year
period spanned by the GPS surveys. The validity of the
ground control is therefore questionable, but the consider-
able redundancy may ensure that any problems are
reflected as inconsistencies in the calibration.

The interferograms and ground survey data used are
summarised in'Table 2.

APPROACH
Whereas neither the surface elevation field nor the surface
velocity field can reliably be interpolated between the tie-

points or extrapolated beyond them, interferometric phase

Table 2. Data sources and dates

Date Data source

Dec. 1978 Feb, 1980
Jan. 1984 Feb. 1986
9—15 Feb. 1992
25-28 Jan. 1994
Jan. 1994 Feb. 1996
Jan. 1995-Feb. 1996

Rutford Ice Stream survey

Rutford Iee Stream survey

ERS-1 Phase B interferogram (100 km x 100 km)
ERS-1 Phase D interferogram (50 km x 50 km)
Rutford Ice Stream GPS survey

Carlson Inlet GPS survey point
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is known nearly continuously and phase gradients are sim-
ple to estimate. Observations are therefore best viewed as
attempts to find values of range, azimuth, look angle, line-
of-sight displacement and relative phase associated with a
particular point on the ice-sheet surface (rather than those
associated with a particular point on an interferogram). 1o
optimise the parameters describing the baseline, the obser-
vations must be weighted appropriately. This task, which
also provides expectations of tie-point residuals to compare
with those found in practice, is not straightforward, because
the tie-point errors are neither equal nor independent.

Observation weights and residual variance

The metric residual associated with tie-point i is defined as
pi = AP - g,

An error variance matrix V is defined with elements Vj;
equal to the expected values (p;p;). V is diagonal when the
residuals arise from observation errors that are indepen-
dent. If, in addition, the observations carry equal weight,
then estimates of the parameters describing the baseline
and the phase datum, A¢, may be found by minimising the
observed residual variance Y, p;%. Here, covariant errors in-
curred in estimating the tie-point positions and velocities,
and systematic errors associated with the errors in the range
and azimuth data, ensure that 'V is not diagonal. In such
cases, the quantity to be minimised is the more general
weighted residual variance, W, where

W =RV 'R’ (3)

and R = [p; ... p,) is a row vector containing the residuals
at the solution (Strang, 1986). In what follows, estimates of
the contributions to V will be restricted to first-order terms
of Equation (2).

Tie-point location

Tie-point location and phase unwrapping are performed in
the natural slant-range/azimuth system. The tie-points lie
on snow, and none are marked with radar reflectors that ap-
pear in the images, so the slant range and azimuth of closest
approach to each tie-point and the associated look angle are
found using the method described earlier in the context of
image registration. Offsets in range and azimuth relative to
the scene centre are then converted to offsets in pixel and
line.

Phase unwrapping and phase noise

To ease tie-point unwrapping, the raw interferogram is
“flattened”. An estimate of the baseline from the Delft orbit
model and a value for the look angle 8 for each pixel are used
in Equation (2) to synthesise the phase variation that would
arise were the entire imaged surface at an ellipsoidal height
of zero. Subtracting this phase removes a great deal of the
phase variation (fringes) from the raw interferogram. A
“spherical earth” approximation to the look angle is ade-
quate for the flattening because the removed phase is re-
stored to the unwrapped phases before the baseline
parameters are optimised.

Here the tie-point phases are unwrapped manually by
counting fringes. Tie-points for which the integer wave-
length part of the phase cannot be determined are dis-
carded. In the flattened full-resolution Phase B
interferogram, only one path exists through the shear mar-
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gin between Rutford Ice Stream and Fletcher Promontory
by which it is possible to tie the observations on the fast-
flowing ice and slower ice to a common datum. Phase noise
and rapid phase variation in the ice-stream margins still
prevent the unwrapping of some 20 potential tie-points.

Complete rigour would require a local estimate at each
tie-point of the contribution to residual variance from phase
noise. Here, for simplicity, the errors are assumed to be in-
dependent and random, with a standard error appropriate
to each interferogram when the high-noise shear margins
are excluded. Values used for the Phase B and the noisier
Phase D interferogram were equivalent to 1.4 and 2.8 mm
in A, respectively.

Location error

Systematic and random errors are incurred in estimating
the tie-point positions, estimating the associated azimuth
¢, range 7 and look angle ¢, and locating the points on the
interferograms. Their effects depend on the distribution of
phase in the interferograms, i.e. the surface topography, sur-
face velocity and baseline, and the distribution of tie-points.

Absolute location in range and azimuth depends on the
accuracy of the scene centre position given in the image file
header. Uncertainties in the derived range and azimuth
data, although probably no greater than 100 m, can produce
systematic errors in the optimum baseline parameters that
vary in rough proportion to Bér/r. A range datum crror of
or = 100 m with a typical ERS-1/2 baseline magnitude of
B =200m could produce errors in the bascline compo-
nents on the order of 1 m, depending on the interferogram
and tie-point distribution. In general, the more regular the
interferogram, the greater the baseline errors and the smal-
ler the residuals generated in an optimisation based on
many observations of Ay (7). If the imaged surface were
plane and stationary, then residuals in Ay could be less than
Imm. For an ellipsoidal surface they would be somewhat
greater, but the range error could still be undetectable in
the presence of phase noise and other errors. A discrepancy
with precise orbit models might, however, arouse suspicion.
The main effect of a systematic azimuth error is a transla-
tion in azimuth of the optimal baseline parameters. Sincce
the variation of these is typically 10 m over the 100 km azi-
muthal extent of a full scene interferogram, a systematic azi-
muth error of 100m would probably be undetectable by
comparison with orbit models.

As well as contributing to a bias in the optimal bascline
parameters, range and azimuth datum errors contribute to
residual variance through their interaction with the less reg-
ular components of the interferogram, identified here with
the signatures of the surface elevation and velocity fields.
This contribution is therefore estimated as the square of
the typical magnitude of phase change over 100 m (maxi-
mum pixel and line errors) on the flattened interferogram
(Fig. 2a). The fact that phase gradients are clearly correlated
locally, particularly in regions of high shear, may be unim-
portant when the tie-points cover an interferogram well.
Systematic orbit model error is assumed to have an effect
similar to, but smaller than, the use of the file-header scene
centre position as a reference. Random errors 6¢, ér and 56
arise [rom the original ground surveys and use of the precise
orbit model and contribute to residuals in A according to
the products 8¢(OB/JC) - r/r and B(() - 6(r/r). Uncer-

tainties in the tie-point positions are typically less than 5m

https://doi.org/10.3189/50022143000002379 Published online by Cambridge University Press

horizontally and vertically. Uncertainties in the point of clo-
sest approach are estimated at 1ms, or 7m, for the azi-
muthal component, and 5m for the components
perpendicular to the orbit. Relative location on an interfer-
ogram should therefore be no worse than the length of a
pixel (79m) in the range direction and two range-line
widths (roughly 8 m) in the azimuth direction. For these in-
terferograms, I3 is on the order of 100 m and gradicents arc
on the order of 10 m per 100 km. With total errors in r and ¢
less than 10 m, the total residual contributions are unlikely
to be greater than I mm.

Velocity contribution

Iee-sheet surface motion makes a contribution to the inter-
ferometric phase that is, to a close approximation, propor-
tional to the component of the surface displacement
parallel to the range vector. If average surface velocities
over the short periods that separated our images are the
same as those obtained from the ground surveys over much
longer periods, then the contribution to the range difference
is

r r

D tu

7 i
where # is the period between images, w is the three-dimen-
sional surface velocity from the surveys and ry is the first
range vector at closest approach. Consistency between the
interferograms and the survey data will be the only evi-
dence for or against the “steady flow™ assumption.

Vertical movement

None of the tie-points has any tidal motion, but high
velocities over an undulating surface ensure that vertical
movement on Rutford Iee Stream contributes significantly
to the interferometric phase. Tt is likely that such vertical
movement could account for the short-length-scale dis-
crepancies between interferogram and observed horizontal
movement in Goldstein and others (1993, fig. 5).

The ice velocity detected by phase differences between
coherent images is a material one. The GPS-based surveys
used aluminium poles inserted at least 1 m into the firn as
markers. It is assumed here that their results, which include
the vertical component of motion, represent material
velocities, and any densification effect is ignored. Neither
the 1978-80 nor the 1984-86 survey observed vertical move-
ment directly, but barometric or optical levelling provided
surface profiles along lines of survey markers.

A reasonable working hypothesis is that the ice sheet in
the Rutford Ice Stream area is in a “steady state”, which im-
plies that the vertical component of the material surface
velocity is balanced by the accumulation rate. This applies
only on a smoothed-out conceptual surface, whose undula-
tions on long length scales are generally tied through the ice
dynamics to long-term accumulation patterns, basal topo-
graphy and basal conditions. Climatic and dynamic
changes over these length scales may produce non-steady
surface wpographics, with features such as kinematic waves
(the detection of which could prove a powerful application
for interferometry). Short-wavelength variations tend
instead to be advected with the ice motion until altered by
wind or accumulation.

In areas of net accumulation, the material velocity is
downward relative to the smoothed-out surface. It does not
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matter whether coherence between images is taken to imply
the absence of significant surface accumulation in the inter-
vening period, since, although the surface accumulation is
episodic, the ice velocity is much smoother over time. It is
difficult to be precise about this component of the move-
ment, since both the densification rate and the extent of
radar penetration into the firn are poorly known and prob-
ably highly variable. Field observations on Rutford Ice
Stream (Doake and others, 1987) suggest that it could be up
to l myear :

With the assumption of surface-parallel flow, a minor
correction to balance the long-term accumulation rate, and
the neglect of any densification effect, the vertical compo-
nent of motion can be estimated. This is most effective along
two lines of survey stations running close to the ice-stream
centre line approximately 2 km apart (Fig. 5. Though in-
tended to lie along the flow, the station lines inevitably devi-
ate significantly from it in places. The derivatives of cubic-
spline interpolants to the two surface profiles are shown in
Figure 5. Because there is some noise in the levelling data,
the flow is not strictly between survey stations, and surface
movement is unlikely to be parallel to surface slopes asso-
ciated with length scales much shorter than the ice thickness
(approximately 2000 m), residuals of up to 0.5m are al-
lowed in the interpolant. This has an effect similar to
smoothing over a length scale comparable with the ice
thickness. Slope error at the survey stations is estimated at
approximately = 0.001 rad.

The slopes along the “centre lines” are roughly normally
distributed, with a mean of —0.003 rad and standard devi-
ation of 0.005 rad. These values are used as estimates of slope
and slope error for tie-points away from the centre lines but
still on the ice stream itsell. Slopes at tie-points on those
parts of transverse lines B and C where ice on Fletcher
Promontory flows towards Rutford Ice Stream (Fig. 5;
Frolich and others, 1989) are derived from a single linear
regression for each double line. Slope-related vertical move-
ment is assumed negligible on the Carlson Inlet side of
Rutford Ice Stream margin (transverse line A).

These estimates of vertical velocity are combined with

the results of the horizontal survey reduction to provide
three-dimensional velocity vectors and associated error
estimates in standard Earth-centred Cartesian coordinates.

Velocity error covariance

Associated with the reduction of the ground surveys of
1978-80 and 198486 are uncertainties whose variance and
covariance are integral to the results. The uncertainties in
horizontal movement over 3 or 6 d are significant - equiva-
lent to a few radar wavelengths in extreme cases— and un-
cqual. Although generally smaller than the uncertainties
associated with vertical movement along unknown slopes,
they dominate towards the ends of the transverse lines of
the survey networks. This is most true along transverse line
B and the castern half of transverse line C (Fig. 2b), where
surveys spanned only 6 weeks rather than a whole year and
uncertaintics reach 20 mmd . Velocity errors from the
GPS-based surveys are by comparison small, on the order
of 0.1 mm d ', with covariances small enough to be neglected
in this context.

The lowest-order contribution to (p;p;) from errors in
estimating the velocity is given by

2

7y

V;n} <($11;' D ¥ 611J; 2 I'j) B

The time separation t is assumed to be known exactly. The
GPS measurements are presented directly as material
velocities in the Earth-centred Cartesian system. For the
older surveys, only horizontal velocities are presented di-
rectly. Local vertical movement is partitioned into the
product of the horizontal velocity magnitude and the sur-
face slope in the direction of flow (over an appropriate
length scale), and an accumulation-related component of
motion relative to the surface. In a righthanded Cartesian
system in which the horizontal velocity components of tie-
point 7 are u;; and w; 5 the vertical movement is

ey =My Usy® + iz Ul
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Fig. 5. Elevations and slopes along two main lines of the 1964-86 survey.
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where 7; is the surface slope, and the associated error is

Ouiz = m; [(ui.l dug 1 + wiadu )

[ win® + 'u.;,g'z] + (\ [uii? + 1t,|22)677, + bul .

Somewhat unrealistically, each surface slope is treated here
as an entirely independent measurement, with an error un-
correlated with any other, The uniform accumulation rate
estimate used is equivalent to a near-surface downward
material velocity of u* = 0.5ma ' and independent of any
other measurement. In principle, however, velocity errors
in all three directions inherit some covariance from the
survey reduction.

The error variance matrixV

When an adequate baseline model (e.g. linear or quadratic
in azimuth) is used, residuals may be expected to arise from
the sources of error already outlined. Conceivable sources of
significant error that are ignored here include variations in
tropospheric refractive index (Goldstein, 1995), to which
some of the comments concerning range datum error are
relevant, and non-random SAR processing errors. When
potential tie-points in regions of highest shear are dis-
carded, it turns out that location errors are generally smal-
ler than those due to phase noise and to errors in estimating
the velocity contribution. It could be argued that all of these
contributions would tend to be higher in regions of moder-
ate shear, but they are assumed to be independent of cach
other. To preserve the covariance in movement errors, the
variance covariance matrix V is formed as the sum

(pips) = Vig = Vi + V™ L v,

with each element estimated as described above.
Optimisation

The system of non-lincar observation equations whose un-
knowns are the baseline parameters is generally overdeter-
mined. Minimising W with respect to the five (or maore)
parameters is straightforward. The method here is to re-
peatedly solve the quadratic optimisation problem obtained
from a pseudo-linear form of Equation (2) in which terms
(B-D)/r and D?/r are neglected. For a baseline varying
linearly with azimuth ¢ this is

(BY. +¢BY) cosf — (B% + ¢BY)sinf — A Lok Sy
V vV H H r

D-ry B -AS-A
ro 2 ’
where B® = (B + {B{{)g + (B + (B{)z .

Optimal values for B(\' B{.‘, B}, Bj; and A¢ are found
through iteratively applying the routine EO4NCF from the
Numerical Algorithms Group numerical library. B? and
Ac? are obtained from the previous iteration or set to zero

= Ay +

initially. The optimisation may be left unconstrained, with
the baseline parameters initially set to zero, or linear con-
straints may be imposed to test or reflect confidence in
values obtained from a precise orbit model. The random
errors in the ¢, 7 and ¢ cause a slight bias in the optimal
baseline parameters (Snedecor and Cochran, 1989) which
can be neglected here since the errors are much smaller than
the variation in the parameters represented in the obser-
vations. As long as the ultimate object of the calibration is
to find the look angle and line-of-sight movement as func-
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tions of range and azimuth, such biases in optimal bascline
paramecters are of little consequence.

For a linear baseline model, the optimisation routine
requires the vector of first-order partial derivatives of W
with respect to the unknowns and the Hessian matrix of sec-
ond-order partial derivatives of . These are constructed,
according to Equation (3), from the coefficients in each
observation equation and the inverse of 'V, which is casily
obtained from a matrix guaranteed symmetric and positive
definite. The solution effectively converges within two itera-
tions. For a linear baseline, an estimate of the baseline para-
meter error matrix can be obtained from the inverse of the
Hessian at the solution as

A o
n—>5
If only unconstrained optimisation is required, then the
MATLAB routine Iscov provides a simpler alternative that
avoids inverting V.

RESULTS
Phase B (1992) interferogram

There are 148 tie-points whose phases have been un-
wrapped in the Phase B interferogram: 139 from the 1978
80 and 1984-86 surveys; the Carlson Inlet GPS tic-point
from 1995-96; and eight points from the 1994-96 GPS sur-
vey where it crossed the margin between Rutford Ice
Stream and Carlson Inlet (Fig. 2b).

Table 3 shows results obtained with various combina-
tions of baseline model and ground control. The baseline
parameters (By and By) were assumed to vary either line-
arly or quadratically along the orbit, with optimal values at
the scene centre given as components perpendicular and
parallel to the line-of-sight. A measure of the quality of fit

parameters themselves) is provided by the rms weighted
residual. An order-of-magnitude variation in weight ensures
that the rms unweighted, i.e. metric, residual is not mini-
mised and should be interpreted with caution.

The first entry inTable 3 is the result obtained when all

Table 3. Optimal baselines and rms residuals ( weighted and
metric) for Phase B inlerferogram using various combina-
tions of orbit model and ground control

Orbitmodel — Number of Baseline Residual (rms)
tir'-fmiim (scene centre )
Weight om
B, B VW/in 3 pl

148 79.59 11.41 2.52 5.76

Delft (linear) 82 79.59 114 2.84 5.58

bi] 79,59 11.41 5.80 597

148 81.70 29.58 1.31 3.00

Free (linear) 82 81.78 23.92 1.23 0.92
5 8L.79 2777

Delft +1m 82 81.31 11.67 1.33 .14

Forced to 3 tie- 148 8178 =0777 1.33 311

point solution 82 8178 2777 1.24 0.93

Free 148 8176 24.04 128 290

(quadratic) 82 81.87 —-20.39 122 0.98
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148 tie-points are used and the baseline is constrained to be
the best fit to the Delft precise orbit model that varies line-
arly with azimuth. The optimal phase datum produces a
rms weighted residual greater than 2, i.e. the residuals are
on average more than twice those expected. The rms metric
residual is equivalent to roughly two fringes in Figure 2a
and corresponds to an elevation error of approximately
180 m, or an error in horizontal velocity towards the ground
track of 9 m year '

If the error covariance matrix has been reliably esti-
mated, then the Delft orbit model appears to be inadequate
for the present purpose. This is confirmed, by a rms
weighted residual close to unity and a halving of the rms
metric residual, when the optimisation of the baseline
parameters is left unconstrained. The importance of opti-
mising the baseline parameters and including vertical
movement is further illustrated in Figure 6, where the
metric residuals for the tie-points that lie along the Rutford
Ice Stream centre line are shown for three cases: when the
baseline parameters are free; when they are forced to be the
best linear fit to the Delft precise orbits; and when vertical
movement is ignored.

Although the rms weighted residual is not much greater
than [, the distribution among the tie-points shows a signifi-
cant correlation with position (Fig. 7), particularly where
transverse arm C (from the 198486 survey) crosses the
shear margin and ascends Iletcher Promontory. Despite a
weighting that reflects the larger errors expected at this net-
work extremity, weighted residuals here reach values of 2-3,
with a consistent sign, and metric residuals exceed 10 cm.
Plausible explanations include a secular change in ice move-
ment between 1986 and 1992 (the equivalent elevation
change 1s large enough to be ruled out), a non-steady ele-
ment to the ice motion, and a failure of the orbit model
The required magnitude of velocity change of up to
30 myear_' seems unlikely in areas known to have ice-
sheet-like, rather than ice-stream-like, dynamics. The small

weighted residual associated with the lone tie-point on
Carlson Inlet at the eastern edge of the interferogram sug-
gests that the linear orbit model is adequate, as does the fail-
ure of a free optimisation of the parameters describing a
quadratic variation of the baseline with azimuth to signifi-
cantly reduce the rms residual. The accuracy of the original
survey must therefore be questioned. What may distinguish
these particular points on transverse line C is their separa-
tion by a heavily crevassed margin from the survey control
along the ice-stream centre line and their survey span of
only 6weeks rather than lyear. Difficulties encountered
with the survey reduction where transverse line C crossed
the margin did result in some observations being discarded
as outliers, so it is plausible that a lack of redundancy
allowed a significant systematic error to go undetected.
Residual crror is also unexpectedly high on the arm of
transverse line A that crosses the shear margin onto Carlson
Inlet. This area, where the 1984-86 and 1994-96 surveys
and the Phase B and Phase D interferograms overlap, is the
subject of the next section, in which possible differences in
velocity field between the various epochs are explored.
Those tie-points for which vertical velocity errors are
small —because vertical velocity has been observed di-
rectly, the horizontal velocity is small and relatively error-
free, or slope estimates are relatively accurate (1.e. along
the centre lines) — form a logical subset of more accurate
ground control. Although the tie-points from the 1994-96
GPS survey fall into this category, they are excluded until
their possible conflict with the earlier survey is investigated
in the next section. This leaves a set of 82, comprising the
isolated tie-point from Carlson Inlet and those from the
198486 survey along the ice-stream centre lines and at the
end of transverse line A on Carlson Inlet. A [ree optimisa-
tion with this ground control also produces a rms weighted
residual close to 1. With tie-points of relatively poorly known
movement now discarded, the rms metric residual is less
than 1 cm (equivalent to an elevation error of approximately
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Fig. 6. Residuals along the main (east) line of the 1984-86 survey. Values are for not allowing for slopes ( dotted line), for an
unconstrained optimisation ( solid line) and for the Delfl orbit ( dashed line).
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Residuals in 1992 interferogram
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30 m, or an error in horizontal velocity towards the ground
track of 1.5 myear '),

Free optimisation with either ground-control set pro-
duces baseline parameters outside the normally accepted
error of the precise orbit models. The optimal baselines also
differ between ground-control sets, particuarly in their
components parallel to the mean look angle, revealing a
much shallower optimisation for BH than for B . Whether
these results reflect an ill-posed geometric problem or signif-
icant systematic errors such as those discussed earlier 1s un-
clear, and probably unimportant if the quality of calibration
and not the baseline parameters themselves is of interest. Tt
is interesting, however, to note how the weighted residual
variance varies for the more accurate ground-control set as
bounds on the baseline parameters centred on the Delft or-
bits are relaxed (Fig. 8). Within about 1 m of the Delft orbits,

W decreases steadily. Beyond this the optimisation is rather
shallow, with a small reduction in W and little change in the
final interferogram pattern, even though the optimal base-
line is some 10 m away.

As an exercise, a set of five tie-points, the minimum
required to determine a phase datum and a linear variation
in the baseline, were chosen on the basis of minimising the
associated error estimates while still covering a range of azi-
muths and slant ranges. These were the Carlson Inlet GPS
point, one point from the Carlson Inlet side of the shear
margin on transverse line A of the 198486 survey, and three
points on fairly level surfaces at or close to the stations along
the centre line used as control in that survey. When the
larger observation sets are forced to the baseline parameters

obtained using these five tie-points, the results in terms ol

the rms residuals are marginally worse than those using free
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optimisation, but far better than those obtained from the
Delft orbits. This is encouraging for those who would mini-
mise fieldwork, but the tie-point selection, while not arbi-
trary, could clearly have been different, with potentially
different results. To conclude that tie-point redundancy is
unnecessary would be unwise.

With the Phase B (1992) interferogram and more
accurate ground-control set, a fit generally in line with the
estimated errors and without obvious problem areas sug-
gests no evidence for significant change in ice movement
along the Rutford Ice Stream centre line or over Fletcher
Promontory between 1978 and 1992. The area where the
Phase B interferogram and the 1984-86 survey are over-
lapped by the Phase D interferogram and a roughly con-
temporary ground survey may be an exception that is
amenable to closer examination.

The Rutford Ice Stream—Carlson Inlet shear margin

A suspicion of velocity changes in the ice-stream margin
was aroused when the 1994-96 GPS survey results were in-
cluded 1n a calibration, described above, of the 1992 Phase B
interferogram. Inconsistencies were revealed in the form of
residuals greater than the known observation errors. 1o in-
vestigate this, the natural choice of reference is the calibra-
tion of the Phase B interferogram with the smaller, more
accurate, set of tie-points, from which the 1994-96 GPS tie-
points were excluded. Additional data sources are the Phase
D (1994) interferogram and that part of the 1994-96 GPS
survey that continued upstream along the ice-stream
“centre line” from the end of the 1984-86 survey. The Phase
D interferogram partly overlaps the Phase B interferogram
and includes observation sites from hoth the 1984-86 survey
and the 1994-96 GPS survey. The 1994 Phase D interfero-
gram was calibrated with a total of 35 tie-points: 27 from
the 198486 survey and eight from the 1994-96 GPS survey.
With a linear baseline model, free optimisation produces a
rms weighted residual of 1.44 for the Phase D interferogram.
Some other results are shown inTable 4. Excluded from the
calibrations were those tie-points sited in or near the 5 km
wide zone of greatest shear. Of these, 11 tie-points from the
1994-96 GPS survey and four from transverse arm A of the
1984—86 survey were unwrapped in both interferograms.
The excluded tie-point observations and the calibrated
interferograms are compared in Figure 9a. Residuals are
expressed in terms of the weight the observations would
have been given if included in the calibrations. The obser-
vations from the 1994-96 GPS survey produce residual
weights as high as 8 in the Phase B interferogram and up to
3 in the Phase D interferogram. On the Carlson Inlet (out-

Table 4. Optimal baselines and rms residuals for Phase D
interferogram using various orbit models

Orbit model — Number of Baseline Residual (rms)
tie-points o scene centre)
Weight om
BJ_ B” \II’V/??‘ \,‘Zplz/?ll

Delft (linear) 42 146.31 4569 837 2.28
Free (linear) 42 —-148.925 29.22 1.44 0.77
Delft +1m 42 —148.01 45.37 1.48 0.81
Free (quad) 42 147.93 47.25 1.46 0.77
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Fig 9. (a) Weighted residuals across shear margin: solid line
is for 1992 interferogram, dashed line for 1994 interferogram;
crosses are 1994-96 GPS stations, circles 1984—86 survey sta-
tions. (b) Relative velocity (with respect to 1992): 1994-96:
solid line with crosses, error =1 'm year L. 1984-86" solid line
with circles, error £53 m_yeaf"; 1994: dashed line with crosses,
error £2m year_‘r; 1994: dashed line with triangles, error
+6myear ', (c) Velocity profiles: solid line with crosses
marks GPS stations occupied in 1994-96; dashed line is
inferred 1992 velocity.

er) side of the shear margin, however, residual weights have
magnitudes less than unity in both interferograms, i.e. the
ground truth and interferograms are consistent. The 1984—
86 survey observations produce residuals with a similar pat-
tern: low on Carlson Inlet (these were included in the cali-
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bration), high near the middle of the margin and decreasing
towards the centre of the ice stream.

The covariant nature of the 1984-86 survey results
means that no subset of them is strictly independent of any
other, but any bias reducing the residuals from the excluded
tie-points is expected to be small. The 198486 and 1994-96
surveys arc linked only through a common (rock) station,
whose velacity is known exactly, so their velocity errors are
independent. The patterns of residuals in Figure 9a are
therefore taken to reflect real changes in velocity between
the various epochs. The possibility of equivalent, hundreds
of metres, changes in elevation is discounted.

Metric residuals may be expressed as changes in the
components of horizontal velocity perpendicular to the
satellite ground tracks if vertical velocities are assumed not
to change. In Figure 9b the horizontal velocity for the shear
margin tie-points is shown relative to that in 1992 for the
nominal epochs 198486, 1994 and 1994-96. For the 1984—
86 and 1994-96 epochs the relative velocity is obtained di-
rectly from the respective sets of residuals in the 1992 Phase
B interferogram (curves ¢ and a in Figure 9a). For 1994 it is
found by differencing the residuals for each tie-point in the
Phase B and Phase D interferograms (curve ¢ minus curve
d, and curve a minus curve b in Figure 9a). In allowing for
the different orientation of the two interferograms, it is
assumed that velocity changes are parallel to the velocities
themselves. For comparison, the horizontal velocity profile
through the shear margin measured by the 1994-96 GPS
survey is shown with parts of the inferred 1992 profile in Fig-
ure Yc.

Glaciological interpretation

In general, the sizes and distribution of the residuals from
the baseline optimisations suggest no significant change in
ice movement in the central part of Rutford Ice Stream
between the start of the first ground survey in 1978-80 and
the acquisition of the ERS-1 Phase B SAR images in 1992.

In the shear margin between Rutford Ice Stream and
Carlson Inlet, however, changes in the marginal velocity
profiles appear to have occurred. The velocity in the margin
was apparently higher in both 198486 and 1994—96 than in
1992, with a small increase between 1992 and 1994, suggest-
ing a time-scale for fluctuation on the order of a decade. The
greatest apparent velocity change is about 10myear .
Trends either side of the zone of greatest shear, where the
tie-point phases could not be unwrapped, suggest greater
changes within. The simplest interpretation of velocity
changes in the margin without significant change in the
main body of the ice stream is a changing margin width,
perhaps in response to changes in the regional mass balance.
If, instead, internal margin processes were at work, then the
dominance of basal friction over lateral shear as the re-
straint to flow in the main body of the ice stream could be
expected to prevent these changes from significantly influ-
encing the flow there. Clearly, however, further investiga-
tions are required to determine the extent of the changes
and their cause.

Away from Rutlord Ice Stream very little velocity infor-
mation has previously been available. The 1992 Phase B in-
terferogram provides confirmation that over much the
greater part of the grounded area of Carlson Inlet, up to
where it abuts Rutford Ice Stream, velocities are very low,
around 10-20 myear . In the southwestern corner of Carl-
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son Inlet, near to where the junction with Filchner-Ronne
Ice Shelf has been placed from interpretation of visible
images, a pattern similar to that seen near the grounding
line of Rutford Ice Stream (Goldstein and others, 1993) is
taken to indicate tidal movement. Tidal models of the arca
indicate a difference in tidal height of around 1m between
the two times that the images were acquired. A fringe pat-
tern characteristic of the margins of fast-flowing glaciers ap-
pears near the top right of the interferogram (Fig. 2a) where
the southern margin of an unnamed ice stream from the
Haag Nunataks area borders Carlson Inlet.

CONCLUDING REMARKS

Realising INSAR’s enormous potential requires various de-
grees of sophistication. Interferograms can be created with-
out ground control, using a precise orbit model to estimate
integer offsets between coherent images and the same pre-
cise orbit model to estimate the interferometric baselines.
Such interferograms generally contain a mixture of topo-
graphic and kinematic information, but can still be ex-
tremely effective in identifying and roughly locating
features such as grounding lines and boundaries between
fast and slow flow. When these interferograms are accu-
rately calibrated they can also be useful for monitoring ice
sheets for change. To assess the significance of putative
changes between interferograms and between interfero-
grams and terrestrial observations requires a rigorous
approach to error analysis such as that attempted here. Re-
dundancy in ground control is essential, even when, as in
this work, the variation of baseline with azimuth can be
assumed linear.

At the other extreme of sophistication are accurately
calibrated differential interferograms from which elevation
models and three-dimensional surface velocity fields can be
obtained. These require extensive image sets that will be far
from ubiquitous. Less complete results, provided they are
properly calibrated, may still aid quantitative work such as
ice-sheet modelling. For example, interferograms that pro-
vide only line-of-sight velocity or a single horizontal
velocity component could prove extremely useful as con-
straints in applications using optimal control methods (e.g.
MacAyeal, 1993).

There remains the question of ground truth; how much
is required and how accurate it needs to be. The answers de-
pend on the objects of a particular application. It is unlikely
that changes in the margin of Rutford Ice Stream could
have been identified without ground control in the area to
optimise the baseline parameters. No attempt was made,
however, to use natural indicators of ice mation, such as ice
divides or longitudinal flow features, as control.

The significance of vertical motion distinguishes inter-
ferometry from most other remotely sensed sources of
velocity information. This is sometimes an advantage, but
not usually on grounded ice, where knowledge of surface
slopes in the direction of flow, and possibly local accumula-
tion rates, may be essential in order to obtain accurate hor-
izontal velocities. The appropriate length scale over which
to measure surface slopes is locally determined by the ice
dynamics. For this reason, a powerful application of inter-
ferometry may be in identifying areas of glaciological signif-
icance where current flow is not parallel to current surface
slopes.
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