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EXTERIOR POWERS OF THE ADJOINT REPRESENTATION

MARK REEDER

ABSTRACT. Exterior powers of the adjoint representation of a complex semisim-
ple Lie algebra are decomposed into irreducible representations, to varying degrees of
satisfaction.

0. Introduction. Let G be a compact Lie group with complexified Lie algebra ª. It
is known that the de Rham cohomology of the manifold G is given by the G-invariants
in the exterior algebra Λª, where the action of G is induced by the adjoint representa-
tion. The degrees in which these invariants occur are determined by the exponents of
the Weyl group W of G, as was excitingly discovered in the first half of this century.
For references and a relatively short but complete treatment of this venerable tale, see
[R1]. It is natural to wonder next about multiplicities of nontrivial representations in Λª,
or equivalently, about the decomposition of the space of left invariant differential forms
on G under the action of G induced by right multiplication. However, there seem to be
no definitive results. The dual problem of decomposing the symmetric algebra Sª is in
better shape, thanks to Kostant’s theory of harmonic polynomials H ª ² Sª and the
Hesselink-Peterson formula. Even here however, the latter formula for the multiplicities
is now known, by work of Kato, to be given by Kazhdan-Lusztig polynomials, hence
is of significant combinatorial complexity. (Harmonic polynomials are briefly reviewed
in Section 2 below.) For the exterior algebra we expect similar difficulties, which are
perhaps mitigated by the finite dimensionality of Λª.

Aside from the obvious symmetry of Poincaré duality in Λª, the mitigation is as fol-
lows. Let 2ö be the sum of the positive roots. The highest weight ï of any irreducible
constituent Vï of Λª lies in the root lattice and between 0 and 2ö in the partial order on
weights. If ï is in some way close to 2ö, it is often easy to write down all highest weight
vectors of weight ï, and thus quickly compute the multiplicity polynomial

P(Vï, Λª, u) :≥
dimªX
n≥0

dim HomG(Vï, Λnª)un.

For example, one finds in this way P(V2ö, Λª, u) ≥ uó(1+u)‡, where ó is the number of
positive roots, and ‡ is the rank. This is a special case of a reduction formula (6.1) given
below for parabolic subalgebras. It gives the multiplicities for only a small fraction of
the irreducible representations appearing in Λª.
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134 MARK REEDER

At the other extreme, P(V0, Λª, u) is the Poincaré polynomial of the cohomology of G
as mentioned above, and its computation seems to require arguments rooted in topology,
whose applicability to more general P(Vï, Λª, u) is not clear to me.

Despite this handicap, we can still compute many more multiplicities. We begin with
the analogue of the Hesselink-Peterson formula for P(Vï, Λª, u), which is easy to write
but contains many cancellations. The comparison with the symmetric algebra is more
symmetric if we consider multiplicities of the reducible modules Hom(Vï, Vñ), where
we find an analogue of Gupta’s formula. Following Kato, the terms in our formula are
shown to be averages of inverse Kazhdan-Lusztig polynomials over double cosets in the
affine Weyl group, and therefore inherently complicated. Nevertheless, we can use this
formula to compute the following explicit multiplicity polynomials. Let I be a subset
of the simple roots, and let éI be the sum of the roots in I. Let c(I) be the number of
connected components of the subgraph of the Dynkin diagram whose vertices are in I.
We show in (6.3) that

P(V2ö�éI , Λª, u) ≥ uó�jIj(1 + u)‡�c(I)(1 + u2)jIj�c(I)(1 + u3)c(I).

Turning from large weights to small degrees, the second and third exterior powers
have uniform decompositions, the latter partly coming from harmonic polynomials in
degree two. This is related to the natural ring homomorphismΩ: Sª ! Λevenª, extending
the differential d:ª ! ª ^ ª. The coordinate ring R of the minimal nonzero nilpotent
orbit in ª is a natural direct summand (as G-module) of H ª, and we determine Ω(R).
See Sections 2 and 5.

If we ignore degrees, the Weyl integration formula leads to an efficient and useful
recursion formula for ungraded multiplicities of an irreducible module in Λª. The recur-
sion is trivial for “small” modules, i.e., those in which twice a root is not a weight, and
for small Vï it gives

dim HomG(Vï, Λª) ≥ m0
ï2‡,

where ‡ is the rank of ª and m0
ï is the dimension of the zero weight space of Vï. For

example, the adjoint representation appears in Λª with multiplicity ‡2‡.
Now, Kostant has shown that Λª is isomorphic to 2‡ copies of Vö 
 Vö, so the stan-

dard tensor product formulas could be applied to Vö 
 Vö, but they seem impractical
compared to our recursive procedure. For example, our multiplicity for small modules
is equivalent to the multiplicity of Vï in Vö 
 Vö being m0

ï, a fact not readily seen from
the tensor product formulas. However, after receiving an earlier version of this article,
Kostant showed me how another old result of his (unpublished by him, but proved in-
dependently in [PRV], using Kostant’s ideas) implies the ungraded multiplicity formula
for small modules, as well as a strong converse. This is included in Section 4.

What about graded multiplicities for small modules? For the symmetric algebra, their
multiplicity polynomials are either known, with explicit nonnegative coefficients, or re-
duced to invariant theory of the Weyl group. For the trivial representation this is a well-
known theorem of Chevalley, for the adjoint representation it is due to Kostant, and for
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any small module Vï it is a recent result of Broer [Br2] that

P(Vï, H ª, u) ≥ PW(V0
ï, H , u),

where V0
ï is the zero weight space of Vï, H is the space of W-harmonic polynomials on

» ≥ complexified Lie algebra of a maximal torus T, and PW is the multiplicity polynomial
for W modules in H .

One hopes for a similar description of the multiplicities in the exterior algebra. If
ª ≥ «¿(n) and the highest weight is a partition of n (these are small), the multiplicities in
Λª have been determined combinatorially by Stembridge [St]. For certain partitions, we
show that Stembridge’s formula is related to harmonic polynomials for the symmetric
group (Section 7). This interpretation makes sense for any reductive Lie algebra and any
small module, for which we have a conjecture generalizing the ungraded multiplicity
formula.

To explain this, let us reconsider the invariants. The Weyl group acts on both factors
of the manifold GÛT ð T, and the Weyl map GÛT ðW T ! G induces an isomorphism
on real cohomology [R1]. In terms of invariants, this means (Λª)G ' H(GÛT ð T)W , as
graded vector spaces.

We conjecture that for all small modules Vï, there is a graded isomorphism

HomG(Vï, Λª) ' HomW

�
V0
ï, H(GÛT ð T)

�
.

In other words, we propose the multiplicity formula

P(Vï, Λª, u) ≥
‡X

q≥0
uqPW(V0

ï 
 Λq», H , u2).

This is false if Vï is not small, by the converse to the ungraded multiplicity formula.

We can verify our conjecture for all small modules for ª of type C2, C3, G2, and those
«¿(n)-modules with highest weights corresponding to partitions of the form 2k1n�2k (Sec-
tion 7). At u ≥ 1 it reduces to the ungraded multiplicity formula. Among additional
supporting evidence is the fact that, for simple Lie algebras ª, the adjoint representation
appears in Λ3ª if and only if ª ≥ «¿(n), n ½ 3.

In Section 8 one finds the complete decomposition of Λª for types A2, A3, C2, C3 and
G2. The table for C3 was provided by the referee, along with many valuable remarks and
references. I was originally reticent to extend the conjecture beyond the adjoint represen-
tation, having only the ungraded multiplicity formula as evidence for other small mod-
ules, but the referee independently suggested the broader conjecture made here, backed
it up with C3, and pointed out the analogy with [Br2]. With this encouragement, I then
found more evidence in other small modules.

This paper has also been improved by informative correspondence with B. Kostant.
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1. Preliminaries. Multiplicities in the symmetric and exterior algebras of ª are
both expressed in the transition between two natural bases of the representation ring
of G. Let ∆ be the roots of » in ª, and ∆+ a choice of positive roots, with corresponding
simple roots Σ. As in the introduction, we set ó ≥ j∆+j, ‡ ≥ jΣj. Let P be the weight
lattice of T, let P+ be the dominant weights with respect to ∆+, and let ö be half the sum
of the positive roots. To ï 2 P we associate various objects: eï: T ! Cð is the character
whose differential is ï, ∆+

ï is the set of positive roots orthogonal to ï, Wï is the stabi-
lizer in W of ï, and Wï(u) ≥

P
w2Wï

un(w), where n(w) is the number of positive roots
made negative by w. We set W(u) ≥ W0(u). For a subset S � ∆+, let éS be the sum of
the roots in S. Let R ≥ C[P]W be the Weyl group invariants in the character ring C[P]
of T. We identify R with the character ring of G. Let dt be the Haar measure on T with
vol(T, dt) ≥ 1, and consider the following two hermitian inner products on R.

(f , g) ≥
1
jWj

Z
T

f (t)g(t)
Y
ã2∆

1 � eã(t) dt,

hf , giu ≥
1
jWj

Z
T

f (t)g(t)
Y
ã2∆

1 � eã(t)
1 � ueã(t)

dt.

In the latter, u is an indeterminate and the inner product takes values in the formal power
series ring C[[u]]. We extend h , iu to a pairing R[[u]]ðR[[u]] ! C[[u]] which is R[[u]]-
bilinear. The inner product ( , ) is, according to the Weyl integration formula, the L2 inner
product of class functions on G with respect to Haar measure of volume one. Orthogonal
bases for these inner product spaces are given as follows. For ï 2 P, let

üï ≥
P

w2W è(w)ew(ï+ö)P
w2W è(w)ewö

≥
1
D

X
w2W

è(w)ewÐï,

where D ≥
Q
ãÙ0 1 � e�ã and w Ð ï ≥ w(ï + ö) � ö. By Weyl’s character formula, üï

is è(ï) times the character of the irreducible G-representation Vï with extreme weight ï,
where è(ï) ≥ è(w) if ï+ö is regular (i.e., Wï+ö ≥ 1) and w Ð ï is dominant, and è(ï) ≥ 0
if ï+ö is singular. The set of irreducible characters füï : ï 2 P+g forms an orthonormal
basis of R(T)W with respect to ( , ).

For the other inner product, we have the polynomials

Mu
ï ≥

X
w2W

ewï
Y
ãÙ0

1 � ue�wã

1 � e�wã
.

At first glance this lives in the quotient field of R[u], but it is in fact in R[u] itself.
Macdonald [M] showed that Mu

ï is, up to a slight modification, the Satake transform of
a certain spherical function on the p-adic Chevalley group whose root system is dual to
that of G. As part of this work, Macdonald computed the inner product

hMu
ï, Mu

ñiu ≥
²

Wï(u) if ï ≥ ñ,
0 otherwise.

Using the relation wD ≥ è(w)eö�wöD, it is easy to see that

Mu
ï ≥

X
S�∆+

(�u)jSjüï�éS .

This can be refined in case ï is singular, as follows.
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1.1. PROPOSITION. For all ï 2 P, we have

Mu
ï ≥ Wï(u)

X
S�∆+�∆+

ï

(�u)jSjüï�éS .

PROOF. This is proved in [M] for ï ≥ 0. By factoring products over ∆+ into products
over ∆+

ï and ∆+ � ∆+
ï and applying this result to Wï, we find

Mu
ï ≥ Wï(u)

X
w2Wï

w
�
eï

Qï

Dï

½
,

where Wï is the set of shortest coset representatives for Wï in W, Qï ≥
Q
ã2∆+�∆+

ï
1�ueã,

and similarly for Dï. Let Dï ≥ DÛDï. The relation wDï ≥ è(w)eö�wö
D

wDï
leads to

Mu
ï ≥

Wï(u)
jWïj

X
w2W

è(w)ewÐï
w[QïDï]

D

≥
Wï(u)
jWïj

X
S�∆+�∆+

ï

T�∆+
ï

(�1)jTj(�u)jSjüï�éS�éT .

Let öï be half the sum of the roots in ∆+
ï. Suppose there exists ã 2 ∆+

ï such that höï �
éT ,ãi ≥ 0. Then we have sã Ð (ï � éS � éT) ≥ ï � ésãS � éT . If sãS ≥ S, then
üï�éS�éT ≥ 0. If sãS Â≥ S, then the sum over S in Mu

ï contains the terms (�u)jSjüï�éS�éT +
(�u)jsãSjüï�ésãS�éT ≥ 0. So there is no contribution to Mu

ï for T of this form. On the other
hand if öï � éT is Wï-regular, it is known that there exists a unique x 2 Wï such that
éT ≥ öï � xöï. Then (�1)jTj ≥ è(x) and ï � éS � éT ≥ x Ð (ï � éx�1S). The T-th term in
Mu

ï is therefore

è(x)
X

S�∆+�∆+
ï

(�u)jSjüxÐ(ï�éx�1 S) ≥
X

S�∆+�∆+
ï

(�u)jSjüï�éS ,

since x permutes the subsets of ∆+�∆+
ï. This is independent of T and there are jWïj such

T.
The referee informs me that (1.1) can also be proved using a sheaf cohomology result

[Br1, (3.9)] plus the Borel-Weil-Bott theorem. The polynomials Mu
ïÛWï(u) are some-

times called “Hall-Littlewood polynomials”. For further connections between Mu
ï, p-adic

groups, and the geometry of flag manifolds, see [R2,3].

2. Review of the symmetric algebra. We here collect and explicate known results
on the symmetric algebra, for completeness, later use, and comparison with the exterior
algebra.

Kato [Ka] (see also [G1, G2]) has described the transition between our two bases of
R

üï ≥
X
ñ2P+

ñ�ï

hüï, Mu
ñiu

Wñ(u)
Mu

ñ,
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by the formula
hüï, Mu

ñiu ≥
X

w2W
è(w)p(w Ð ï � ñ, u),

where p(ï, u) is the coefficient of eï in the formal power series
Q
ãÙ0(1�ueã)�1. The right

side is Lusztig’s q-analogue of weight multiplicity. More precisely, by Kostant’s weight
multiplicity formula, hüï, M1

ñi1 is the multiplicity of the weightñ in the G-representation
Vï of highest weight ï. Kato and Lusztig also proved that hüï, Mu

ñiu may be expressed
in terms of Kazhdan-Lusztig polynomials, as follows.

First, recall that the affine Weyl group W̃ is the semidirect product of W and the root
lattice of T. For x, y 2 W̃, we have Kazhdan-Lusztig polynomials Py,x(u). Forï belonging
to the root lattice, let tï be its corresponding element in W̃. Then we have

hüï, Mu
ñiu ≥ uhï�ñ,ö̌iPw0tñ,w0tï (u�1),

where w0 is the long word in W.
The polynomials hüï, Mu

ñiu themselves have representation-theoretic meaning. Let
Sª be the symmetric algebra on ªŁ, and let H ª ≥ ýH nª be the harmonic polynomi-
als in Sª. The latter space is the annihilator in Sª of all G-invariant constant-coefficient
differential operators on ª with zero constant term. For any finite dimensional represen-
tation V of G, let P(V, H ª, u) ≥

P
n½0 dim HomG(V, H nª)un. Kostant [Ko1] showed

that this is actually a polynomial, and may be computed from the internal structure of V
as follows. Let ö̌ 2 » be the unique element such that hã, ö̌i ≥ 1 for all simple roots ã.
There exist regular nilpotent elements e, f 2 ª such that fe, ö̌, fg span a Lie subalgebra
of ª isomorphic to «¿2(C). Let µ be the centralizer of e in ª. Let Vi

ï be the i-eigenspace
of ö̌ in Vï. More generally, let Vñï ≥ Hom(Vñ, Vï), viewed as a G-module, and let
Homi

µ(Vñ, Vï) be those µ-equivariant maps which send Vj
ñ to Vi+j

ï for all j. Applying
Kostant’s results to the reducible representations Vñï, we learn that Homi

µ(Vñ, Vï) ≥ 0
unless 0 � i � hï + ñ, ö̌i, and

P(Vñï, H ª, u) ≥
hï+ñ,ö̌iX

i≥0
dim Homi

µ(Vñ, Vï)ui.

Ginzburg [Gi] has interpreted the groups Homi
µ(Vñ, Vï) as Ext groups in a certain derived

category of complexes of sheaves on the loop group associated to G.
As first observed in [G2, Corollary 2.4], the multiplicity polynomial of Vñï in H ª

may be expressed as the “wrong” inner product of characters. Namely, for ï,ñ 2 P+, we
have

P(Vñï, H ª, u) ≥ W(u)hüï,üñiu ≥ W(u)
X
ë2P+

ë�ï,ñ

hüï, Mu
ëiuhüñ, Mu

ëiu

Wë(u)
.

This formula, and its analogue for the exterior algebra in (3.2) below, are both conse-
quences of the Weyl integration formula.

In particular, P(Vï, H ª, u) ≥ hüï,ü0iu, a formula apparently first discovered by Pe-
terson (see also [H]). For u ≥ 1 it is Kostant’s theorem that the multiplicity of Vï in
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H ª equals the dimension of the zero weight space in Vï. In case Vï ≥ ª is the adjoint
representation, Kostant showed that P(ª, H ª, u) ≥ um1 + Ð Ð Ð + um‡ , where the mi’s are
the exponents of W. For the computation of exponents, see [Co].

If ª is simple, there is one obvious submodule of each H nª, namely the irreducible
submodule Vnã0 generated by the n-th power of a root vector eã0 for the highest root ã0.
These powers are harmonic since the weight nã0 does not appear in Smª for m Ú n.
(More generally, yet another result in [Ko1] asserts that H ª contains and is spanned
by all powers of nilpotent elements.) There is a canonical complement to Vnã0 in H nª,
namely the collection of harmonic polynomials vanishing on the minimal nonzero nilpo-
tent G(C)-orbit in ª. This may be seen in two ways. Let An be the annihilator in H nª of the
minimal nilpotent orbit. The Killing form induces a G(C)-invariant nondegenerate bilin-
ear form h , i on Snªwhich remains nondegenerate on H nª. For X 2 ª, and a polynomial
function P of degree n (identified with an element of Snª), we have hXn, Pi ≥ n! P(X).
This shows that An contains the orthogonal complement of Vnã0 , and that the form is
nonzero on the latter. It follows that H nª ≥ Vnã0 ý An. Alternatively, the closure of
the minimal orbit is desingularized by the line bundle L ≥ G(C) ðP Ceã0 , where P is
the stabilizer of the line Ceã0. A general result of Kempf [K] on collapsing of bundles
shows that the desingularization map induces an isomorphism on rings of globally de-
fined regular functions, and Vnã0 is realized by the functions on L which are polynomials
of degree n on each fiber.

One cannot but marvel at the rich theory of the harmonic polynomials. Unfortunately,
it cannot yet predict the structure of H 2ª, and the following decompositions, which shall
be needed later, must be treated case by case. Letïi be the fundamental dominant weights
for the following numberings of the Dynkin diagrams:

An: 12 Ð Ð Ð n, Bn: 12 Ð Ð Ð ) n, Cn: 12 Ð Ð Ð ( n G2: 1 ( 2, F4: 12 ( 34,

Dn:
1 2 Ð Ð Ð n � 2 n � 1

n
En:

1 2 3 Ð Ð Ð n � 1
n

2.1. PROPOSITION. The decompositions of H 2ª into irreducible representations are
given as follows.

(1) If ª ≥ «¿(n) with n ½ 4, then

H 2ª ' V2ã0 ý ª ý Vï2+ïn�2 .

(2) If ª ≥ «√(V), where V is an nondegenerate orthogonal space of dimension at
least five, then

H 2ª ' V2ã0 ý Λ4V ý S2
0V,

where S2
0 V is the unique nontrivial constituent of S2V.

(3) If ª ≥ «ƒ(V), where V is a nondegenerate symplectic space of dimension at least
six, then

H 2ª ' V2ã0 ý V2ï2 ý Λ2
0V,
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where Λ2
0V is the unique nontrivial constituent of Λ2V.

(4) If ª is of exceptional type, we have

H 2ª2 ≥ V2ã0 (77)ý V2ï1 (27)

H 2∫4 ≥ V2ã0 (1053)ý V2ï4 (324)

H 2π6 ≥ V2ã0 (2430)ý Vï1+ï5 (650)

H 2π7 ≥ V2ã0 (7371)ý Vï5 (1539)

H 2π8 ≥ V2ã0 (27000)ý Vï1(3875),

where Vï(d) is the irreducible module with highest weight ï and d is its dimen-
sion.

PROOF. The exceptional cases are treated with numerology. After more dimension
counting in the classical cases, we need only exhibit the alleged constituents. We have
already accounted for V2ã0 , but the remaining two require progressively more computa-
tion.

For ª ≥ «¿(n), the adjoint representation appears because one exponent of the Weyl
group is two. The other highest weight vector is eã0�ã1eã0�ãn�1 + eã0eã0�ã1�ãn�1 . As a
polynomial function, in terms of the usual choice of root vectors, this is the determinant
of the lower left 2 ð 2 block.

For orthogonal cases, we have ª ' Λ2V as ª-modules. The identity map Λ2V ! Λ2V
extends to a surjection S2(Λ2V) ! Λ4V. If dim V ≥ 2n+1, let e1, . . . , en, e0, e�n, . . . , e�1

be a basis for which hei, e�ii ≥ 1, with all other hei, eji ≥ 0. Set ei,j :≥ ei ^ ej. Then

e2
1,0 + 2

nX
j≥2

ei,je1,�j 2 S2(Λ2V)

is a highest weight vector with weight that of S2
0 V. For even dimensional V, omit e0 in

the above.
For symplectic cases, we have ª ' S2V. Let e1, . . . , en, e�n, . . . , e�1 be a symplectic

basis for which only opposite signs are paired, and let ei,j ≥ eiej 2 S2V. Then

v2ï2 ≥ e1,1e2,2 � e2
1,2,

vï2 ≥
nX

j≥1
(e1,je2,�j � e1,�je2,j)

are highest weight vectors with the indicated weights.
In certain cases, the structure of H ª is related to the invariant theory of the Weyl

group, as follows. Let H be the space of W-harmonic polynomials on », that is, those
polynomials killed by all constant coefficient W-invariant differential operators of posi-
tive degree on ». As a W-module, H is the regular representation of W. The W-structure
of each graded piece is more subtle, but known (see [BL] and [Ki]). In particular, H 1 '
», H ó affords the sign character è, and H ó�n ' è 
 H n for all n. More generally, for
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any finite dimensional W-module E, possibly reducible, we shall consider the multiplic-
ity polynomial

PW(E, H , u) ≥
óX

n≥0
dim HomW(E, H n)un.

One family of irreducible W-modules common to all Weyl groups is that of the exterior
powers Λq» of the representation of W on ». Solomon [So] proved that

PW(Λq», H , u) ≥ sq(um1 , . . . , um‡ ),

where sq(x1, . . . , x‡) is the elementary symmetric polynomial of degree q and as in x2,
1 + m1, . . . , 1 + m‡ are the degrees of the homogeneous generators of the W-invariant
polynomials on ».

Now let V0
ï be the zero weight space in the irreducible ª-module Vï. Unlike the case

of the adjoint representation, it is not generally true that P(Vï, H ª, u) coincides with
PW(V0

ï, H , u). However, a recent result of Broer [Br2] asserts this for “small” modules
Vï. We shall require several equivalent definitions of a small module:

2.2. DEFINITION. Assume that ï belongs to the root lattice. We say that Vï is “small”
if one of the following equivalent conditions holds:

(1) No nonzero weight in Vï belongs to twice the root lattice
(2) Twice a root is not a weight of Vï

(3) ï Â½ 2ã for any dominant root ã
The implication (1) ) (2) is obvious, (2) ) (3) is “saturation of weights” cf. [B,

p. 125 Corollary 2], and (3) ) (1) follows from the fact that any nonzero dominant
weight ñ in the root lattice must satisfy ñ ½ ãs, for some shortest dominant root ãs.

The trivial and adjoint representations are small, as is Vãs . For «¿(n), one can show
that Vï is small if and only if the highest weight of either Vï or its dual VŁ

ï comes from
a partition of n. For En, the irreducible module H 2πnÛV2ã0 (see (2.1)) is small. We shall
see other small modules occurring in the exterior algebra. The result of Broer is

2.3. THEOREM (BROER, [BR2]). If Vï is small, then

P(Vï, H ª, u) ≥ PW(V0
ï, H , u).

For ª ≥ «¿(n), this was proved by Matsuzawa [Ma]. For other groups, one still has
to compute V0

ï, which can be difficult, but here an example. Take G ≥ En, and consider
the small module V ≥ H 2πnÛV2ã0 . By (2.1), we know P(V, H πn, u) ≥ u2 + Ð Ð Ð, hence
V0 has a constituent in H 2, by (2.3). But for exceptional groups, H 2 is an irreducible
W-module, and by consulting a weight multiplicity table such as [BMP], we see that
dim V0 ≥ dim H 2 in all three cases. Hence V0 ' H 2. Since PW(H 2, H , u) is given in
[BL], we know P(V, H πn, u) completely, by (2.3).
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3. General multiplicity formulas for the exterior algebra. Let Λª ≥ ýΛqª de-
note the exterior algebra of ª, for which the multiplicity polynomial of a finite dimen-
sional G-module V is P(V, Λª, u) :≥

P
q½0 dim HomG(V, Λqª)uq. Since ª is a self-dual

representation, so is each Λqª. Combining this with Poincaré duality gives the relations

P(V, Λª, u) ≥ P(VŁ, Λª, u) ≥ udimªP(V, Λª, u�1).

The de Rham complex on ª with polynomial coefficients is exact, and taking its G-
invariants yields the additional relation

X
ï�2ö

P(Vï, Λª,�u)P(Vï, Sª, u) ≥ 1.

We shall give a formula for P(Vï, Λª, u) in a manner analogous to the symmetric mul-
tiplicity polynomial. We begin with corresponding facts about the other inner product.
Note first of all the explicit formula, following from (1.1):

(üñ, Mu
ï) ≥ Wï(u)

X
S�∆+�∆+

ï

ï�éS2WÐñ

è(ï � éS)(�u)jSj .

The first and last assertions in the following were proved in [G1]. Here we use the fac-
torization (1.1).

3.1. PROPOSITION. Let ñ,ï 2 P+. We have
(1) (üñ, Mu

ï) ≥ 0 unless ñ � ï.
(2) (ü0, Mu

ï) ≥ 0 unless ï � 2ö.
(3) (üï, Mu

ï) ≥ Wï(u).

PROOF. For any w 2 W and S � ∆+�∆+
ï, we have w Ð (ï�éS) ≥ wï�wéS +wö�ö.

Clearly wï � ï. The negative roots in wS are of the form�ã, where w�1ã Ú 0. Such an
ã also appears in ö�wö and hence cancels. This proves (1). Writing wï ≥ ï�ç, we see
that w Ð (ï� éS) ≥ ï implies ç ≥ wéS �wö + ö ≥ 0, since both are ½ 0. Hence wï ≥ ï.
Since S � ∆+ � ∆+

ï, there are no negative roots in wS so wéS ≥ ö �wö ≥ 0. This forces
w ≥ 1, S ≥ ;, whence (3). Finally, if ï ≥ wÐ0+éS, then 2ö�ï ≥ (2ö�éS)+(ö�wö) ½ 0.

Now we give a general multiplicity polynomial, which should be compared with its
symmetric counterpart in Section 2.

3.2. PROPOSITION. Let ï,ñ 2 P+. Then

P(Vñï, Λª,�u) ≥ (1 � u)‡
X

ï,ñ�ë2P+

(üï, Mu
ë)(üñ, Mu

ë)

Wë(u)

(Only finitely many terms in the sum are nonzero.) In particular, we have

P(Vï, Λª,�u) ≥ (1 � u)‡
X

ï�ë�2ö, ë2P+

S�∆+�∆+
ë

ë�éS2WÐ0

è(ë � éS)(�u)jSj(üï, Mu
ë),
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and (1 + u)‡ divides P(Vï, Λª, u) for all ï 2 P+.

PROOF. Since üñ
Q
ã2∆ 1�ueã belongs to R[[u]], there exist cë(u) 2 C[[u]], ë 2 P+,

such that üñ
Q
ã2∆ 1 � ueã ≥

P
ë cë(u)Mu

ë. Then

(üñ, Mu
ë) ≥ hüñ

Y
ã2∆

1 � ueã, Mu
ëiu

≥ cë(u)hMu
ë, Mu

ëiu

≥ cë(u)Wë(u).

It follows that

P(Vñï, Λª,�u) ≥ (1 � u)‡(üï,üñ
Y
ã2∆

1 � ueã)

≥ (1 � u)‡
X
ë

cë(u)(üï, Mu
ë)

≥ (1 � u)‡
X
ë

(üï, Mu
ë)(üñ, Mu

ë)

Wë(u)
.

Though it will not be of further use to us, it seems worth remarking that one can
invert Kato’s expression of hüï, Mu

ñiu as a Kazhdan-Lusztig polynomial, and show that
the other inner product (üñ, Mu

ï) is an average of inverse Kazhdan-Lusztig polynomials.
Indeed, elementary properties of the Px,y’s show that there exist unique polynomials Qy,x

such that
P

y2W̃ Qy,xPw,w0y ≥ 1 if x ≥ w, zero otherwise, and we have

3.3. PROPOSITION. If ï and ñ are two dominant weights in the root lattice, then

(üñ, Mu
ï) ≥ uhï�ñ,ö̌iWï(u)

X
x2WtïW

Qñ,x(u�1).

PROOF. It suffices to show that

1
Wï(u)

X
ñ

uhñ�ï,ö̌i(üñ, Mu
ï)Pw,w0tñ(u�1) ≥ 1 if w 2 WtïW, zero otherwise.

The Hecke algebra H of W̃ has the C(u)-basis fTw : w 2 W̃g with the usual multiplica-
tion rules. The inverse Satake transform f 7! f̌ maps R(u) into a subalgebra of H. For
example,

(Mu
ï)_ ≥

Wï(u)
W(u�1)

uhï,ö̌i X
w2Wtï̄W

Tw,

where ï̄ ≥ �w0ï. Following Kato, we consider the Kazhdan-Lusztig basis element

Cw0tï (u) ≥ u�ó�hï,ö̌i X
y�w0tï

Py,w0tï(u)Ty.
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Using Kato’s result, one can write this as

Cw0tï (u�1) ≥ uó+hï,ö̌i X
ñ�ï

Pw0tñ ,w0tï(u
�1)

� X
w2WtñW

Tw

�

≥ uóW(u�1)
X
ñ�ï

uó+hï�ñ,ö̌i

Wñ(u)
Pw0tñ,w0tï (u�1)(Mu

ñ̄)_

≥ W(u)ǚï̄.

We can therefore express (Mu
ï̄
)_ in two ways, namely

Wï(u)
W(u�1)

uhï,ö̌i X
w2WtïW

Tw ≥ (Mu
ï̄)_

≥
X
ñ

(üñ, Mu
ï̄)ǚñ

≥
1

W(u)

X
ñ

(üñ, Mu
ï̄)Cw0tñ̄(u�1)

≥
1

W(u)

X
ñ

y�w0tñ̄

(üñ, Mu
ï̄)uó+hñ̄,ö̌iPy,w0tñ̄(u�1)Ty.

Now compare the coefficients of Tw on both sides, recalling that (üñ, Mu
ï̄
) ≥ (üñ̄, Mu

ï).

4. Ungraded multiplicities. Long before one knew the Betti numbers of a com-
pact Lie group, E. Cartan was able to show, using the Weyl integration formula, that
dim H(G) ≥ 2‡. The same idea gives a recursive formula for dim HomG(Vï, Λª) that
can easily be implemented by hand if one has a table of weight multiplicities for Vï (cf.
[BMP]).

Let mñ
ï be the multiplicity of the weight ñ in Vï. For ï 2 P+, we put

D̂(ï) ≥
1

jWïj

Z
T

eï
Y
ã2∆

(1 � eã) dt.

We have D̂(ï) ≥ 0 unlessï belongs to the root lattice, and it is well known that D̂(0) ≥ 1.

4.1. PROPOSITION. For 0 Â≥ ï 2 P+, we have
(1) X

ñ�ï
ñ2P+

mñ
ïD̂(ñ) ≥ 0

(2)

dim HomG(Vï, Λª) ≥ 2‡
X
ñ�ï
ñ2P+

mñ
ïD̂
�ñ

2

�
.

(Here D̂(ñ2 ) is read as zero if ñ
2 is not in the root lattice.)

PROOF. Formula (1) is obtained by evaluating

P(Vï, H ª, u) ≥
W(u)
jWj

Z
T
üï

Y
ã2∆

1� eã
1 � ueã

dt
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at u ≥ 0. For (2), we have

P(Vï, Λª, 1) ≥
2‡

jWj

X
ñ�ï
ñ2P+

mï
ñ
jWj
jWñj

Z
T

eñ
Y
ã2∆

(1 � e2ã) dt.

The integral is zero unless ñ belongs to twice the root lattice, in which case it has the
same value as

R
T eñÛ2

Q
ã2∆(1 � eã) dt, since the squaring map on T is surjective.

Take G ≥ E8 as an example, with Dynkin diagram labelled as in x2. Let ï ≥ ï3 be the
fundamental weight of the branch node. Using only weight multiplicity table and pencil,
one can readily compute the multiplicity of Vï in Λª, for though there be 24 dominant
weights ñ � ï, only ñ ≥ 0, 2ï7, 2ï1, 2ï6 belong to twice the root lattice. Applying
(4.1)(1), we find D̂(ï7) ≥ �8, D̂(ï1) ≥ �21, D̂(ï6) ≥ �287, (In general, D̂(ã0) ≥ �‡,
where ã0 is the highest root.) Then by (4.1)(2),

dim HomG(Vï, Λª) ≥ 28fmï
0 � 8mï

2ï7
� 21mï

2ï1
� 287mï

2ï6
g ≥ 28 Ð 5 Ð 7 Ð 18671.

For small representations, the recursion in (4.1) is trivial by (2.2)(1), and we get

4.2. COROLLARY. Any small module Vï has multiplicity m0
ï2‡ in Λª.

After receiving an earlier version of this paper, Kostant pointed out that Corollary (4.2)
is a consequence of an old result, originally proved by him but unpublished, then proved
independently several years later in [PRV, Theorem 2.1]. See also [V, Chapter 4, Exer-
cises 18-20]. It is the following

4.3. THEOREM (KOSTANT, [PRV]). Let ï,ñ, ë be dominant weights, let Vë�ñ
ï be the

ë � ñ-weight space in Vï, and put

Zë�ñ
ï :≥ fv 2 Vë�ñ

ï : X1+hñ,ã̌i
ã v ≥ 0 for all ã 2 Σg,

where Xã is a root vector for ã. Then there is a linear isomorphism

Zë�ñ
ï ' HomG(Vï, Hom

�
Vñ, Vë)

�
.

For ñ ≥ ë ≥ ö, we have

Z0
ï ≥ fv 2 V0

ï : X2
ãv ≥ 0 for all ã 2 Σg.

Thus, Z0
ï is all of V0

ï if and only if Vï is small, by (2.2)(2).
The connection with Λª is provided by another old result of Kostant [Ko2, p. 357],

asserting that the character of Vö is

(4. 4) eö
Y
åÙ0

(1 + e�å),
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from which it follows that Λª is isomorphic, as an ungraded G-module, to 2‡ copies of
End(Vö) ' Vö 
 Vö. With (4.3), this shows that

dim HomG(Vï, Λª) � m0
ï2‡,

with equality if and only if Vï is small. Thus (4.3) and (4.4) not only imply Corol-
lary (4.2), but also its converse.

It would be interesting to have a similar explanation of the recursive formula (4.1)
for non-small modules. In the other direction, note that (4.1) gives an efficient way to
decompose Vö 
 Vö, or, equivalently, to find the dimension of Z0

ï.
For ungraded multiplicities, it is perhaps more natural to replace Λªwith its ungraded

version, namely the Clifford algebra C(ª) of ª with respect to a G-invariant quadratic
form. In this setting Kostant has shown more [N]: As algebras, C(ª) ' End(Vö)
C(ƒ),
where C(ƒ) is a certain Clifford algebra on the ‡-dimensional space ƒ of primitive G-
invariants in C(ª).

5. Low degrees. The lowest exterior power whose structure is not obvious is Λ2ª,
which decomposes as follows. Assume ª is simple and not isomorphic to «¿(2). Let ã0

be the highest root, and let J be the set of simple roots which are not orthogonal toã0. For
each ã 2 J, one knows that ã0 �ã is a root, and it is evident that eã0 ^ eã0�ã is a highest
weight vector in Λ2ª, and therefore generates an irreducible submodule Uã ² Λ2ª. Let
U2 be the direct sum of the Uã, for ã 2 J.

Note that U2 is irreducible, except for «¿(n), n ½ 3, when we have

U2 ' V2ï1+ïn�2 ý Vï2+2ïn�1

respectively. Both of these representations are small, in the sense of (2.2). More generally,
from (2.2)(4), we observe that the irreducible constituents of U2 are small if and only if
ª is simply-laced.

Of course, the Lie bracket causes ª to appear in Λ2ª, with multiplicity one by Schur’s
lemma. Now proceeding case by case, and using the Weyl dimension formula, we find

5.1. PROPOSITION. For ª Â≥ «¿(2) we have Λ2ª ≥ ª ý U2.

This decomposition implies many nice properties of U2, which shall be recounted
elsewhere (but see x7 below).

The third exterior power also admits a uniform description, although naturally it is
more complicated. We first discuss higher degree analogues of U2.

Call a subset S of the positive roots “saturated” if å 2 S, ã 2 Σ, ã + å 2 ∆+ imply
ã + å 2 S. Then the wedge product eS of root vectors for roots in a saturated subset S is
a highest weight vector in ΛjSjª, of weight éS :≥

P
å2S å, and eS generates an irreducible

ª-module U(S) ² ΛjSjª. For example, we could take S to be all positive roots outside a
given subset I ² Σ, and see that uó�jIj appears in P(V2ö�éI , Λª, u). In the next section,
we shall compute this multiplicity polynomial completely, and find that we have here
detected its lowest degree term.
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Let Un be the direct sum of the U(S) for saturated S with jSj ≥ n. Let ∂: Λn+1ª ! Λnª
be the Koszul boundary map, given by

∂(X0 ^ Ð Ð Ð ^ Xn) ≥
X
iÚj

(�1)i+j+1[Xi, Xj] ^ Xi ^ Ð Ð Ð X̂i Ð Ð Ð X̂j Ð Ð Ð ^ Xn.

Observe that if S ² ∆+ is saturated and h 2 », then

∂(h ^ eS) ≥ éS(h)eS.

It follows that U(S) belongs to the image of ∂, and therefore U(S) also embeds in ΛjSj+1ª.
Since U2 is multiplicity-free we have, in particular, U2 !̈ Λ3ª.

5.4. PROPOSITION. Assume ª Â≥ «¿(2), «¿(3), «√(5). Then there is an isomorphism
of ª-modules

Λ3ª ' C ý H 2ª ý U2 ý U3.

(The decomposition of H 2ª was given in (2.1), and the exceptions are covered by the
tables in Section 8.)

PROOF. Once again, one can compute the dimensions of each of the three terms on
the right, and with the stated exceptions, it is the same on the left. Moreover, the highest
weights in U3 do not appear in the other two terms. The highest weights of U2 appear in
S2ª only in the vectors eã0eã0�ã for ã 2 J, and these are not highest weight vectors. (In
fact, they belong to the submodule V2ã0 of H 2ª.) Since S2ª ≥ C ý H 2ª, it suffices to
show that S2ª injects into Λ3ª.

Given a symmetric bilinear form q on ª, consider the alternating 3-form

°q(X, Y, Z) ≥ q([X, Y], Z) + q([Y, Z], X) + q([Z, X], Y).

Let fhã, eç, fç : ã 2 Σ, ç 2 ∆+g be a Chevalley basis of ª, corresponding to the choice
of » and Σ. Define hç ≥ [eç, fç] for all ç 2 ∆+. Let fHã, Eç, Fçg be the corresponding
dual basis with respect to the Killing form h , i. Let K be the kernel of q 7! °q. This is a
ª-submodule of S2ª, and since every nonzero submodule of Sª has nonzero zero weight
space, it suffices to show that the zero weight space K0 is zero.

A typical q 2 K0 may be written

q ≥
X
ã2Σ

AãH2
ã +

X
ãÂ≥å

BãåHãHå + 2
X
çÙ0

CçEçFç,

where q(hã, hã) ≥ Aã, q(hã, hå) ≥ Bãå, q(eç, fç) ≥ Cç. Since °q ≥ 0, we have, for all
h 2 » and ç 2 ∆+,

0 ≥ °q(eç, fç, h) ≥ q(hç, h) + 2ç(h)q(eç, fç),

so

(5. 5) q(hç, h) ≥ �2ç(h)Cç.
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This implies that the restriction map K0 ! S2» is injective. Moreover, taking ç ≥ ã 2 Σ
and h ≥ hã gives the relation Aã ≥ �4Cã for every simple root ã.

Extend the Killing form h , i to a G-invariant inner product on S2ª as follows: For
X 2 ª, let DX be the derivation of S2ª extending the functional hX, Ði. Then for X, Y 2 ª
and P 2 S2ª we have hXY, Pi ≥ DXDYP. Let K? be the subspace of S2ª orthogonal to
K.

Let q1 ≥ F2
ã0

, where as aboveã0 is the highest root, and letã 2 Σ be such thatã0�ã is
a root. Then [fã, fã0�ã] ≥ cfã0 for some nonzero scalar c, and °q1 (fã, fã0�ã, fã0 ) ≥ c Â≥ 0.
It follows that V2ã0 � K?. Now the Weyl group acts transitively on long roots, so there
is a long simple root ã such that e2

ã belongs to K?. Applying ad(fã)2 to e2
ã, we have

2eãfã � h2
ã 2 K?. Hence for our q 2 K0 we have

0 ≥
−X
ã2Σ

AãH2
ã +

X
ãÂ≥å

BãåHãHå + 2
X
çÙ0

CçEçFç, 2eãfã � h2
ã

×
≥ 4Cã � 2Aã.

Since also Aã ≥ �4Cã, we have Aã ≥ Cã ≥ 0 for this long simple ã. It follows from
(5.5) that q(hã, h) ≥ 0 for all q 2 K0 and all h 2 ». Let q» be the restriction of q 2 K0 to »,
and let qw

» be the transform of q» under w 2 W. Note that qw
» also belongs to the restriction

image of K0, because restriction K0 ! S2» is W-equivariant. Since Ad(w)hã ≥ hwã, we
have

q»(hwã, h) ≥ qw
»

�
hã, Ad(w)�1h

�
≥ 0

for all h 2 » and w 2 W. Hence q»(hå, Ð) � 0 for all long roots å. Since the long roots
span »Ł, we have q» ≥ 0, and since restriction is injective, we have q ≥ 0.

(5.6) The map q ! °q is a special case of the relation between symmetric and
alternating forms as outlined in [Ch]. The differential d:ª ! ª^ª extends to an algebra
homomorphism Ω: Sª ! Λevenª whose image is contained in d(Λoddª). In fact there is
a canonical “integral” of Ω (see [Ch]). For example, d°q ≥ 3Ω(q) for q 2 S2ª.

Since invariant alternating forms are never coboundaries (cf. [CE]), the kernel of Ω
contains the ideal in Sª generated by invariant polynomials, and therefore the image of
Ω is Ω(H ª). By (5.1), Λevenª is generated by dª and U2, and Ω(H ª) is the subalgebra
of Λevenª generated by dª. We shall determine the image under Ω of the submodules
Vnã0 2 H nª described in Section 2. This amounts to finding the subalgebra of Λevenª
generated by °0 :≥ d(eã0 ). Now

°0 ≥ eã0 ^ h +
X

Cãåeã ^ eå,

for some 0 Â≥ h 2 », where the sum is over pairs of positive roots ã and å such that
ã + å ≥ ã0, and each Cãå is a nonzero scalar. Say there are p such pairs of positive
roots. The form ñ :≥

P
Cãåeã ^ eå may be viewed as a nondegenerate form on the

2p-dimensional span of the root vectors it contains. Taking powers, we have

°k
0 ≥ keã0 ^ h ^ ñk�1 + ñk,

and °k
0 ≥ 0 if and only if ñk�1 ≥ 0, if and only if k � 1 Ù p. Thus the highest nonzero

power of °0 is °p+1
0 .
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6. Some explicit graded multiplicity formulas. The multiplicity formulas given
in x3 involve large cancellations, and while they can be useful, one would prefer formu-
las with explicit nonnegative coefficients. These can be obtained for certain irreducible
representations as follows.

We begin with a reduction formula. Let ƒ be a parabolic subalgebra of ª with Levi
decomposition ƒ ≥ ¿ý¬. Assume that » � ¿, and that the roots ∆¬ of » in ¬ are positive,
so that ∆+ ≥ ∆+

¿ [ ∆¬. Correspondingly, put ö ≥ ö¿ + ö¬. If ñ belongs to the integral
span of ∆+

¿ and is dominant with respect to that choice of positive roots for ¿, let V0
ñ be

the ¿-module with highest weight ñ.

6.1. PROPOSITION. Suppose V0
ñ appears in Λ¿. Thenñ+2ö¬ is dominant with respect

to ∆+, and we have

P(Vñ+2ö¬ , Λª, u) ≥ uj∆¬jP(V0
ñ, Λ¿, u).

PROOF. For the dominance assertion, note that ñ ≥ 2ö¿ � é, where é is a sum of
simple roots in ¿ with non-negative coefficients, so ñ + 2ö¬ ≥ 2ö � é. Now, if ã is a
simple root outside ¿, then hé, ã̌i � 0, so hñ + 2ö¬, ã̌i ≥ h2ö, ã̌i � hé, ã̌i ½ 0. If ã is
a simple root in ¿, then h2ö¬, ã̌i ≥ 0, since 2ö¬ is the weight of the one-dimensional
¿-module Λdim¬¬. Hence hñ + 2ö¬, ã̌i ≥ hñ, ã̌i ½ 0 since ñ is dominant for ∆+

¿ .
For the multiplicity, we compare coefficients of simple roots outside ¿, and find that

every weight vector in Λª of weight ñ+2ö¬ is of the form e¬^v, where 0 Â≥ e¬ 2 Λj∆¬j¬
and v 2 Λ¿ has weight ñ. Let ã be a simple root, with eã the corresponding Chevalley
basis vector. If ã 2 ∆¬, then ad(eã)(e¬) ≥ 0 since ¬ is unimodular, and ad(eã)(¿) � ¬,
so ad(eã)(e¬ ^ v) ≥ 0. If ã 2 Σ \ ∆+

¿ , then eã belongs to the derived algebra of ¿ which
acts trivially on Λj∆¬j, so again ad(eã)(e¬) ≥ 0. Since ad(eã)v 2 Λ¿, it follows that e¬^v
is a ª-highest weight vector if and only if v is an ¿-highest weight vector, implying the
proposition.

Let W¿ be the Weyl group of ¿, viewed as a reflection group acting on ». Let 1 +
n1, . . . , 1 + n‡ be the degrees of the homogeneous generators of the W¿-invariant poly-
nomials on ». Note that some ni’s will be zero. Taking ñ ≥ 0 in (6.1), the Betti number
formula for compact Lie groups yields

6.2. COROLLARY.

P(V2ö¬ , Λª, u) ≥ uj∆¬j
‡Y

i≥1
(1 + u2ni+1).

For example, P(V2ö, Λ, u) ≥ uó(1 +u)‡ (here ¿ ≥ »), and if ã is a simple root, we have
P(V2ö�ã, Λ, u) ≥ uó�1(1 + u)‡�1(1 + u3) (here ¿ has semisimple rank one).

We next use the reduction formula (6.1) and the general formula (3.2) to compute
another family of multiplicity polynomials.
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6.3. PROPOSITION. Assume ª is simple. For I ² Σ, we have

P(V2ö�éI , Λª, u) ≥ uó�jIj(1 + u)‡�c(I)(1 + u2)jIj�c(I)(1 + u3)c(I),

where c(I) is the number of connected components of the subgraph of the Dynkin diagram
of ª whose vertices are in I.

PROOF. Applying the reduction formula (6.1) to the Levi subalgebra generated by
the roots in I, we may assume I ≥ Σ, and must show that

P(V2ö�õ, Λª, u) ≥ uó�‡(1 + u)‡�1(1 + u2)‡�1(1 + u3),

where we have written õ ≥ éΣ. The weights ë such that 2ö�õ � ë � 2ö are of the form
ëK ≥ 2ö�éK for some K � Σ, and these are all dominant. We first compute (ü2ö�õ, Mu

ëK
)

using the formula given at the beginning of Section 3.
Write K ≥ K0 [ Kd (disjoint union), where Kd is the set of roots in K which are

orthogonal to every member of K other than themselves. Then ∆+
ëK
≥ Kd, and WëK (u) ≥

(1 + u)jKdj. Now let S � ∆+ � Kd, and suppose there exists w 2 W such that

(a) ëK � éS ≥ w Ð (2ö � õ).

Define subsets

A ≥ få 2 ∆+ : wå 2 ∆+ � Sg, B ≥ få 2 ∆+ : �wå 2 Kg,

C ≥ få 2 ∆+ : �wå 2 ∆+ � Sg, D ≥ få 2 ∆+ : wå 2 Kg.

Note that A\B ≥ C\D ≥ ;. Write ö�w�1ö ≥
P
ã2Σ mãã, mã nonnegative integers.

Then after applying w�1, (a) may be written

éA � éC ≥ w�1é∆+�S ≥ 2ö +
X
ã2Σ

(mã � 1)ã + w�1éK,

so

(b) 2ö +
X

(mã � 1)ã ≥ éA + éB � éC � éD.

It follows that mã � 1 for all ã 2 Σ, so w is a product of mutually commuting reflections
about roots in some subset J 2 Σ consisting of pairwise orthogonal roots. Moreover, (b)
also shows that if ã 2 J, then ã cannot appear in any root in C or D. Hence J � B, so
J � K. We may now rewrite (a) as

(c) éS ≥ éΣ�K +
X
ã2J

(3 � hõ, ã̌i)ã.

(As usual, ã̌ ≥ 2ãÛhã,ãi.) I claim (c) can only hold if J ≥ ;. Suppose there is an ã 2 J.
Let ç1, . . . , çr,å1, . . . ,ås be the roots in Σ � fãg which are not orthogonal to ã, where
çi 2 K, åj 2 Σ � K for all i, j. Also let S � fãg ≥ fé1, . . . , étg. By (c) we can write

ék ≥ nkã +
sX

j≥1
ckjåj + ñk,
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where nk ½ 0, hñk, ã̌i ≥ 0, and
Pt

k≥1 ckj ≥ 1 for each j. Moreover, since sãék 2 ∆+, we
must have nk +

P
j ckjhåj, ã̌i � 0. Summing these inequalities over k, we get

(d)
sX

j≥1
håj, ã̌i +

tX
k≥1

nk � 0.

Let n0 ≥ 1 if ã 2 S, n0 ≥ 0 otherwise. Comparing the coefficient of ã in both sides of
(c), we find

n0 + n1 + Ð Ð Ð + nt ≥ 3 � hõ, ã̌i ≥ 1 �
X

j
håj, ã̌i �

X
i
hçi, ã̌i.

Using (d) we get 1 ½ n0 ½ 1�
P

ihçi, ã̌i. Since hçi, ã̌i Ú 0 for all i, there can be no çi’s,
so ã 2 Kd, and moreover n0 ≥ 1. On the other hand, S misses Kd, so ã Â2 S, so n0 ≥ 0.
This is the contradiction, so J ≥ ;, w ≥ 1 and éS ≥ éΣ�K.

LEMMA A. For any subset L � Σ, we have

PL(u) :≥
X

S�∆+

éS≥éL

ujSj ≥ uc(L)(1 + u)jLj�c(L).

PROOF. If we partition L ≥ L1 [ Ð Ð Ð [ Lc(L) according to the connected components
of its subgraph, we have PL ≥ PL1 Ð Ð ÐPLc(L) , so we may assume the subgraph of L is
connected. If L ≥ fã1, . . . ,ãpg, every S in the sum is formed by making breaks in the
chainã1, . . . ,ãp. Hence the coefficient of um in PL(u) is the number of size m�1 subsets
of the p � 1 possible breaking points in the chain. It follows that PL(u) ≥ u(1 + u)p�1.

Taking L ≥ K0 :≥ Σ � K, we have shown that

(ü2ö�õ, Mu
ëK

) ≥ (�u)c(K0)(1 + u)jKdj(1 � u)jK
0j�c(K0).

With (3.2) in mind, we again take S � ∆+ � Kd, and now suppose w 2 W is such that
ëK �éS ≥ w Ð 0. Hence ö�wö ≥ éK �é∆+�S � éK0 . As before, this means w is a product
of commuting reflections about a set J of mutually orthogonal roots in K0, and therefore
é∆+�S ≥ éK�J . Setting T ≥ ∆+ � (S [ Kd), (3.2) becomes

P(V2ö�õ, Λª, u) ≥ (1 + u)‡
X

(�1)jJjuó+c(K0)�jTj�jKdj(1 � u)jKdj(1 + u)jK
0j�c(K0),

where the sum runs over K � Σ, J an orthogonal subset of K0, T � ∆+ such that éT ≥
éK0�J . For fixed K and J, we can use Lemma A again, this time with L ≥ J0 :≥ K0 � J,
note that jKdj + jJ0j ≥ jKj � jJj, and get

P(V2ö�õ, Λª, u)

≥ (1 + u)‡
X

K�Σ
uó+c(K0)�jKj(1 � u)jKdj(1 + u)jK

0 j�c(K0)
�X

J
(�u)jJj(1 + u)jJ

0 j�c(J0)
½
.

As in Lemma A, the inner sum is a product of similar sums for each component of K0,
so can be evaluated using
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LEMMA B. X
J

(�u)jJj(1 + u)jJ
0j�c(J0) ≥ 1 � u,

where the sum runs over those subsets J � Σ consisting of pairwise orthogonal roots,
J0 ≥ Σ�J, and c(J0) is the number of components of the Dynkin subdiagram with vertices
in J0.

PROOF. List the simple roots Σ ≥ fã1, . . . ,ã‡g in such a way that the subdiagram
with vertices Σk :≥ fã1, . . . ,ãkg is connected, for each k � ‡. Since the assertion is easy
to verify in small rank, we can assume the subdiagram with vertices fã‡�2,ã‡�1,ã‡g is
of type A3. Let R‡ be the polynomial on the left side of Lemma B, and write R‡ ≥
R0
‡ +R1

‡, where R1
‡ is the sum over those J containing ã‡. Also let R0

k , R1
k be the analogous

polynomials for Σk. We will show by induction on ‡ that R0
‡ ≥ 1 and R1

‡ ≥ �u.
Fix k Ú ‡, and consider those J for which ãk 2 J, but ãi Â2 J for any i Ù k. We

have c(Σk � J) ≥ c(Σ � J) � 1, so the sum of (�u)jJj(1 + u)jJ
0 j�c(J0) over such J is

(1 + u)‡�k�1R1
k . It follows that R0

‡ ≥ (1 + u)‡�1 + (1 + u)‡�2R1
1 + Ð Ð Ð + R1

‡�1 ≥ 1 by the
inductive hypothesis applied to R1

k . It remains to consider R1
‡. Let J ≥ fãj1 , . . . ,ãjr ,ã‡g

be a typical subset occuring in the sum for R1
‡, with j1 � Ð Ð Ð � jr � ‡ � 2. If jr Ú

‡ � 2, let J0 ≥ fãj1 , . . . ,ãjr ,ã‡�1g, and if jr ≥ ‡ � 2, let J1 ≥ fãj1 , . . . ,ãjrg. Then
c(Σ‡�1 � J0) ≥ c(Σ‡� J) and c(Σ‡�2 � J1) ≥ c(Σ‡� J)� 1. It follows that the sum over
the J with jr Ú ‡ � 2 is (1 + u)R1

‡�1 ≥ �u(1 + u), and the sum over J with jr ≥ ‡ � 2 is
�uR1

‡�2 ≥ u2, so R1
‡ ≥ �u.

We now have

P(V2ö�õ, Λª, u) ≥ (1 + u)‡
X

K�Σ
uó+c(K0)�jKj(1 � u)jKdj+c(K0)(1 + u)jK

0 j�c(K0)

≥ uó�‡(1 + u)‡
X

K�Σ
ujK

0j+c(K0)(1 � u)c(K)(1 + u)jK
0 j�c(K0).

It remains only to show that the last sum, call it QΣ, is (1 + u2)‡�1(1 � u + u2). Again,
this is easy to check in small rank. Label Σ as in the proof of Lemma B, and for K ≥
fãi1 , . . . ,ãipg, let K̂ ≥ K�fã‡g if ip ≥ ‡, K̂ ≥ K otherwise. We now express c(Σ‡�1�K̂)
in terms of c(Σ � I), and likewise for c(K̂) (there are four cases, for each possibility of
fip�1, ipg \ f‡ � 1, ‡g), and find that QΣ ≥ (1 + u2)QΣ‡�1

. This completes the Proof of
6.3.

7. Graded multiplicities for small modules. From now on we assume ª to be
simple, and consider ª-modules Vï which are small, in the sense of (2.2). We have seen
in (4.2) that the total multiplicity of Vï in Λª is m0

ï2‡, and we now seek the multiplicity
of Vï in Λnª for each n. We shall state a conjecture for this, followed by a collection of
evidence in favor of it.

To introduce our conjectural formula for the small multiplicity polynomials, recall
that H is the space of W-harmonic polynomials on », the multiplicity polynomial of a
W-module E is

PW(E, H , u) ≥
óX

n≥0
dim HomW(E, H n)un,
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and for E ≥ Λq», we have Solomon’s formula

PW(Λq», H , u) ≥ sq(um1 , . . . , um‡ ),

where m1 � Ð Ð Ð � m‡ are the exponents of W.

7.1. CONJECTURE. If Vï is small, as in (2.2), then

P(Vï, Λª, u) ≥
‡X

q≥0
uqPW(V0

ï 
 Λq», H , u2).

When ï ≥ 0, both sides of (7.1) reduce to the known Poincaré polynomial of the man-
ifold G, by Cartan’s theory of invariant differential forms on the left and by Solomon’s
formula on the right [R1].

Let us abbreviate h , iW :≥ dim HomW( , ). The polynomial on the right side of (7.1)
begins as

(7. 2)

‡X
q≥0

uqPW(V0
ï 
 Λq», H , u2) ≥ hV0

ï,CiW + uhV0
ï, »iW + u2hV0

ï, » ý Λ2»iW

+ u3hV0
ï,C ý Λ2» ý Λ3» ýH 2iW

+ u4hV0
ï, » 
 Λ2» ý Λ4» ýH 2iW + Ð Ð Ð

Even in degree zero, (7.1) is not obvious. However, it follows from Broer’s result (2.3),
or a direct proof using (4.3), that (7.1) is true in degrees zero and one. Both sides of
(7.1) have the same palindromy by Poincaré duality on the left hand and because
uóPW(E, H , u�1) ≥ PW(è 
 E, H , u) on the right. At u ≥ 1, both sides of (7.1) become
m0
ï2‡ by (4.2) on the left, and on the right because H affords the regular representation

of W.
Take Vï to be the adjoint representation, which is small, and supposeª Â≥ «¿(n). (The

case ª ≥ «¿(n) will be considered in more detail shortly.) Let us check (7.1) in low
degrees. By (7.2), the right hand polynomial in (7.1) begins as

‡X
q≥0

uqPW(» 
 Λq», H , u2) ≥ u + u2 + u4 + cu5 + (higher powers),

where c ≥ dim EndW(H 2). This follows from the fact that no exponent equals two for
ª Â≥ «¿(n). We note that c ≥ 1 if and only if ª is exceptional («¿(3) is excluded!). On the
other hand, we can show

7.3. LEMMA. If ª is not «¿(n), then

P(ª, Λª, u) ≥ u + u2 + c4u4 + c5u5 + (higher powers),

with 1 � c4 � c5.

PROOF. By (5.2) the adjoint representation appears in Λ3ª as it appears in H 2ª,
where its multiplicity is the number of exponents equal to two. But no exponent is two
for ª Â≥ «¿(n).
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Now, given anyñ 2 Λªwhich is not in the top degree, we haveñ^ª Â≥ 0, from which
it follows that dim HomG(ª, Λnª) ½ dim(Λn�1ª)G for every n Ú dimª. In particular,
for ª Â≥ «¿(2), we have ª ' ° ^ ª ² Λ4ª, where ° 2 (Λ3ª)G is the invariant form
h[X, Y], Zi on ª. Since the invariant forms represent all the cohomology of ª [CE, 19.1],
the differential d is exact on nontrivial isotypic components. Since ª does not appear in
Λ3ª, it follows that d does not kill any copy of ª in Λ4ª.

From (7.3), (4.2) and Poincaré duality, we find

P
�
«ƒ(4), Λ«√(5), u

�
≥ u(1 + u)(1 + u3)(1 + u4),

P(ª2, Λª2, u) ≥ u(1 + u)(1 + u3)(1 + u8),

which agree with (7.1). All multiplicity polynomials for Sp(4), G2, along with Sp(6) are
given in Section 8, from which one can also verify (7.1) for the remaining small modules
afforded by these groups.

For additional examples, take G of type Dn or En, and Vï ≥ U2 ≥ Λ2ªÛª (see (5.1)).
These are exactly the groups for which U2 is irreducible and small. Here the left side of
(7.1) begins as u2 + u3 + Ð Ð Ð, by (5.1) and (5.4). Using (5.1), it is not hard to determine
the W-action on the zero weight space U0

2, and see that the right side of (7.1) begins the
same way. Given what we already know, the validity of (7.1) in degree two is equivalent
to U2 being the only small module containing Λ2» in its zero weight space.

For the remainder of this section, we consider (7.1) for ª ≥ «¿(n). Actually, it is
more convenient to consider ª¿(n), whose multiplicity polynomials are those for «¿(n)
multiplied by (1 + u). However, “zero weight space” still refers to the invariants under a
maximal torus of SL(n).

We identify highest weights with partitions, for which unexplained notation follows
[M2]. Let ï ≥ [ï1 ½ ï2 ½ Ð Ð Ð ½ ïn] be a partition of n. Some of the ïi’s may be zero.
The irreducible ª¿(n)-module Vï is small, and Stembridge has found the following ex-
plicit formula for P(Vï, ª¿(n), u). The boxes in the Young diagram of ï are left-justified,
with ïi boxes in the i-th row from the top, in which the j-th box from the left is labelled
(i, j). The hook length of box (i, j) is the number h(i, j) of boxes directly to the right or
directly below (i, j), including (i, j) itself.

7.4. THEOREM (STEMBRIDGE, [ST]). For ª ≥ ª¿(n), and ï a partition of n, we have

P(Vï, Λª, u) ≥ (1 � u2)(1 � u4) Ð Ð Ð (1 � u2n)
Y

(i,j)2ï

u2j�2 + u2i�1

1 � u2h(i,j)
.

We turn now to the right side of (7.1). Let üï be the irreducible representation of
Sn corresponding to the partition ï. For example, ün�k,1k is the k-th exterior power of
the reflection representation ün�1,1. In general, ü

ï
appears with multiplicity one in the

induced representation †
ï

:≥ IndSn
Sï
C, where Sï ≥ Sï1 ð Ð Ð Ð ð Sïn. It is known that
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V0
ï ' ü

ï0
, where ï0 is the partition dual to ï. We first compute the right side of (7.1) with

V0
ï replaced by †ï. For any Sn-module E, we abbreviate

Pn(E, u) :≥ PSn (E, H , u),

R(E, u) :≥
nX

q≥0
uqPn(E 
 Λq

n, u2).

Here Λq
n :≥ Λq», where » is a Cartan subalgebra of llª(n).

7.5. PROPOSITION. For any partition ï of n, we have

R(†ï, u) ≥ (1 � u2)(1 � u4) Ð Ð Ð (1 � u2n)
nY

i≥1

�1 + u2i�1

1 � u2i

�ï0i
,

where ï0 is the partition dual to ï.

PROOF. The restriction of Λq
n to Sï is given by

Λq
njSï ≥

M
p̄

jp̄j≥q

Λp1
ï1

 Ð Ð Ð 
 Λpn

ïn
,

where each p̄ ≥ (p1, Ð Ð Ð , pn) is an ordered n-tuple of non-negative integers and jp̄j :≥
p1 + Ð Ð Ð + pn. It follows that

†ï 
 Λq
n ≥

M
p̄

jp̄j≥q

IndSn
Sï

(Λp1
ï1

 Ð Ð Ð 
 Λpn

ïn
).

Let

Pï(u) :≥ (1 � u)(1 � u2) Ð Ð Ð (1 � un)
nY

i≥1
(1 � ui)�ï

0
i

denote the Poincaré polynomial of Sn divided by that of Sï. By Frobenius reciprocity, we
have

Pn(†ï 
 Λq
n, u) ≥ Pï(u)

X
jp̄j≥q

nY
i≥1

Pïi (Λ
pi
ïi

, u).

The exponents of Sïi acting on Cïi are 0, 1, 2, . . . ,ïi � 1, so Solomon’s formula gives

Pïi (Λ
pi
ïi

, u) ≥ spi (1, u, . . . , uïi�1).

Thus

R(†ï, u) ≥ Pï(u2)
X

p̄
ujp̄j

nY
i≥1

spi (1, u2, . . . , u2ïi�2)

≥ Pï(u2)
nY

i≥1

X
p½0

upsp(1, u2, . . . , u2ïi�2)

≥ Pï(u2)
nY

i≥1

ïiY
j≥1

(1 + u2j�1)

≥ Pï(u2)
nY

i≥1
(1 + u2i�1)ï

0
i .
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We can write
üï ≥

X
ñ½ï

Lïñ†ñ,

where the matrix [Lïñ] is inverse to the Kostka matrix [Kïñ] (see [M2, I.6]). Thus, con-
jecture (7.1) is equivalent to a combinatorial identity involving Kostka numbers.

For example, it is now easy to verify conjecture (7.1) for highest weights correspond-
ing to partitions of the form ï ≥ 2k1n�2k. Indeed, we then have V0

ï ' ü[n�k,k], and the
decomposition formulas for †ñ’s imply that

ü[n�k,k] ≥ †[n�k,k] � †[n�k+1,k�1],

so R(V0
ï, u) can be computed from (7.5), and it agrees with Stembridge’s formula (7.4)

for P(Vï, Λª, u).

8. Tables. The above results and remarks, plus a bit more (see below), suffice to
determine the complete decomposition of Λª for some small groups. With Dynkin dia-
grams labelled (as in x2)

1–2, 1–2–3, 1 ( 2, 1–2 ( 3 1 ( 2,

we abbreviate P(Va1ï1+a2ï2+ÐÐÐ, Λª, u) by P(a1, a2, Ð Ð Ð)d, where d is the dimension of the
irreducible module Va1ï1+a2ï2+ÐÐÐ.

A2

P(2, 2)27 ≥ u3(1 + u)2

P(0, 3)10 ≥ P(3, 0)10 ≥ u2(1 + u)(1 + u3)

P(1, 1)8 ≥ u(1 + u)(1 + u2)(1 + u3)

P(0, 0)1 ≥ (1 + u3)(1 + u5)

A3

P(2, 2, 2)729 ≥ u6(1 + u)3

P(3, 0, 3)300 ≥ P(0, 3, 2)280 ≥ P(2, 3, 0)280 ≥ u5(1 + u)2(1 + u3)

P(0, 4, 0)105 ≥ u4(1 + u)(1 + u3)2

P(1, 1, 3)256 ≥ P(3, 1, 1)256 ≥ u4(1 + u)2(1 + u2)(1 + u3)

P(1, 2, 1)175 ≥ u3(1 + u)2(1 + u2)2(1 + u3)

P(2, 0, 2)84 ≥ u3(1 + u)2(1 + u3)(1 + u2 + u4)

P(4, 0, 0)35 ≥ P(0, 0, 4)35 ≥ u3(1 + u)(1 + u3)(1 + u5)

P(0, 2, 0)20 ≥ u3(1 + u)2(1 + u3)(1 + u4)

P(2, 1, 0)45 ≥ P(0, 1, 2)45 ≥ u2(1 + u)(1 + u3)2(1 + u2 + u4)

P(1, 0, 1)15 ≥ u(1 + u)(1 + u3)(1 + u5)(1 + u2 + u4)

P(0, 0, 0)1 ≥ (1 + u3)(1 + u5)(1 + u7)
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C2

P(2, 2)81 ≥ u4(1 + u)2

P(0, 1)5 ≥ P(0, 2)14 ≥ P(0, 3)30 ≥ P(4, 0)35 ≥ u3(1 + u)(1 + u3)

P(2, 1)35 ≥ u2(1 + u)(1 + u2)(1 + u3)

P(2, 0)10 ≥ u(1 + u)(1 + u3)(1 + u4)

P(0, 0)1 ≥ (1 + u3)(1 + u7)

C3

P(2, 2, 2)19683 ≥ u9(1 + u)3

P(5, 0, 1)2079 ≥ P(0, 3, 2)7700 ≥ P(4, 0, 2)4914 ≥ P(3, 0, 3)8190

≥ P(2, 4, 0)9450 ≥ u8(1 + u)2(1 + u3)

P(3, 2, 1)11319 ≥ P(1, 1, 3)7168 ≥ u7(1 + u)2(1 + u2)(1 + u3)

P(0, 5, 0)3528 ≥ u7(1 + u)(1 + u3)2

P(4, 2, 0)3900 ≥ u6(1 + u)2(1 + u4)(1 + u3)

P(2, 1, 2)5720 ≥ u6(1 + u)2(1 + u3)(1 + u + u2 + u3 + u4)

P(2, 0, 2)1078 ≥ u6(1 + u)2(1 + u3)(2 + u2 + 2u4)

P(1, 3, 1)7168 ≥ u6(1 + u)2(1 + u2)2(1 + u3)

P(1, 0, 3)1386 ≥ u6(1 + u)(1 + u + u2)(1 + u3)2

P(0, 4, 0)1274 ≥ u6(1 + u)(1 + u3)(1 + 2u + 2u4 + u5)

P(0, 0, 4)1001 ≥ u6(1 + u)(1 + u3)(1 + u5)

P(6, 0, 0)462 ≥ u5(1 + u)(1 + u3)(1 + u7)

P(3, 1, 1)3072 ≥ u5(1 + u)(1 + u2)(1 + u + u2)(1 + u3)2

P(2, 3, 0)3276 ≥ u5(1 + u)(1 + u3)2(1 + u + u2 + u3 + u4)

P(0, 2, 2)2457 ≥ P(0, 1, 2)594 ≥ u5(1 + u)(1 + u3)(1 + u2 + 2u3 + 2u4 + u5 + u7)

P(0, 0, 2)84 ≥ u5(1 + u)(1 + u3)2(1 + u4)

P(4, 1, 0)924 ≥ u4(1 + u)(1 + u2)(1 + u3)2(1 + u4)

P(2, 2, 0)924 ≥ u4(1 + u)3(1 + u3)2(1 + u4)

P(1, 2, 1)2205 ≥ u4(1 + u + u2)2(1 + u3)3

P(1, 1, 1)512 ≥ u4(1 + u)2(1 + u2)2(1 + u3)(1 + u4)

P(1, 0, 1)70 ≥ u4(1 + u)(1 + u3)(1 + u + u2 + u4 + u5 + u7 + u8 + u9)

P(4, 0, 0)126 ≥ u3(1 + u)(1 + u3)2(1 + u4 + u8)

P(3, 0, 1)525 ≥ u3(1 + u + u2)(1 + u3)3(1 + u4)

P(0, 3, 0)385 ≥ u3(1 + u)(1 + u3)(1 + u3 + 2u4 + u5 + u6 + 2u7 + u8 + u11)

P(0, 2, 0)90 ≥ u3(1 + u)(1 + u3)2(1 + u4)2

P(0, 1, 0)14 ≥ u3(1 + u)(1 + u3)(1 + u4)(1 + u7)
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P(2, 1, 0)189 ≥ u2(1 + u)(1 + u3)(1 + u2 + u3 + u4 + u5 + 2u6 + 2u7 + u8 + u9 + u10 + u11 + u13)

P(2, 0, 0)21 ≥ u(1 + u)(1 + u3)(1 + u7)(1 + u4 + u8)

P(0, 0, 0)1 ≥ (1 + u3)(1 + u7)(1 + u11)

G2

P(2, 2)729 ≥ u6(1 + u)2

P(1, 0)7 ≥ P(1, 2)286 ≥ P(0, 3)273 ≥ P(5, 0)378 ≥ u5(1 + u)(1 + u3)

P(1, 1)64 ≥ P(3, 1)448 ≥ u4(1 + u)(1 + u2)(1 + u3)

P(2, 1)189 ≥ u4(1 + u)(1 + u3)(1 + u + u2)

P(4, 0)182 ≥ P(0, 2)77 ≥ P(2, 0)27 ≥ u3(1 + u)(1 + u3)(1 + u4)

P(3, 0)77 ≥ u2(1 + u)(1 + u3)(1 + u3 + u6)

P(0, 1)14 ≥ u(1 + u)(1 + u3)(1 + u8)

P(0, 0)1 ≥ (1 + u3)(1 + u11)

Remarks on these computations will summarize the results in this article. For A3, the
highest weights below 2ã0 ≥ 202 are covered by Stembridge’s first layer formulas.
Those above 2ã0 are handled by (6.2) and (6.3), so what remain are the multiplicities of
V2ã0 , which are obtained by default. For G2 we have the low degree calculations of (5.1)
and (5.2), the ungraded multiplicity formula (4.1) to get upper bounds on multiplicities
in each degree, and lower bounds come from multiplicities of dominant weights in Λnª
which are maximal among those whose multiplicities are not yet determined. As already
mentioned, (7.3) gives the adjoint multiplicities. Finally, more occurrences follow from
the exactness of the Koszul complex Ð Ð ÐΛnª ! Λn+1ª Ð Ð Ð on nontrivial isotypic compo-
nents. The table for C3 was kindly produced by the referee, using the computer program
LiE (from CWI, Amsterdam). There was an obvious small error in the adjoint polyno-
mial, which I believe is corrected here. Of the 35 polynomials in the C3 Table, 13 are
explained by (6.2) and (6.3), another four are as predicted by conjecture (7.1), and we
have checked that the rest give the correct dimensions and ungraded multiplicities, using
(4.1).
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